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Status of this Meno

By submtting this Internet-Draft, each author represents that any
applicable patent or other IPR clains of which he or she is aware
have been or will be disclosed, and any of which he or she becones
aware wi |l be disclosed, in accordance with Section 6 of BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as |nternet-
Drafts.

Internet-Drafts are draft docunents valid for a nmaxi mum of siXx nonths

and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/lid-abstracts.htm. The list of Internet-Draft
Shadow Directories can be accessed at http://ww.ietf.org/shadow. htn

Ajstract

MPA (Marker Protocol data unit Aligned framng) is designed to work
as an "adaptation | ayer" between TCP and the Direct Data Pl acenent
[ DDP] protocol, preserving the reliable, in-order delivery of TCP
whi | e addi ng the preservation of higher-1level protocol record
boundaries that DDP requires. MPAis fully conpliant with applicable
TCP RFCs and can be utilized with existing TCP inpl enentations. MA
al so supports integrated inplenentations that conbine TCP, MPA and
DDP to reduce buffering requirenents in the inplenentation and

i nprove performance at the system| evel.
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Tweaked abstract to give a bit nore information.
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Cl eaned up usage of terns "FPDU Alignnent” and "Header

Ali gnnment"

Rearranged overvi ew sections with stack and gl ossary earlier

Menti oned how an non- MPA- Aware TCP MPA receiver deals wth out

of order segnents (it doesn't have to...)

Fi xed description of out of order segnent handling in section

3.1. 1
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Added text saying that ordering and conpletion indications are
used to deliver to DDP

Added redundant text indicating |ow two bits of FPDUPTR nust
al ways be zero and treated as such in Section 4.1

Added redundant text indicating markers are always included in a
CRC cal cul ation

Renoved i ndication saying that an inplenentation can "ignore" an
admnistrative input to not use CRCs; clarified that both ends
have to agree to not use CRC (as originally intended).

Changed exanpl e FPDU hex dunp format for greater clarity

Clarified that EMSS shrinking below 128 bytes is the condition
(rather than "very small sizes")

Put connection startup rules after the start frane fornmats

Added Initiator "private data" to figure 9

Renoved or Clarified use of RNIC term

Added intro to | ETF/ RDMAC i nteroperability appendi x and gave a
gﬁ?cgeference for docs; al so recommended use of "perm ssive |ETF

Nunmerous mnor clarifications

Updat ed Boil erpl ates per current requirenments

[draft-ietf-rddp-npa-02] workgroup draft wth foll ow ng changes:

Made | Psec nust inplenment, optional to use.

Updat ed Marker | anguage to clarify that it points to ULPDU
Lengt h even when mar ker precedes FPDU

Carified when to start markers use (in full operation node).
Added informative text on interoperability with RDMAC RNl Cs.
Reduced "Private Data" to 512 octets nax.

Clarified CRC use description, nust be used unless data is at
| east as well protected by another neans.

Carified CRC di sabled node; CRC field is always valid.

Added Security text.
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Changed DDP and RDVAP version nunbers in hex dunps (Fig 5,6) and
adj usted CRC accordingly.

[draft-ietf-rddp-npa-01] workgroup draft with foll ow ng changes:

Added the "R' bit (Rejected) to the "MPA Reply Frane" and
described its semantics.

Added sonme comments on recent decisions regarding startup
Updat ed RFC3667 boil erpl at e.
[draft-ietf-rddp-npa-00] workgroup draft with foll ow ng changes:

Changed "Start Key" to two separate startup franmes to facilitate
identification of incorrect Active/Active startup.

Changed Active/ Passive nonenclature to Initiator/Responder to

reduce confusion with TCP startup and verbs doc (which used

opposite sense).

Added "Private Data" to the startup key sequences. This also

requi red describing the notivation and expected usage nodel s

along with sonme interface hints. Renoved the "Private data"

stuff from appendi x.

Added exanple "I medi ate" startup with TCP and expl anati on.
[draft-cul | ey-iwarp-npa- 03]

Add option to allow receivers to specify Marker use.

Add option that allows both sides to agree not to use CRC.

Added startup declaration "Start Key" with options and | arger
MPA node recognition "key".

Updat ed MPA/ DDP connection startup rules and sequence to deal
wth "Start Key".

Added Appendi x that provides a nore detailed analysis of the
effects of MPA on TCP data streans.

Added appendi x that describes a nmechanismto deal with "private
data" prior to full MPA/ DDP operati on.

[draft-cull ey-iwarp-npa-02]
Enhanced descriptions of how MPA is used over an unnodified TCP.

Renoved "No Packi ng" text.
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Made MPA an adaptation |ayer for DDP, instead of a generalized
fram ng sol ution

Added clarifications of the MPA/TCP interaction for optim zed
i npl enentations and that any such optim zations are to be used
only when requested by MPA

Not e: a di scussion of reasons for these changes can be found in
[ ELZER- MPA] .

[draft-cul | ey-iwarp-npa-01] initial draft.
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1 | d ossary

Consuner - the ULPs or applications that |ie above MPA and DDP. The
Consuner is responsible for maki ng TCP connections, starting MPA
and DDP connections, and generally controlling operations.

Delivery - (Delivered, Delivers) - For MPA, Delivery is defined as
the process of informng DDP that a particular PDU is ordered for
use. A PDUis Delivered in the exact order that it was sent by
the original sender; MPA uses TCP's byte streamordering to
determ ne when Delivery is possible. This is specifically
different from"passing the PDU to DDP", which may generally
occur in any order, while the order of "Delivery" is strictly
defi ned.

EMSS - Effective Maxi num Segnment Size. EMSS is the smaller of the
TCP maxi mum segnent size (MSS) as defined in RFC 793 [ RFC793],
and the current path Maxi num Transfer Unit (MIU) [RFCL1191].

| FPDU - Framed Protocol Data Unit. The unit of data created by an MPA
sender.

FPDU Alignnment - the property that an FPDU is Header Aligned with the
TCP segnent, and the TCP segnent includes an integer nunber of
FPDUs. A TCP segnent with a FPDU Alignnent allows imrediate
processi ng of the contained FPDUs wi thout waiting on other TCP
segnents to arrive or conbining with prior segnents.

Header Alignnment - the property that a TCP segnent begins with an
FPDU. The FPDU is "Header Aligned" when the FPDU header is
exactly at the start of the TCP segnent (right behind the TCP
headers on the wire).

MPA- aware TCP - a TCP inplenentation that is aware of the receiver
efficiencies of MPA FPDU Al ignnment and is capabl e of sending TCP
segnents that begin wth an FPDU

MPA-enabl ed - MPA is enabled if the MPA protocol is visible on the
wire. Wen the sender is MPA-enabled, it is inserting fram ng
and markers. \Wen the receiver is MPA-enabled, it is
interpreting fram ng and markers.

MPA - Mar ker-based ULP PDU Aligned Fram ng for TCP protocol. Thi s
docunent defines the MPA protocol

MJULPDU - Maxi num ULPDU. The current maxi mum si ze of the record that
is acceptable for DDP to pass to MPA for transm ssion.

Node - A conputing device attached to one or nore |links of a Network.

A Node in this context does not refer to a specific application
or protocol instantiation running on the conputer. A Node may
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consi st of one or nore MPA on TCP devices installed in a host
conput er.

PDU - protocol data unit

Renote Peer - The MPA protocol inplenentation on the opposite end of
the connection. Used to refer to the renote entity when
descri bi ng protocol exchanges or other interactions between two
Nodes.

ULP - Upper Layer Protocol. The protocol |ayer above the protocol
| ayer currently being referenced. The ULP for MPA is DDP [ DDP].

ULPDU - Upper Layer Protocol Data Unit. The data record defined by

the | ayer above MPA (DDP). ULPDU corresponds to DDP's "DDP
Segnment ".
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2 | I ntroduction

This section discusses the reason for creating MPA on TCP and a
general overview of the protocol. Later sections show the MPA
headers (see section 4 on page 17), and detail ed protocol

requi renents and characteristics (see section 5 on page 19), as well
as Connection Semantics (section 6 on page 30), Error Semantics
(section 7 on page 46), and Security Considerations (section 8 on
page 47).

2.1 Motivation

The Direct Data Pl acement protocol [DDP], when used with TCP [ RFC793]
requires a nmechanismto detect record boundaries. The DDP records
are referred to as Upper Layer Protocol Data Units by this docunent.
The ability to locate the Upper Layer Protocol Data Unit (ULPDU)
boundary is useful to a hardware network adapter that uses DDP to
directly place the data in the application buffer based on the
control information carried in the ULPDU header. This nay be done
w thout requiring that the packets arrive in order. Potenti al
benefits of this capability are the avoi dance of the nenory copy
overhead and a snaller nenory requirenent for handling out of order
or dropped packets.

Many approaches have been proposed for a generalized fram ng
mechani sm Sonme are probabilistic in nature and others are
determnistic. A probabilistic approach is characterized by a

det ect abl e val ue enbedded in the octet stream It is probabilistic
because under sone conditions the receiver may incorrectly interpret
application data as the detectable value. Under these conditions,
the protocol may fail with unacceptable frequency. A determnistic
approach is characterized by enbedded controls at known |ocations in
the octet stream Because the receiver can guarantee it will only
exam ne the data streamat |ocations that are known to contain the
enbedded control, the protocol can never msinterpret application
data as bei ng enbedded control data. For unanbi guous handling of an
out of order packet, the determ nistic approach is preferred.

The MPA protocol provides a fram ng nmechani smfor DDP running over
TCP using the determnistic approach. It allows the |ocation of the
ULPDU to be determned in the TCP streameven if the TCP segnents
arrive out of order.

2.12 Protocol Overview

The layering of PDUs with MPA is shown in Figure 1, bel ow
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o e e e e oo +
| ULP cli ent |

R + <- Consuner nessages

| DDP |

R T + <- ULPDUs

| MPA |

e + <- FPDUs (containing ULPDUs)

| TCP* |

e + <- TCP Segnents (containing FPDUs)
| | P etc |

o e e e e oo +

* TCP or MPA-aware TCP.
Figure 1 ULP MPA TCP Layeri ng

MPA i s described as an extra | ayer above TCP and bel ow DDP. The
oper ati on sequence is:

1

A TCP connection is established by ULP action. This is done
usi ng nmet hods not described by this specification. The ULP may
exchange sone anmount of data in stream ng node prior to starting
MPA, but is not required to do so.

The Consuner negotiates the use of DDP and MPA at both ends of a
connection. The nmechanisns to do this are not described in this
specification. The negotiation may be done in stream ng node, or
by sone ot her nechani sm (such as a pre-arranged port nunber).

The ULP activates MPA on each end in the "Startup Phase", either
as an "Initiator" or a "Responder"”, as determ ned by the ULP

This node verifies the usage of MPA, specifies the use of CRC and
Mar kers, and allows the ULP to communi cate sone additional data
via a "private data" exchange. See section 6.1 Connection setup
for nore details on the startup process.

At the end of the Startup Phase, the ULP puts MPA (and DDP) into
full operation and begins sending DDP data as further described
below. In this docunent, DDP data chunks are called ULPDUs. For
a description of the DDP data, see [DDP].

Follow ng is a description of data transfer when MPAis in ful
oper ati on.

1

DDP det erm nes the Maxi num ULPDU ( MULPDU) size by querying MPA
for this val ue. MPA derives this information from TCP or |IP
when it is avail able, or chooses a reasonabl e val ue.

DDP creates ULPDUs of MJULPDU size or smaller, and hands themto
MPA at the sender.
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3. MPA creates a Franed Protocol Data Unit (FPDU) by pre-pending a
header, optionally inserting markers, and appending a CRC field
after the ULPDU and PAD (if any). MPA delivers the FPDU to TCP.

4. The TCP sender puts the FPDUs into the TCP stream |If the TCP
Sender is MPA-aware, it segnents the TCP streamin such a way
that a TCP Segnent boundary is al so the boundary of an FPDU. TCP
t hen passes each segnent to the IP |ayer for transm ssion.

5. The TCP receiver may be MPA-aware or may not be MPA-aware. If it
is MPA-aware, it may separate passing the TCP payl oad to MPA from
passing the TCP payl oad ordering information to MPA. I n either
case, RFC conpliant TCP wire behavior is observed at both the
sender and receiver.

6. The MPA receiver |ocates and assenbles conplete FPDUs within the
stream verifies their integrity, and renmoves MPA markers (when
present), ULPDU Length, PAD and the CRC fi el d.

7. MPA then provides the conplete ULPDUs to DDP. MPA may al so
separ ate passing MPA payl oad to DDP from passi ng the MPA payl oad
ordering information.

MPA-aware TCP is a TCP | ayer which potentially contains sonme

addi tional semantics as defined in this docunent. MPA is inplenented
as a data stream ULP for TCP and is therefore RFC conpliant. MPA-
aware TCP is RFC conpli ant.

An MPA-aware TCP sender is able to segnent the data stream such that
TCP segnents begin with FPDUs (FPDU Alignnent). This has significant
advant ages for receivers. \Wen segnents arrive wth aligned FPDUs
the receiver usually need not buffer any portion of the segnent,
allowing DDP to place it in its destination nenory inmediately, thus
avoi ding copies frominternediate buffers (DDP's reason for

exi stence).

MPA with an MPA-aware TCP receiver allows a DDP on MPA inpl enentation
to locate the start of ULPDUs that may be received out of order. It
also allows the inplenentation to determne if the entire ULPDU has
been received. As a result, MPA can pass out of order ULPDUs to DDP
for inmredi ate use. This enables a DDP on MPA inplenmentation to save
a significant amount of intermedi ate storage by placing the ULPDUs in
the right locations in the application buffers when they arrive,
rather than waiting until full ordering can be restored.

The ability of a receiver to recover out of order ULPDUs is optional
and declared to the transmtter during startup. Wen the receiver
declares that it does not support out of order recovery, the
transmtter does not add the control information to the data stream
needed for out of order recovery.

Culley et. al. Expires: April 2006 [ Page 11]
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If TCP is not MPA-aware, then MPA receives a strictly ordered stream
of data and does not deal with out of order ULPDUs. In this case MPA
passes each ULPDU to DDP when the | ast bytes arrive from TCP, al ong
with the indication that they are in order.

MPA i npl enent ati ons that support recovery of out of order ULPDUs MJST
support a nechanismto indicate the ordering of ULPDUs as the sender
transmtted them and indicate when m ssing internedi ate segnents
arrive. These nechanisns allow DDP to reestablish record ordering
and report Delivery of conplete nessages (groups of records).

| MPA al so addresses enhanced data integrity. Sone users of TCP have
noted that the TCP checksumis not as strong as could be desired

| (see[ CRCTCP]). Studies such as [CRCTCP] have shown that the TCP
checksum i ndi cates segnents in error at a much higher rate than the
underlying link characteristics would indicate. Wth these higher
error rates, the chance that an error will escape detection, when
using only the TCP checksum for data integrity, becones a concern. A
stronger integrity check can reduce the chance of data errors being
m ssed.

MPA includes a CRC check to increase the ULPDU data integrity to the
| evel provided by other nodern protocols, such as SCTP [ RFC2960]. It
is possible to disable this CRC check, however CRCs MJST be enabl ed
unless it is clear that the end to end connection through the network
has data integrity at |east as good as a MPA with CRC enabled (for

| exanple when | Psec is inplenented end to end). DDP's ULP expects
this level of data integrity and therefore the ULP does not have to
provide its own duplicate data integrity and error recovery for | ost
dat a.
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3| LLP and DDP requirenents

The follow ng sections describe requirements on TCP and DDP to
utilize MPA. The DDP requirenents enable the correct operation over
MPA and TCP (as opposed to DDP over SCTP or other LLPs).

The TCP requirenments are nostly intended to support the "MPA-aware
TCP" variation, which allows inplenentations that require | ess buffer
menory and may provide better overall system perfornance.

3.1 TCP inplenentation Requirements to support MPA

The TCP i npl enmentati on MJST i nform MPA when the TCP connection is
cl osed or has begun closing the connection (e.g. received a FIN).

3./1.1 TCP Transnt side

To provide optimum performance, an MPA-aware transmt side TCP
i npl enment ati on SHOULD be enabl ed to:

* Wth an EMSS | arge enough to contain the FPDU(s), segnent the
out goi ng TCP stream such that the first octet of every TCP
Segnent begins with an FPDU. Miltiple FPDUs MAY be packed into a
single TCP segnent as long as they are entirely contained in the
TCP segnent.

* Report the current EMSS to the MPA transmt | ayer.

An MPA-aware TCP transmt side inplenentation MUST continue to use
t he net hod of segnentation expected by non- MPA applications (and
described in TCP RFCs) when MPA is not enabled on the connection.
When MPA is enabl ed above an MPA-aware TCP, it SHOULD specifically
enabl e the segnentation rul es described above for the DDP segnents
(FPDUs) posted for transm ssion.

If the transmt side TCP inplenentation is not able to segnment the
TCP stream as indi cated above, MPA SHOULD nake a best effort to
achieve that result. For exanple, using the TCP_NODELAY socket
option to disable the Nagle algorithmw Il usually result in many of
the segnents starting with an FPDU

If the transmt side TCP inplenentation is not able to report the
EMSS, MPA may assune that TCP will use 1460 octet segnents in
creating FPDUs. |If the inplenentation has reason to believe that the
TCP segnent size is actually smaller than 1460, it may instead use a
536 octet FPDU

| Culley et. al. Expires: April 2006 [ Page 13]



| | NTERNET- DRAFT MPA Fram ng for TCP 27 Septenber 2005

3./1.2 TCP Receive side

When an MPA receive inplenentation and the MPA-aware receive side TCP
i npl enent ati on support handling out of order ULPDUs, the TCP receive
i npl enment ati on SHOULD be enabl ed to:

* Pass i ncom ng TCP segnents to MPA as soon as they have been
recei ved and validated, even if not received in order. The TCP
| ayer MUST have committed to keepi ng each segnent before it can
be passed to the MPA. This neans that the segnment nust have
passed the TCP, IP, and | ower |ayer data integrity validation
(i.e., checksum, must be in the receive w ndow, nust not be a
duplicate, nust be part of the sanme epoch (if tinmestanps are used
to verify this) and any other checks required by TCP RFCs. The
segnent MUST NOT be passed to MPA nore than once unl ess
explicitly requested (see Section 7).

This is not to inply that the data nust be conpletely ordered
before use. An inplenentation MAY accept out of order segnents,
SACK t hem [ RFC2018], and pass themto DDP i nmedi ately, before the
reception of the segnents needed to fill in the gaps arrive.

Such an inplenentation MUST "commt" to the data early on, and
MUST NOT overwrite it even if (or when) duplicate data arrives.
MPA expects to utilize this "commt" to allow the passing of
ULPDUs to DDP when they arrive, independent of ordering. DDP
uses the passed ULPDU to "place" the DDP segnents (see [DDP] for
nore details).

* Provide a nmechanismto indicate the ordering of TCP segnments as
the sender transmtted them One possible nmechani sm m ght be
attaching the TCP sequence nunber to each segnent.

* Provide a mechanismto indicate when a given TCP segnent (and the
prior TCP stream is conplete. One possible nechani sm m ght be
to utilize the leading (left) edge of the TCP Recei ve W ndow.

MPA uses the ordering and conpl etion indications to inform DDP
when a ULPDU is conplete; MPA "delivers" the FPDU to DDP. DDP
uses the indications to "deliver"” its nmessages to the DDP
consuner (see [DDP] for nore details).

DDP on MPA MUST utilize these two nmechani sns to establish the
Del ivery semantics that DDP' s consuners agree to. These
semantics are described fully in [DDP]. These include

requi renents on DDP's consuner to respect ownership of buffers
prior to the tinme that DDP delivers themto the consuner.

An MPA- aware TCP receive side inplenentation MIST continue to buffer
TCP segnents until conpletely ordered and then deliver them as
expected by non- MPA applications (and described in TCP RFCs) when MPA
is not enabled on the connection. Wen MPA is enabl ed above an MPA-
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aware TCP, TCP SHOULD enable the in and out of order passing of data,
and the separate ordering informati on as descri bed above.

VWhen an MPA receive inplenentation is coupled with a TCP receive
i npl emrentation that does not support the precedi ng nmechani snms, TCP
passes and Delivers incomng streamdata to MPA in order

3.]2 MPA's interactions with DDP

DDP requires MPA to maintain DDP record boundaries fromthe sender to
the receiver. Wen using MPA on TCP to send data, DDP provides
records (ULPDUs) to MPA. MPA will use the reliable transm ssion
abilities of TCP to transmt the data, and will insert appropriate
additional information into the TCP streamto allow the MPA receiver
to locate the record boundary infornmation.

As such, MPA accepts conplete records (ULPDUs) from DDP at the sender
and returns themto DDP at the receiver.

MPA conbi ned with an MPA-aware TCP can only ensure FPDU Al i gnnent
with the TCP Header if the FPDU is less than or equal to TCP' s EMSS.
Since FPDU alignnent is generally desired by the receiver, DDP nust
cooperate with MPA to ensure FPDUs' | engths do not exceed the EMSS
under normal conditions. This is done with the MJLPDU nechani sm

MPA provides information to DDP on the current maxi num size of the
record that is acceptable to send (MJLPDU). DDP SHOULD Iimt each
record size to MUPDU. The range of MJLPDU val ues MJST be between
128 octets and 64768 octets, inclusive.

The sendi ng DDP MJUST NOT post a ULPDU | arger than 64768 octets to
MPA. DDP MAY post a ULPDU of any size between one and 64768 octets,
however MPA is NOT REQUI RED to support a "ULPDU Length" that is
greater than the current MJLPDU

Wil e the maxi mum t heoretical |ength supported by the MPA header
ULPDU Length field is 65535, TCP over |IP requires the |IP datagram
maxi mum |l ength to be 65535 octets. To enable MPA to support FPDU
Alignment, the maxi mnum size of the FPDU nust fit within an IP
datagram Thus the ULPDU |imt of 64768 octets was derived by taking
the maxi mum | P datagram | ength, subtracting fromit the maxi numtota
| ength of the sum of the | Pv4 header, TCP header, |Pv4 options, TCP
options, and the worst case MPA overhead, and then rounding the
result down to a 128 octet boundary.

On receive, MPA MJIST pass each ULPDU with its length to DDP when it
has been vali dat ed.

| f an MPA inpl enentation supports passing out of order ULPDUs to DDP
t he MPA i npl enmentati on SHOULD:
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* Pass each ULPDU with its length to DDP as soon as it has been
fully received and val i dat ed.

* Provide a mechanismto indicate the ordering of ULPDUs as the
sender transmtted them One possible nechani sm m ght be
provi ding the TCP sequence nunber for each ULPDU

* Provide a mechanismto indicate when a given ULPDU (and prior
ULPDUs) are conplete (delivered to DDP). One possible nmechani sm
m ght be to allow DDP to see the current outgoing TCP Ack
sequence nunber.

* Provide an indication to DDP that the TCP has cl osed or has begun
to close the connection (e.g. received a FIN).

MPA MJST provide the protocol version negotiated with its peer to

DDP. DDP will use this version to set the version in its header and
to report the version to RDVAP
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FPDU For mat s

MPA senders create FPDUs out of ULPDUs. The format of an FPDU shown
bel ow MUST be used for all MPA FPDUs. For purposes of clarity,
mar kers are not shown in Figure 2.

0 1 2 3

01234567890123456789012345678901
T S R T i o e i R e e S S o S N
| ULPDU_Lengt h |

CRC
i Sl S S T T T i s s S S S SR S S i
Figure 2 FPDU For mat

I
T i i S S e i i ol S S R R +
I I
~ ULPDU ~
I I
| e i o I S S R R R R R
| | PAD (0-3 octets) |
R i i i S i e S i e ot S e S S S S T i ol T I S e R SR S
I
+- +

ULPDU Length: 16 bits (unsigned integer). This is the nunber of
octets of the contained ULPDU. It does not include the length of the
FPDU header itself, the pad, the CRC, or of any markers that fall
within the ULPDU. The 16-bit "ULPDU Length" field is | arge enough to
support the |largest |IP datagrans for |Pv4 or |Pv6.

PAD: The PAD field trails the ULPDU and contai ns between zero and
three octets of data. The pad data MJUST be set to zero by the sender
and ignored by the receiver (except for CRC checking). The |ength of
the pad is set so as to make the size of the FPDU an integral

mul tiple of four.

CRC. 32 bits, Wen CRCs are enabled, this field contains a CRC32C
check value, which is used to verify the entire contents of the FPDU
usi ng CRC32C. See section 5.2 CRC Cal cul ation on page 22. Wen CRCs
are not enabled, this field is still present, nmay contain any val ue,
and MUST NOT be checked.

The FPDU adds a mninmum of 6 octets to the length of the ULPDU. In
addition, the total length of the FPDU will include the |ength of any
markers and fromO to 3 pad octets added to round-up the ULPDU si ze.

| Culley et. al. Expires: April 2006 [ Page 17]



| | NTERNET- DRAFT MPA Fram ng for TCP 27 Septenber 2005

4.1 WNar ker For mat
The format of a marker MJST be as specified in Figure 3:

0 1 2 3
01234567890123456789012345678901
i s S e e S S S e s i i s S N N
| RESERVED | FPDUPTR |
e i S i i i T T i e S S S

Fi gure 3 Marker Format

RESERVED: The Reserved field MJST be set to zero on transmt and
i gnored on receive (except for CRC cal cul ation).

FPDUPTR. The FPDU Pointer is a relative pointer, 16-bits |ong,
interpreted as an unsigned integer, that indicates the nunber of
octets in the TCP streamfromthe begi nning of the "ULPDU Length"
field to the first octet of the entire marker. The |east significant
two bits MUST al ways be set to zero at the transmtter, and the

recei vers MJST al ways treat these as zero for cal cul ati ons.
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5| Data Transfer Semantics

Thi s section di scusses some characteristics and behavi or of the MPA
protocol as well as inplications of that protocol.

511 MPA Mar ker s

MPA markers are used to identify the start of FPDUs when packets are
received out of order. This is done by |locating the markers at fixed
intervals in the data stream (which is correlated to the TCP sequence
nunber) and using the marker value to |ocate the precedi ng FPDU
start.

All MPA markers are included in the containing FPDU CRC cal cul ati on
(when both CRCs and markers are in use).

The MPA receiver's ability to | ocate out of order FPDUs and pass the
ULPDUs to DDP is inplenentation dependent. MPA/DDP allows those
receivers that are able to deal with out of order FPDUs in this way
to require the insertion of markers in the data stream \Wen the
recei ver cannot deal with out of order FPDUs in this way, it may

di sabl e the insertion of markers at the sender. Al MPA senders MJUST
be able to generate markers when their use is declared by the
opposi ng recei ver (see section 6.1 Connection setup on page 31).

When Markers are enabl ed, MPA senders MJST insert a marker into the
data streamat a 512 octet periodic interval in the TCP Sequence
Nunber Space. The marker contains a 16 bit unsigned integer referred
to as the FPDUPTR ( FPDU Poi nter).

I f the FPDUPTR s value is non-zero, the FPDU Pointer is a 16 bit
rel ati ve back-poi nter. FPDUPTR MJST contain the nunber of octets in
the TCP stream fromthe begi nning of the "ULPDU Length" field to the
first octet of the marker, unless the marker falls between FPDUs.
Thus the location of the first octet of the previous FPDU header can
be determ ned by subtracting the value of the given nmarker fromthe
current octet-stream sequence nunber (i.e. TCP sequence nunber) of

| the first octet of the marker. Note that this conputation MJST take
into account that the TCP sequence nunber could have w apped bet ween
t he marker and the header.

An FPDUPTR val ue of Ox0000 is a special case - it is used when the
marker falls exactly between FPDUs (between the precedi ng FPDU CRC
field, and the next FPDU s "ULPDU Length" field). 1In this case, the
marker is considered to be contained in the follow ng FPDU;, the

mar ker MUST be included in the CRC cal cul ation of the FPDU fol |l ow ng
the marker (if CRCs are being generated or checked). Thus an FPDUPTR
val ue of 0x0000 neans that immediately followi ng the marker is an
FPDU header (the "ULPDU Length" field).
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Since all FPDUs are integral nmultiples of 4 octets, the bottomtwo
bits of the FPDUPTR as cal cul ated by the sender are zero. MPA
reserves these bits so they MIST be treated as zero for conputation
at the receiver.

When Markers are enabled (see section 6.1 Connection setup on page

| 31), the MPA markers MJUST be inserted i nmedi ately preceding the first
FPDU of full operation phase, and at every 512th octet of the TCP
octet streamthereafter. As a result, the first marker has an
FPDUPTR val ue of 0x0000. If the first marker begins at octet
sequence nunber SeqStart, then markers are inserted such that the
first octet of the marker is at octet sequence nunmber SegNumif the
remai nder of (SeqNum - SeqStart) nod 512 is zero. Note that SegNum
can wrap.

For exanple, if the TCP sequence nunber were used to calcul ate the
insertion point of the marker, the starting TCP sequence nunber is
unlikely to be zero, and 512 octet multiples are unlikely to fall on
a nodul o 512 of zero. If the MPA connection is started at TCP
sequence nunber 11, then the 1st marker will begin at 11, and
subsequent markers will begin at 523, 1035, etc.

If an FPDU is | arge enough to contain nultiple markers, they MJST al
point to the same point in the TCP stream the first octet of the
"ULPDU Length" field for the FPDU

|f a marker interval contains nultiple FPDUs (the FPDUs are small),
the marker MUST point to the start of the "ULPDU Length" field for

t he FPDU contai ning the marker unless the marker falls between FPDUs,
in which case the marker MJUST be zero.

The foll ow ng exanpl e shows an FPDU cont ai ni ng a narker.

CRC |
i o i S S R R s St SN SR S

Figure 4 Exanpl e FPDU Format with Marker

0 1 2 3
01234567890123456789012345678901
R i i S T i o S e S e S e i et St R R R SR S
| ULPDU Lengt h (0x0010) | |
R i el I S e i i S S e i e +
I I
+ +
| ULPDU (octets 0-9 |
R i i i S S e e T i e ot S R S S e e i el S S e e S e
| (0x0000) | FPDU ptr (0x000C) |
i i R TR R S e i e R S i i S S R S S S e i ol I I S R R R
| ULPDU (octets 10-15) |
| e i o I S S R R S R R R R

| | PAD (2 octets:0,0)

R i i S e T i e ot S e S S S T i ol T L i R SR S
I

+
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MPA Recei vers MJUST preserve ULPDU boundari es when passing data to
DDP. MPA Receivers MJST pass the ULPDU data and the "ULPDU Length" to
DDP and not the markers, headers, and CRC
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.12 CRC Cal cul ation
An MPA i npl enmentation MUST inplement CRC support and MUST either:

(1) always use CRCs; The MPA provider at is NOT REQU RED to support
an admnistrator's request that CRCs not be used.

or

| (2a) only indicate a preference to not use CRCs on the explicit
request of the systemadm nistrator, via an interface not defined
in this spec. The default configuration for a connection MJST be
to use CRGCs.

(2b) disable CRC checking (and possibly generation) if both the | ocal
and renote endpoints indicate preference to not use CRCs.

The decision for hosts to request CRC suppression MAY be made on an
adm nistrative basis for any path that provides equival ent protection
fromundetected errors as an end-to-end CRC32c.

The process MUST be invisible to the ULP

After receipt of an MPA startup declaration indicating that its peer
requires CRCs, an MPA instance MJST continue generating and checki ng
CRCs until the connection termnates. |f an MPA instance has
declared that it does not require CRCs, it MJST turn off CRC checking
i medi ately after recei pt of an MPA node decl aration indicating that
its peer also does not require CRCs. It MAY continue generating

| CRCs. See section 6.1 Connection setup on page 31 for details on the
MPA st art up.

When sending an FPDU, the sender MUST include a CRC field. Wen CRCs
are enabled, the CRC field in the MPA FPDU MUST be conputed using the
CRC32C polynom al in the manner described in the i SCSI Protocol

[1 SCSI] docunent for Header and Data Di gests.
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The fields which MUST be included in the CRC cal cul ati on when sendi ng
an FPDU are as foll ows:

1) |If a nmarker does not imedi ately precede the "ULPDU Length"
field, the CRC-32c is calculated fromthe first octet of the
"ULPDU Length" field, through all the ULPDU and markers (if
present), to the last octet of the PAD (if present), inclusive.
|f there is a marker imredi ately follow ng the PAD, the marker is
included in the CRC cal culation for this FPDU

2) |If a marker imredi ately precedes the first octet of the "ULPDU
Length" field of the FPDU, (i.e. the marker fell between FPDUs,
and thus is required to be included in the second FPDU), the CRC
32c is calculated fromthe first octet of the marker, through the
"ULPDU Lengt h" header, through all the ULPDU and markers (if
present), to the last octet of the PAD (if present), inclusive.

3) After calculating the CRC-32c, the resultant value is placed into
the CRC field at the end of the FPDU

When an FPDU i s received, and CRC checking is enabled, the receiver
MUST first performthe follow ng:

1) Calculate the CRC of the incomng FPDU in the same fashion as
defi ned above.

2) Verify that the cal cul ated CRC-32c value is the sane as the
recei ved CRC-32c value found in the FPDU CRC fi el d. If not, the
receiver MJUST treat the FPDU as an invalid FPDU

The procedure for handling invalid FPDUs is covered in the Error
Section (see section 7 on page 46)

The following is an annotated hex dunp of an exanple FPDU sent as the
first FPDU on the stream As such, it starts with a narker. The FPDU
contains a 42 octet ULPDU (an exanple DDP segnent) which in turn
contains 24 octets of the contained ULPDU, which is a data | oad that
is all zeros. The CRC32c has been correctly cal cul ated and can be
used as a reference. See the [DDP] and [ RDVA] specification for
definitions of the DDP Control field, Queue, MSN, MO, and Send Dat a.
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Cctet Contents Annotation

Count

0000 00 Mar ker: Reserved
0001 00

0002 00 Mar ker : FPDUPTR
0003 00

0004 00 ULPDU Length
0005 2a

0006 41 DDP Control Field, Send with Last flag set
0007 43

0008 00 Reserved (STag position with no STag)
0009 00

000a 00

000b 00

000c 00 Queue =0

000d 00

000e 00

000f 00

0010 00 MEN = 1

0011 00

0012 00

0013 01

0014 00 MO =0

0015 00

0016 00

0017 00

0018 00 Send Data (24 octets of zeros)
002f 00

0030 52 CRC32c

0031 23

0032 99

0033 83

Figure 5 Annotated Hex Dunp of an FPDU
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The followng is an exanple sent as the second FPDU of the stream
where the first FPDU (which is not shown here) had a | ength of 492
octets and was also a Send to Queue O with Last Flag set. This
exanpl e contains a narker.

Cctet Contents Annotation

Count

Olec 00 Lengt h

Oled 2a

Olee 41 DDP Control Field: Send with Last Flag set

Olef 43

01f 0 00 Reserved (STag position with no STag)

01f1 00

01f 2 00

01f 3 00

01f 4 00 Queue = 0

01f5 00

01f 6 00

01f7 00

01f 8 00 MBN = 2

01f9 00

Olf a 00

01fb 02

Olfc 00 MO =0

01fd 00

Olfe 00

01ff 00

0200 00 Mar ker: Reserved

0201 00

0202 00 Var ker: FPDUPTR

0203 14

0204 00 Send Data (24 octets of zeros)

021b 00

021c 84 CRC32c

021d 92

021e 58

021f 98

Figure 6 Annotated Hex Dunp of an FPDU with Marker

.13 MPA on TCP Sender Segnentation

The various TCP RFCs all ow consi derable choice in segnenting a TCP
stream In order to optimze FPDU recovery at the MPA receiver, MA
speci fies additional segnentation rules.

MPA MJST encapsul ate the ULPDU such that there is exactly one ULPDU
contai ned in one FPDU
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An MPA- aware TCP sender SHOULD, when enabled for MPA, on TCP

i npl enentations that support this, and wwth an EMSS | arge enough to
contain at |east one FPDU, segnent the outbound TCP stream such that
each TCP segnent begins with an FPDU, and fully contains all included
FPDUs.

| npl enent ati on note: To achi eve the previous segnentation rule,
TCP' s Nagl e [ RFC0896] al gorithm SHOULD be di sabl ed.

There are exceptions to the above rule. Once an ULPDU is provided to
MPA, the MPA on TCP sender MUST transmt it or fail the connection;

it cannot be repudiated. As a result, during changes in MU and
EMSS, or when TCP's Receive Wndow size (RWN) becones too small, it
may be necessary to send FPDUs that do not conformto the
segnent ati on rul e above.

A possible, but |less desirable, alternative is to use IP
fragnmentation on accepted FPDUs to deal wth MIU reductions or
extrenmely smal |l EMSS.

The sender MJST still format the FPDU according to FPDU fornat as
shown in Figure 2.

On a retransm ssion, TCP does not necessarily preserve original TCP
segnent ati on boundaries. This can |lead to the |oss of FPDU al i gnnment
and containment within a TCP segnent during TCP retransm ssions. An
MPA- awar e TCP sender SHOULD try to preserve original TCP segnentation
boundaries on a retransm ssion.

5.13.1 Effects of MPA on TCP Segnentation

Appl i cations expected to see strong advantages from Direct Data

Pl acenment include transaction-based applications and throughput
applications. Request/response protocols typically send one FPDU per
TCP segnent and then wait for a response. Therefore, the application
is expected to set TCP paraneters such that it can trade off | atency
and wire efficiency. This is acconplished by setting the TCP_NODELAY
socket option.

When latency is not critical, and the application provides data in
chunks | arger than EMSS at one tine, the TCP i npl enentation may
"pack" any available streamdata into TCP segnents so that the
segnents are filled to the EMSS. |If the anmount of data available is
not enough to fill the TCP segnent when it is prepared for

transm ssion, TCP can send the segnent partly filled, or use the
Nagle algorithmto wait for the ULP to post nore data (discussed

bel ow) .

DDP/ MPA senders will fill TCP segnents to the EMSS with a single FPDU
when a DDP nessage is |arge enough. Since the DDP nessage may not
exactly fit into TCP segnents, a "nessage tail" often occurs that
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results in an FPDU that is smaller than a single TCP segnent. |If a
"message tail", small DDP nessages, or the start of a |arger DDP
message are avail able, MPA MAY "pack" the resulting FPDUs into TCP
segnents. Wen this is done, the TCP segnents can be nore fully
utilized, but, due to the size constraints of FPDUs, segnments may not
be filled to the EMSS.

Note that MPA receivers nust do nore processing of a TCP segnent
that contains nultiple FPDUs, this nay affect the perfornance of
sonme receiver inplenentations.

TCP inpl enentations often utilize the "Nagle" [RFC0896] algorithmto
ensure that segnents are filled to the EMSS whenever the round trip

| atency is |arge enough that the source streamcan fully fil

segnents before Acks arrive. The algorithmdoes this by delaying the
transm ssion of TCP segnents until a ULP can fill a segnment, or until
an ACK arrives fromthe far side. The algorithmthus allows for
smal | er segnents when | atencies are shorter to keep the ULP's end to
end | atency to reasonabl e | evels.

The Nagle algorithmis not mandatory to use [RFC1122].

It is up to the ULP to decide if Nagle is useful wth DDP/ MPA. Note
that many of the applications expected to take advantage of MPA/ DDP
prefer to avoid the extra del ays caused by Nagle. In such scenarios
it is anticipated there will be mniml opportunity for packing at
the transmtter and receivers may choose to optimze their
performance for this anticipated behavior.
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5.13.2 FPDU Si ze Consi derations

MPA defines the Maxi num Upper Layer Protocol Data Unit (MJLPDU) as
the size of the largest ULPDU fitting in an FPDU. For an enpty TCP
Segnent, MJLPDU is EMSS m nus the FPDU overhead (6 octets) m nus
space for markers and pad octets.

The maxi num ULPDU Length for a single ULPDU when markers are
present MJUST be conputed as:

MULPDU = EMSS - (6 + 4 * Ceiling(EMSS / 512) + EMSS nod 4)
The formul a above accounts for the worst-case nunmber of markers.

The maxi mum ULPDU Length for a single ULPDU when markers are NOT
present MJUST be conputed as:

MULPDU = EMSS - (6 + EMSS nod 4)

As a further optim zation of the wire efficiency an MPA

i npl ementati on MAY dynam cally adjust the MJULPDU (see section 7.3.1
for latency and wire efficiency trade-offs). Wien one or nore FPDUs
are already packed into a TCP Segnent, MJLPDU MAY be reduced
accordingly.

DDP SHOULD provide ULPDUs that are as |arge as possible, but |ess
than or equal to MJLPDU

If the TCP inplenentation needs to adjust EMSS to support MIuU
changes, the MJLPDU val ue i s changed accordingly.

In certain rare situations, the EMSS may shrink bel ow 128 octets in
size. If this occurs, the MPA on TCP sender MJST NOT shrink the
MJULPDU bel ow 128 octets and is NOT REQUI RED to foll ow the
segnentation rules in Section 5.3 MPA on TCP Sender Segnentation on
page 25.

| f one or nore FPDUs are al ready packed into a TCP segnent, such that
the remaining roomis less than 128 octets, MPA MJUST NOT provide a
MJULPDU smal l er than 128. 1In this case, MPA would typically provide a
MULPDU for the next full sized segnent, but may still pack the next
FPDU into the small remaining room provide that the next FPDU is
smal | enough to fit.

The value 128 is chosen as to all ow DDP desi gners roomfor the DDP
Header and sone user dat a.
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5./4 WMPA Receiver FPDU lIdentification

An MPA receiver MJST first verify the FPDU before passing the ULPDU
to DDP. To do this, the receiver MJST:

* | ocate the start of the FPDU unanbi guously,
* verify its CRC (if CRC checking is enabl ed).

| f the above conditions are true, the MPA receiver passes the ULPDU
t o DDP.

To detect the start of the FPDU unanbi guously one of the follow ng
MUST be used:

1: In an ordered TCP stream the "ULPDU Length" field in the current
FPDU when FPDU has a valid CRC, can be used to identify the
begi nni ng of the next FPDU

2: For receivers that support out of order reception of FPDUs (see
| section 5.1 MPA Markers on page 19) a Marker can al ways be used
to |l ocate the beginning of an FPDU (in FPDUs with valid CRCs).
Since the | ocation of the marker is known in the octet stream
(sequence nunber space), the marker can al ways be found.

3: Having found an FPDU by neans of a Marker, follow ng contiguous
FPDUs can be found by using the "ULPDU Length" fields (from FPDUs
with valid CRCs) to establish the next FPDU boundary.

The "ULPDU Length" field (see section 4) MJST be used to determne if
the entire FPDU is present before forwarding the ULPDU to DDP

CRC calculation is discussed in section 5.2 on page 22 above.
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5./4.1 Re-segnenting Mddl e boxes and non MPA-aware TCP senders

Since MPA on MPA-aware TCP senders start FPDUs on TCP segnent
boundaries, a receiving DDP on MPA on TCP inplenentation may be able
to optimze the reception of data in various ways.

However, MPA receivers MJST NOT depend on FPDU Alignment on TCP
segnent boundari es.

Some MPA senders may be unable to conformto the sender requirenents
because their inplenentation of TCP is not designed wwth MPA in m nd.
Even if the sender is MPA-aware, the network may contain "mddle
boxes" which nodify the TCP stream by changi ng the segnentation

This is generally interoperable with TCP and its users and MPA nust
be no exception.

The presence of markers in MPA (when enabl ed) allows an MPA receiver
to recover the FPDUs despite these obstacles, although it may be
necessary to utilize additional buffering at the receiver to do so.

Sonme of the cases that a receiver may have to contend with are |isted
bel ow as a rem nder to the inplenenter

* A single Aligned and conplete FPDU, either in order, or out of
order: This can be passed to DDP as soon as validated, and
Del i vered when ordering is established.

* Multiple FPDUs in a TCP segnent, aligned and fully contai ned,
either in order, or out of order: These can be passed to DDP as
soon as validated, and Delivered when ordering is established.

* | nconpl ete FPDU. The receiver should buffer until the remai nder
of the FPDU arrives. |If the renmainder of the FPDU is already
avai l able, this can be passed to DDP as soon as validated, and
Del i vered when ordering is established.

* Unal i gned FPDU start: The partial FPDU nust be conmbined with its
precedi ng portion(s). |If the preceding parts are already
avai |l abl e, and the whole FPDU is present, this can be passed to
DDP as soon as validated, and Delivered when ordering is
established. |[If the whole FPDU is not avail able, the receiver
shoul d buffer until the remainder of the FPDU arrives.

* Combi nati ons of Unaligned or inconplete FPDUs (and potentially
ot her conplete FPDUs) in the same TCP segnent: |If any FPDU is
present in its entirety, or can be conpleted with portions
al ready available, it can be passed to DDP as soon as val i dat ed,
and Delivered when ordering is established.
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6 | Connection Semantics
6./1 Connection setup

MPA requires that the consunmer MJST activate MPA, and any TCP
enhancenents for MPA, on a TCP half connection at the sane | ocation
in the octet streamat both the sender and the receiver. This is
required in order for the marker schene to correctly locate the
markers (if enabled) and to correctly locate the first FPDU

MPA, and any TCP enhancenents for MPA are enabled by the ULP in both
directions at once at an endpoint.

This can be acconplished several ways, and is left up to DDP's ULP

* DDP's ULP MAY require DDP on MPA startup imedi ately after TCP
connection setup. This has the advantage that no stream ng node
negotiation is needed. An exanple of such a protocol is shown in
Figure 9: Exanple Immedi ate Startup negotiation on page 42.

This nmay be acconplished by using a well-known port, or a service
| ocator protocol to |ocate an appropriate port on which DDP on
MPA i s expected to operate.

* DDP's ULP MAY negotiate the start of DDP on MPA sonetine after a
normal TCP startup, using TCP stream ng data exchanges on the
sanme connection. The exchange establishes that DDP on MPA (as
wel |l as other ULPs) will be used, and exactly |ocates the point
in the octet streamwhere MPA is to begin operation. Note that
such a negotiation protocol is outside the scope of this
specification. A sinplified exanple of such a protocol is shown
in Figure 8 Exanple Delayed Startup negotiation on page 39.

An MPA endpoi nt operates in two distinct phases.

The "Startup Phase" is used to verify correct MPA setup, exchange CRC
and Marker configuration, and optionally pass "private data" between
endpoints prior to conpleting a DDP connection. During this phase,
specifically formatted franes are exchanged as TCP byte streans

W t hout using CRCs or Markers. During this phase a DDP endpoi nt need
not be "bound" to the MPA connection. 1In fact, the choice of DDP
endpoint and its operating paranmeters may not be known until the
consuner supplied "private data" (if any) has been exam ned by the
consurer.

The second distinct phase is "Full operation” during which FPDUs are
sent using all the rules that pertain (CRCs, Mrkers, MJLPDU
restrictions etc.). A DDP endpoint MJST be "bound” to the MPA
connection at entry to this phase.
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When "private data" is passed between ULPs in the "Startup Phase",
the ULP is responsible for interpreting that data, and then pl acing
MPA into "Full operation".

Note: The following text differentiates the two endpoints by calling
them"lInitiator" and "Responder”. This is quite arbitrary and is
NOT related to the TCP startup (SYN, SYN ACK sequence). The
Initiator is the side that sends first in the MPA startup
sequence (the "MPA Request Frane").

Note: The possibility that both endpoints would be allowed to nake a
connection at the same tine, sonetines called an "Active/Active"
connection, was considered by the work group and rejected. There
were several notivations for this decision. One was that
applications needing this facility were few (none other than
theoretical at the tinme of this draft). Another was that the
facility created sone inplenmentation difficulties, particularly
with the "Dual Stack" designs described later on. A last issue
was that dealing with rejected connections at startup woul d have
required at | east an additional franme type, and nore recovery
actions, conplicating the protocol. While none of these issues
was overwhel m ng, the group and inplenmenters were not notivated
to do the work to resolve these issues. The protocol includes a
nmet hod of detecting these "Active/Active" startup attenpts so
that they can be rejected and an error reported.

The ULP is responsible for determ ning which side is "Initiator" or
"Responder". For "Client/Server" type ULPs this is easy. For peer-
peer ULPs (which mght utilize a TCP style "active/active" startup),
sonme nechani sm (not defined by this specification) nust be
established, or some stream ng node data exchanged prior to MPA
startup to determne the side which starts in "Initiator" and which
starts in "Responder"” MPA node.
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6.11. 1
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+
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+
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+
I
I
I
I
+

MPA Request and Reply Franme For mat

0 1 2 3
01234567890123456789012345678901

s T T S T i i S i S S S e N e
I
Key (16 bytes containing "MPA I D Req Frane") +
(4D 50 41 20 49 44 20 52 65 71 20 46 72 61 6D 65) |
O (16 bytes containing "MPA I D Rep Frane") +
(4D 50 41 20 49 44 20 52 65 70 20 46 72 61 6D 65) |
+
I
s T T S T i i S i S S S e e
MC R Res Rev PD _Length |
i T S S e i i S i i s i I i S S S S
I
Private Data ~
I
e R th i i Sr R

I

B S S S S T i S

Figure 7 "MPA Request/Reply Frane"
Key: This field contains the "key" used to validate that the sender

is an MPA sender. Initiator node senders MJUST set this field to

the fixed value "MPA I D Req frame" or (in byte order) 4D 50 41 20
49 44 20 52 65 71 20 46 72 61 6D 65 (in hexadecimal). Responder
node receivers MJST check this field for the sane val ue, and

cl ose the connection and report an error locally if any other
value is detected. Responder npde senders MJST set this field to
the fixed value "MPA I D Rep frame" or (in byte order) 4D 50 41 20
49 44 20 52 65 70 20 46 72 61 6D 65 (in hexadecimal). Initiator
node receivers MJST check this field for the sane val ue, and

cl ose the connection and report an error locally if any other

val ue i s detected.

M This bit, when sent in an "MPA Request Franme" or an "MPA Reply

Frame", declares a receiver's requirenment for Markers. Wen in a
recei ved "MPA Request Frane" or "MPA Reply Frame" and the val ue
is '0, markers MUST NOT be added to the data stream by the
sender. Wen '1'" markers MJST be added as described in section
5.1 MPA Markers on page 19.

C. This bit declares an endpoint's preferred CRC usage. Wen this

fieldis "0 in the "MPA Request Frame" and the "MPA Reply
Franme", CRCs MUST not be checked and need not be generated by
either endpoint. Wen this bit is 'l in either the "MPA Request
Frame" or "MPA Reply Frane", CRCs MJUST be generated and checked
by both endpoints. Note that even when not in use, the CRC field
remai ns present in the FPDU. When CRCs are not in use, the CRC
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field MUST be considered valid for FPDU checking regardl ess of
its contents.

R This bit is set to zero, and not checked on reception in the "MA

| Res:

Rev:

Request Franme". In the "MPA Reply Frane", this bit is the

"Rej ected Connection" bit, set by the responders ULP to indicate
acceptance '0', or rejection '1', of the connection paraneters
provided in the "Private Data".

This field is reserved for future use. It MJST be set to zero
when sendi ng, and not checked on reception.

This field contains the Revision of MPA. For this version of
the specification senders MIST set this field to one. MPA
receivers conpliant with this version of the specification MJST
check this field. |[If the MPA receiver cannot interoperate with
the received version, then it MJST cl ose the connection and
report an error locally. Oherw se, the MPA receiver should
report the received version to the ULP

PD Length: This field MJUST contain the length in Cctets of the

Private Data field. A value of zero indicates that there is no
private data field present at all. |If the receiver detects that
the PD _Length field does not match the length of the "Private
Data" field, or if the length of the "Private Data" field exceeds
512 octets, the receiver MJIST cl ose the connection and report an
error locally. Oherw se, the MPA receiver should pass the

PD Length value and "Private Data" to the ULP

Private Data: This field may contain any val ue defined by ULPs or may

6.|1.2
The

| cul |

not be present. The "Private Data" field MJST between 0 and 512
octets in length. ULPs define howto size, set, and validate
this field wwthin these limts.

Connection Startup Rul es

followng rules apply to MPA connection startup phase:

When MPA is started in the "Initiator" node, the MPA

i npl enentati on MJUST send a valid "MPA Request Frane". The "MPA
Request Frame" MAY include ULP supplied "Private Data".

When MPA is started in the "Responder” node, the MPA

i npl enmentation MUST wait until a "MPA Request Frane" is received
and val i dated before entering full MPA/ DDP operati on.

| f the "MPA Request Frane" is inproperly fornmatted, the
i npl ementati on MJUST cl ose the TCP connection and exit MPA.

| f the "MPA Request Frame" is properly formatted but the "Private
Data" is not acceptable, the inplenentation SHOULD return an " MPA

ey et. al. Expires: April 2006 [ Page 34]



| | NTERNET- DRAFT MPA Fram ng for TCP 27 Septenber 2005

Reply Frame" with the "Rejected Connection” bit set to '1'; the
"MPA Reply Frane" MAY include ULP supplied "Private Data"; the
i npl enmentati on MJST exit MPA, |eaving the TCP connection open.

The ULP nmay cl ose TCP or use the connection for other purposes.

| f the "MPA Request Frame" is properly formatted and the "Private
Data" is acceptable, the inplenentation SHOULD return an "MPA
Reply Frame" with the "Rejected Connection” bit set to '0'; the
"MPA Reply Frane" MAY include ULP supplied "Private Data"; and

t he responder SHOULD prepare to interpret any data received as
FPDUs and pass any received ULPDUs to DDP.

Note: Since the receiver's ability to deal wwth markers is
unknown until the Request and Reply frames have been
recei ved, sending FPDUs before this occurs is not possible.

Note: The requirenent to wait on a Request Franme before sending a
Reply franme is a design choice, it makes for well ordered
sequence of events at each end, and avoids having to specify
how to deal with situations where both ends start at the sanme
tine.

3. MPA "Initiator" node inplenentations MJST receive and validate a
"MPA Reply Frane".

If the "MPA Reply Frane" is inproperly formatted, the
i npl ementati on MJUST cl ose the TCP connection and exit MPA.

If the "MPA Reply Frame" is properly formatted but is the
"Private Data" is not acceptable, or if the "Rejected Connection"
bit set to '1', the inplenentation MIJST exit MPA, |eaving the TCP
connection open. The ULP may cl ose TCP or use the connection for
ot her purposes.

If the "MPA Reply Frame" is properly formatted and the "Private
Data" is acceptable, and the "Reject Connection"” bit is set to
0", the inplenentation SHOULD enter full MPA/ DDP operation node;
interpreting any received data as FPDUs and sendi ng DDP ULPDUs as
FPDUs.

4. MPA "Responder” node inplenentati ons MJUST receive and validate at
| east one FPDU before sending any FPDUs or markers.

Note: this requirenent is present to allowthe Initiator time to
get its receiver into full operation before an FPDU arri ves,
avoi ding potential race conditions at the initiator. This
was al so subject to sone debate in the work group before
rough consensus was reached. Elimnating this requirenent
woul d all ow faster startup in some types of applications.
However, that would al so make certain inplenentations
(particularly "Dual Stack") nuch harder
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| 5. If a received "Key" does not match the expected value, (See 6.1.1
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10.

MPA Request and Reply Franme Format bel ow) the TCP/ DDP connecti on
MUST be cl osed, and an error returned to the ULP

The received "Private Data" fields nay be used by consuners at
either end to further validate the connection, and set up DDP or
ot her ULP paraneters. The Initiator ULP MAY cl ose the

TCP/ MPA/ DDP connection as a result of validating the "Private
Data" fields. The Responder SHOULD return a "MPA Reply Frane"
with the "Reject Connection” Bit set to 'l if the validation of
the "Private Data" is not acceptable to the ULP

When the first FPDU is to be sent, then if markers are enabl ed,
the first octets sent are the special marker 0x00000000, followed
by the start of the FPDU (the FPDU s "ULPDU Length" field). If
mar kers are not enabled, the first octets sent are the start of
the FPDU (the FPDU s "ULPDU Length" field).

MPA i npl enent ati ons MUST use the difference between the "MPA
Request Frane" and the "MPA Reply Franme" to check for incorrect
"Initiator/Initiator" startups. |nplenentations SHOULD put a
timeout on waiting for the "MPA Request Franme" when started in
"Responder" node, to detect incorrect "Responder/Responder™
startups.

MPA i npl enent ati ons MJUST val idate the PD Length field. The
buffer that receives the "Private Data" field MJST be | arge
enough to receive that data; the anount of "Private Data" MJST
not exceed the PD Length, or the application buffer. |If any of
t he above fails, the startup franme MJUST be considered inproperly
formatted.

MPA i npl enent ati ons SHOULD i npl enment a reasonable timeout while
waiting for the entire startup frames; this prevents certain
deni al of service attacks. ULPs SHOULD i npl enent a reasonabl e
timeout while waiting for FPDUs, ULPDUs and application |evel
messages to guard agai nst application failures and certain denial
of service attacks.
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6./1.3 Exanple Del ayed Startup sequence

A variety of startup sequences are possible when using MPA on TCP.
Following is an exanple of an MPA/DDP startup that occurs after TCP
has been running for a while and has exchanged sone anount of
stream ng data. This exanple does not use any private data (an
exanpl e that does is shown later in 6.1.4.2 Exanple Imrediate Startup
| using Private Data on page 42), although it is perfectly legal to
include the private data. Note that since the exanple does not use
any Private Data, there are no ULP interactions shown between
receiving "Startup frames" and putting MPA into "Full operation”
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| Culley et. al.
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| ULP stream ng node
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Figure 8. Exanple Del ayed Startup negotiation

Expires:

Apri |

2006

27 Septenber 2005

[ Page 39]



| | NTERNET- DRAFT MPA Fram ng for TCP 27 Septenber 2005

An exanpl e Del ayed Startup sequence is described bel ow

* Active and passive sides start up a TCP connection in the
usual fashion, probably using sockets APIs. They exchange
sone amount of stream ng node data. At sonme point one side
(the MPA Initiator) sends stream ng node data that
effectively says "Hello, Lets go into MPA/ DDP node."

* When the renpote side (the MPA Responder) gets this stream ng node
message, the consunmer would send a | ast stream ng node nessage
that effectively says "I Acknow edge your Hello, and amnow in
MPA Responder Mbde". The exchange of these nessages establishes
the exact point in the TCP stream where MPA is enabled. The
Respondi ng Consuner enables MPA in the Responder node and waits
for the initial MPA startup nessage.

* The Initiating Consunmer would enable MPA startup in the
Initiator node which then sends the "MPA Request Frame". It
is assuned that no "Private Data" nessages are needed for
this exanple, although it is possible to do so. The
Initiating MPA (and Consuner) would also wait for the MPA
connection to be accepted.

* The Responding MPA woul d receive the initial "MPA Request Frane"
and would informthe consuner that this nessage arrived. The
Consuner can then accept the MPA/ DDP connection or close the TCP
connecti on.

* To accept the connection request, the Respondi ng Consuner would
use an appropriate APl to bind the TCP/ MPA connections to a DDP
endpoint, thus enabling MPA/DDP into full operation. In the
process of going to full operation, MPA sends the "MPA Reply
Frame". MPA/DDP waits for the first incom ng FPDU before sending
any FPDUs.

* If the initial TCP data was not a properly formatted "MPA Request
Frame" MPA will close or reset the TCP connection i mredi ately.

* The Initiating MPA would receive the "MPA Reply Franme" and
woul d report this nmessage to the Consuner. The Consuner can
t hen accept the MPA/DDP connection, or close or reset the TCP
connection to abort the process.

* On determ ning that the Connection is acceptable, the
Initiating Consunmer would use an appropriate APl to bind the
TCP/ MPA connections to a DDP endpoi nt thus enabling MPA/ DDP
into full operation. MPA/DDP woul d begin sendi ng DDP
messages as MPA FPDUs.
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6.|1.4 Use of "Private Data"

This section is advisory in nature, in that it suggests a nethod that
a ULP can deal with pre-DDP connection information exchange.

611.4.1 Mot i vati on

Pri or RDVA protocols have been devel oped that provide "private data"
via out of band nmechanisns. As a result, many applications now
expect some formof "private data" to be available for application
use prior to setting up the DDP/ RDVA connection. For exanpl e,

An RDVA Endpoint (referred to as a Queue Pair, or QP, in InfiniBand
and the [Verbs]) nust be associated with a Protection Domain. No
recei ve operations may be posted to the endpoint before it is
associated wwth a Protection Domain. |ndeed under both the

I nfini Band and proposed i WARP verbs [Verbs] an endpoint/QP is created
within a Protection Domain.

There are sonme applications where the choice of Protection Domain is
dependent upon the identity of the renbote ULP client. For exanple, if
a user session requires nmultiple connections, it is highly desirable
for all of those connections to use a single Protection Domain.

I nfiniBand, the DAT APIs and the IT-API all provide for the active
side ULP to provide "Private Data" when requesting a connection. This
data is passed to the ULP to allow it to determ ne whether to accept
the connection, and if so with which endpoint (and inplicitly which
Protecti on Donmai n).

The Private Data can al so be used to ensure that both ends of the
connection have configured their RDVA endpoints conpatibly on such
matters as the RDVA Read capacity. Further ULP-specific uses are also
presunmed, such as establishing the identity of the client.

Private Data is also allowed for when accepting the connection, to
all ow conpl etion of any negotiation on RDVA resources and for other
ULP reasons.

There are several potential ways to exchange this "Private Data".
For Exanple, the InfiniBand specification includes a connection
managenent protocol that allows a small anmount of "private data" to
be exchanged using datagrans before actually starting the RDVA
connecti on.

This draft allows for snmall anobunts of "Private Data" to be exchanged
as part of the MPA startup sequence. The actual Private Data fields
are carried in the "MPA Request Frane", and the "MPA Reply Frane".

| f | arger anmpbunts of private data or nore negotiation i s necessary,
TCP stream ng node nessages may be exchanged prior to enabling MPA

| Culley et. al. Expires: April 2006 [ Page 41]



| | NTERNET- DRAFT MPA Fram ng for TCP 27 Septenber 2005

6./1.4.2 Exanple Imediate Startup using Private Data

Initiator Responder
o +
| TCP SYN sent | R i +
L T R LR > | TCP gets SYN packet; |
A + | Sends SYN- Ack |
| TCP gets SYN- Ack | <-------- R R T +
| Sends Ack |
o e e e e e e e + o-e-e - > o e e e e e e e e e e e aeaa o +
A R E R + | Consuner enabl es MPA
Consuner enabl es MPA | Responder Mobde, waits for
Initiator node with | <MPA Request franme> |
P

<MPA Request Frane>,
A waits for incomng
<MPA Reply Frane - - - - > |MA receives
L + <MPA Request Franme>
Consuner exam nes "Private
Data", provides MPA with
return "Private Data",
bi nds DDP to MPA, and
enabl es MPA to send an
<MPA Reply Frane>.
DDP/ MPA enabl es FPDU
i i + decodi ng, but does not
MPA recei ves the < - - - - |send any FPDUs.
<MPA Reply Frane> o e +
Consuner exam nes "Private
Data", binds DDP to MPA,
and enabl es DDP/ MPA to
begin full operation.

3

| |
| "Private Data"; MPA sends | R +
I I
I I
I I

MPA sends first FPDU (as R +
DDP ULPDUs becone ========> | MPA Receives first FPDU. |
avai |l abl e). | MPA sends first FPDU (as |
AR R E LR + | DDP ULPDUs becone |
<====== | avai | abl e. |

> +

Figure 9: Exanple Immedi ate Startup negotiation

Note: the exact order of when MPA is started in the TCP connection
sequence i s inplenentation dependent; the above di agram shows one
possi bl e sequence. Also, the Initiator "Ack" to the Responder's
"SYN- Ack” may be conbined into the same TCP segnent contai ni ng
the "MPA Request Frane" (as is allowed by TCP RFGCs).
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The exanple imedi ate startup sequence is described bel ow

* The passive side (Responding Consuner) would listen on the TCP
destination port, to indicate its readiness to accept a
connecti on.

* The active side (Initiating Consunmer) woul d request a
connection froma TCP endpoint (that expected to upgrade to
MPA/ DDP/ RDVA and expected the private data) to a destination
address and port.

* The Initiating Consunmer would initiate a TCP connection to
the destination port. Acceptance/rejection of the connection
woul d proceed as per normal TCP connection establishnent.

* The passive side (Respondi ng Consuner) would receive the TCP
connection request as usual allowi ng normal TCP gat ekeepers, such
as | NETD and TCPserver, to exercise their norma
saf eguard/ | oggi ng functions. On acceptance of the TCP
connection, the Responding consuner would enable MPA in the
Responder node and wait for the initial MPA startup nessage.

* The Initiating Consunmer would enable MPA startup in the
Initiator node to send an initial "MPA Request Frame" with
its included "Private Data" nessage to send. The Initiating
MPA (and Consuner) would also wait for the MPA connection to
be accepted, and any returned private data.

* The Responding MPA woul d receive the initial "MPA Request Frane"
with the "Private Data" nessage and woul d pass the Private Data
through to the consuner. The Consuner can then accept the
MPA/ DDP connection, close the TCP connection, or reject the MPA
connection with a return nessage.

* To accept the connection request, the Respondi ng Consuner would
use an appropriate APl to bind the TCP/ MPA connections to a DDP
endpoi nt, thus enabling MPA/DDP into full operation. 1In the
process of going to full operation, MPA sends the "MPA Reply
Franme" which includes the Consuner supplied "Private Data"
contai ni ng any appropriate consuner response. MPA/DDP waits for
the first incom ng FPDU before sendi ng any FPDUs.

* If the initial TCP data was not a properly formatted "MPA Request
Frame", MPA w Il close or reset the TCP connection i medi ately.

* To reject the MPA connection request, the Respondi ng Consuner
woul d send an "MPA Reply Franme" with any ULP supplied "Private
Data" (with reason for rejection), with the "Rejected Connection”
bit set to "1, and may cl ose the TCP connecti on.
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6.11. 5

The Initiating MPA woul d receive the "MPA Reply Frane" with
the "Private Data" nessage and would report this nessage to
t he Consuner, including the supplied Private Dat a.

If the "rejected Connection” bit is set toa "1, MPAwII
cl ose the TCP connection and exit.

| f the "Rejected Connection"” bit is set to a '0', and on
determining fromthe "MPA Reply Franme" "Private Data" that
the Connection is acceptable, the Initiating Consuner would
use an appropriate APl to bind the TCP/ MPA connections to a
DDP endpoi nt thus enabling MPA/DDP into full operation.

MPA/ DDP woul d begi n sendi ng DDP nessages as MPA FPDUs.

"Dual Stack" inplenentations

MPA/ DDP i npl ement ati ons are conmonly expected to be inplenented as
part of a "Dual stack"™ architecture. One "stack"™ is the traditiona
TCP stack, usually with a sockets interface API. The second stack is
the MPA/DDP "stack" with its own API, and potentially separate code

or

hardware to deal with the MPA/ DDP data. O course,

i npl enentations may vary, so the follow ng coments are of an
advi sory nature only.

The use of the two "stacks" offers advant ages:

TCP connection setup is usually done with the TCP stack. This
all ows use of the usual nam ng and addressing nmechanisns. |t
al so neans that any nechani sns used to "harden" the connection
setup agai nst security threats are also used when starting
MPA/ DDP

Sonme applications may have been originally designed for TCP, but
are "enhanced"” to utilize MPA/DDP after a negotiation reveals
the capability to do so. The negotiation process takes place in
TCP' s stream ng node, using the usual TCP APIs.

Sone new applications, designed for RDVA or DDP, still need to
exchange sone data prior to starting MPA/DDP. This exchange can
be of arbitrary length or conplexity, but often consists of only
a small amount of "private data", perhaps only a single nessage.
Using the TCP stream ng node for this exchange allows this to be
done using well understood nethods.

The mai n di sadvantage of using two stacks is the conversion of an
active TCP connection between them This process nust be done with
care to prevent |oss of data.
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To avoid sone of the problenms when using a "dual stack" architecture
the followi ng additional restrictions nay be required by the
i npl enent ati on:

1. Enabling the DDP/ MPA stack SHOULD be done only when no incom ng
streamdata is expected. This is typically nmanaged by the ULP

protocol. Wen follow ng the recomended startup sequence, the
"Responder" side enters DDP/ MPA node, sends the |ast stream ng
node data, and then waits for the "MPA Request franme". No

additional stream ng node data is expected. The "Initiator" side
ULP receives the last stream ng node data, and then enters

DDP/ MPA node. Again, no additional stream ng node data is

expect ed.

2. The DDP/ MPA MAY provide the ability to send a "Last stream ng
message" as part of its "Responder"” DDP/MPA enable function.
This allows the DDP/ MPA stack to nore easily manage the
conversion to DDP/ MPA node (and avoid problens with a very fast
return of the "MPA Request Frane" fromthe Initiator side).

| Note: Regardless of the "stack" architecture used, TCP's rules MJST
be foll owed. For exanple, if network data is |ost, re-segnented

| or re-ordered, TCP MUST recover appropriately even when this
occurs while switching stacks.

6.2 Normal Connection Tear down

Each half connection of MPA term nates when DDP cl oses the
correspondi ng TCP hal f connecti on.

A mechani sm SHOULD be provided by MPA to DDP for DDP to be nade aware

that a graceful close of the LLP connection has been received by the
LLP (e.g. FINis received).
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7| BError Semantics

The follow ng errors MIUST be detected by MPA and the codes SHOULD be
provided to DDP or other consuner:

Code Error

1 TCP connection closed, termnated or lost. This includes |ost
by timeout, too many retries, RST received or FIN received.

2 Recei ved MPA CRC does not match the cal cul ated value for the
FPDU.

3 In the event that the CRCis valid, received MPA marker (if

enabl ed) and "ULPDU Length" fields do not agree on the start
of a FPDU. If the FPDU start determ ned from previ ous "ULPDU
Lengt h" fields does not match with the MPA marker position,
MPA SHOULD deliver an error to DDP. It may not be possible to
make this check as a segnent arrives, but the check SHOULD be
made when a gap creating an out of order sequence is closed
and any tinme a marker points to an already identified FPDU.

It is OPTIONAL for a receiver to check each marker, if

mul tiple markers are present in an FPDU, or if the segnent is
received in order.

4 I nval id MPA Request Frame or MPA Response Frane received. In
this case, the TCP connection MJST be inmedi ately closed. DDP
and other ULPs should treat this simlar to code 1, above.

When conditions 2 or 3 above are detected, an MPA-aware TCP

i npl enent ati on MAY choose to silently drop the TCP segnent rather
than reporting the error to DDP. In this case, the sending TCP w ||
retry the segnment, usually correcting the error, unless the problem
was at the source. |In that case, the source will usually exceed the
nunber of retries and term nate the connection.

Once MPA delivers an error of any type, it MJUST NOT pass or deliver
any additional FPDUs on that half connection.

For Error codes 2 and 3, MPA MJST NOT cl ose the TCP connection
following a reported error. dosing the connection is the
responsi bility of DDP's ULP

Note that since MPA will not deliver any FPDUs on a half
connection following an error detected on the receive side of
that connection, DDP's ULP is expected to tear down the
connection. This may not occur until after one or nore | ast
nmessages are transmitted on the opposite half connection. This
allows a diagnostic error nessage to be sent.
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8| Security Considerations
This section discusses the security considerations for MPA
811 Prot ocol -specific Security Considerations

The vulnerabilities of MPAto third-party attacks are no greater than
any other protocol running over TCP. A third party, by sending
packets into the network that are delivered to an MPA receiver, could
l aunch a variety of attacks that take advantage of how MPA oper at es.
For exanple, a third party could send random packets that are valid
for TCP, but contain no FPDU headers. An MPA receiver reports an
error to DDP when any packet arrives that cannot be validated as an
FPDU when properly | ocated on an FPDU boundary. A third party could
al so send packets that are valid for TCP, MPA, and DDP, but do not
target valid buffers. These types of attacks ultimately result in

| oss of connection and thus beconme a type of DOS (Denial O Service)
attack. Communi cation security nmechani sns such as | Psec [ RFC2401]
may be used to prevent such attacks.

| ndependent of how MPA operates, a third party could use | CWP
messages to reduce the path MU to such a snall size that perfornance
woul d |'i kewi se be severely inpacted. Range checking on path MIuU
sizes in | CVWP packets nmay be used to prevent such attacks.

[ RDMA] and [DDP] are used to control, read and wite data buffers
over | P networks. Therefore, the control and the data packets of

t hese protocols are vulnerable to the spoofing, tanpering and
information disclosure attacks listed below. In addition, Connection
to/ from an unaut hori zed or unaut henticated endpoint is a potenti al
probl em w th nost applications using RDMA, DDP, and MPA.

8./]1.1 Spoofing

Spoofing attacks can be | aunched by the Renote Peer, or by a network
based attacker. A network based spoofing attack applies to all Renote
| Peers. Because the MPA Streamrequires a TCP Streamin the
ESTABLI SHED state, certain types of traditional forns of wire attacks
do not apply -- an end-to-end handshake nust have occurred to
establish the MPA Stream So, the only formof spoofing that applies
is one when a renote node can both send and recei ve packets. Yet even
with this limtation the Streamis still exposed to the foll ow ng
spoofing attacks.

8./1.1.1 Inpersonation
A network based attacker can inpersonate a | egal MPA/ DDP/ RDVAP peer
(by spoofing a legal IP address), and establish an MPA/ DDP/ RDVAP

Streamwith the victim End to end authentication (i.e. IPsec or ULP
aut henti cation) provides protection against this attack.
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8./1.1.2 Stream Hi j acki ng

St ream hi j acki ng happens when a network based attacker follows the
Stream est abl i shnment phase, and waits until the authentication phase
(if such a phase exists) is conpleted successfully. He can then spoof
the I P address and re-direct the Streamfromthe victimto its own
machi ne. For exanple, an attacker can wait until an i SCS

aut hentication is conpleted successfully, and hijack the i SCS

Stream

The best protection against this formof attack is end-to-end
integrity protection and authentication, such as I Psec to prevent
spoofing. Another option is to provide physical security. D scussion
of physical security is out of scope for this docunent.

8./1.1.3 Man in the Mddle Attack

If a network based attacker has the ability to delete, inject replay,
or nodify packets which will still be accepted by MPA (e.g., TCP
sequence nunber is correct, FPDU is valid etc.) then the Stream can
be exposed to a man in the mddl e attack. The attacker coul d
potentially use the services of [DDP] and [ RDMAP] to read the
contents of the associated data buffer, nodify the contents of the
associ ated data buffer, or to disable further access to the buffer.
The only counterneasure for this formof attack is to either secure
t he MPA/ DDP/ RDMAP Stream (i.e. integrity protect) or attenpt to
provi de physical security to prevent man-in-the-m ddle type attacks.

The best protection against this formof attack is end-to-end
integrity protection and authentication, such as |IPsec, to prevent
spoofing or tanpering. If Stream or session |evel authentication and
integrity protection are not used, then a man-in-the-mddle attack
can occur, enabling spoofing and tanpering.

Anot her approach is to restrict access to only the |ocal subnet/link,
and provide sone nechanismto |limt access, such as physical security
or 802.1.x. This nodel is an extrenely limted depl oynent scenari o,
and wil|l not be further exam ned here.

8./1. 2 Eavesdroppi ng

CGeneral ly speaking, Streamconfidentiality protects agai nst
eavesdroppi ng. Stream and/ or session authentication and integrity
protection is a counter measurenent agai nst various spoofing and
tanpering attacks. The effectiveness of authentication and integrity
agai nst a specific attack, depend on whether the authentication is
machi ne | evel authentication (as the one provided by |IPsec), or ULP
aut henti cati on.
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8.2 Introduction to Security Options

The follow ng security services can be applied to an MPA/ DDP/ RDVAP
St ream

1. Session confidentiality - protects agai nst eavesdroppi ng.

2. Per-packet data source authentication - protects against the
foll ow ng spoofing attacks: network based inpersonation, Stream
hi jacki ng, and man in the m ddl e.

3. Per-packet integrity - protects against tanpering done by
net wor k based nodification of FPDUs (indirectly affecting buffer
content through DDP services).

4. Packet sequencing - protects against replay attacks, which is
a special case of the above tanpering attack.

| f an MPA/ DDP/ RDMAP Stream may be subject to inpersonation attacks,
or Stream hijacking attacks, it is recomended that the Stream be
authenticated, integrity protected, and protected fromrepl ay
attacks; it may use confidentiality protection to protect from
eavesdropping (in case the MPA/ DDP/ RDVAP Stream traverses a public
net wor k) .

| Psec is capable of providing the above security services for |IP and
TCP traffic.

ULP protocols may be able to provide part of the above security
services. See [ NFSV4CHANNEL] for additional information on a
prom si ng approach call ed "channel binding". From [ NFSv4CHANNEL] :

"The concept of channel bindings allows applications to prove
that the end-points of two secure channels at different network
| ayers are the sanme by binding authentication at one channel to
the session protection at the other channel. The use of channel
bi ndi ngs all ows applications to del egate session protection to

| oner layers, which may significantly inprove performance for
sone applications.”

8.3 Using I Psec Wth MPA

| Psec can be used to protect against the packet injection attacks
outlined above. Because IPsec is designed to secure individual IP
packets, MPA can run above I Psec w thout change. |Psec packets are
processed (e.g., integrity checked and decrypted) in the order they
are received, and an MPA receiver wll process the decrypted FPDUs
contained in these packets in the sanme manner as FPDUs contained in
unsecured | P packets.
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MPA | npl enent ati ons MUST i nplement | Psec as described in Section 8.4
bel ow. The use of IPsec is up to ULPs and adm nistrators.

8.4 Requirenents for |Psec Encapsul ati on of MPA/ DDP

The I P Storage working group has spent significant tine and effort to
define the normative | Psec requirenents for | P Storage [ RFC3723].
Portions of that specification are applicable to a wde variety of
protocols, including the RDDP protocol suite. In order to not

| replicate this effort, an MPA ON TCP i npl enentati on MJUST foll ow the
requi renents defined in RFC3723 Section 2.3 and Section 5, including
t he associ ated normative references for those sections.

Addi tionally, since |IPsec acceleration hardware nay only be able to
handle a imted nunber of active |KE Phase 2 SAs, Phase 2 delete

| messages MAY be sent for idle SAs, as a neans of keeping the nunber
of active Phase 2 SAs to a mnimum The recei pt of an | KE Phase 2
del et e nessage MUST NOT be interpreted as a reason for tearing down
an DDP/ RDVA Stream Rather, it is preferable to | eave the Stream up
and if additional traffic is sent on it, to bring up another |KE
Phase 2 SA to protect it. This avoids the potential for continually
bringing Streans up and down.

Note that there are serious security issues if |IPsec is not

i npl emrented end-to-end. For exanple, if IPsec is inplenented as a
tunnel in the mddle of the network, any hosts between the peer and
the I Psec tunneling device can freely attack the unprotected Stream
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9| I ANA Consi derations
No | ANA actions are required by this docunent.
If a well-known port is chosen as the mechanismto identify a DDP on
MPA on TCP, the well-known port nust be registered with | ANA

Because the use of the port is DDP specific, registration of the port
with TANAis left to DDP
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Appendi x

This appendix is for information only and is NOT part of the
st andar d.

The appendi x covers three topics;

Section 11.1 is an analysis of MPA on TCP and why it is useful to
integrate MPAwith TCP (with nodifications to typical TCP

i npl ementations) to reduce overall system buffering and over head.
Section 11.2 covers sone MPA receiver inplenentation notes.
Section 11.3 covers nethods of making MPA inpl enentations
interoperate with both | ETF and RDVMA Consortium versions of the
prot ocol s.

.1 Analysis of MPA over TCP Qperations

Thi s appendi x anal yzes the inpact of MPA (Marker PDU Aligned Fram ng
for TCP [ MPA]) on the TCP sender, receiver, and wire protocol.

One of MPA's high level goals is to provide enough information, when
conbined with the Direct Data Pl acenent Protocol [DDP], to enable
out - of -order placenent of DDP payload into the final Upper Layer
Protocol (ULP) buffer. Note that DDP separates the act of placing
data into a ULP buffer fromthat of notifying the ULP that the ULP
buffer is available for use. In DDP term nology, the forner is
defined as "Placenent”, and the later is defined as "Delivery". MPA
supports in-order delivery of the data to the ULP, including support
for Direct Data Placenent in the final ULP buffer |ocation when TCP
segnents arrive out-of-order. Effectively, the goal is to use the
pre-posted ULP buffers as the TCP receive buffer, where the
reassenbly of the ULP Protocol Data Unit (PDU) by TCP (with MPA and
DDP) is done in place, in the ULP buffer, with no data copies.

Thi s Appendi x wal ks through the advantages and di sadvant ages of the
TCP sender nodifications proposed by MPA:

1) that MPA prefers that the TCP sender to do "Header Alignnent",
where a TCP segnent shoul d begin with an MPA Fram ng Protocol Data
Unit (FPDU) (if there is payl oad present).

2) that there be an integral number of FPDUs in a TCP segnent (under
conditions where the Path MIU is not changi ng).

| This Appendi x concludes that the scaling advantages of FPDU Al i gnment
are strong, based primarily on fairly drastic TCP receive buffer
reduction requirenents and sinplified receive handling. The anal ysis
al so shows that there is little effect to TCP wire behavior.
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1.1 Assunptions
1.1.1 MPA is | ayered beneath DDP [ DDP]

MPA is an adaptation |ayer between DDP and TCP. DDP requires
preservation of DDP segnent boundaries and a CRC32C di gest covering
t he DDP header and dat a. MPA adds these features to the TCP stream
so that DDP over TCP has the sane basic properties as DDP over SCTP

.1.1.2 MPA preserves DDP nessage fram ng

MPA was designed as a framng | ayer specifically for DDP and was not
i ntended as a general -purpose fram ng |ayer for any other ULP using
TCP

A framng layer allows ULPs using it to receive indications fromthe
transport |ayer only when conplete ULPDUs are present. As a fram ng
| ayer, MPA is not aware of the content of the DDP PDU, only that it
has received and, if necessary, reassenbled a conplete PDU for
delivery to the DDP

1.1.3 The size of the ULPDU passed to MPA is |ess than EMSS under
nor mal conditions

To make reception of a conplete DDP PDU on every received segnent
possi bl e, DDP passes to MPA a PDU that is no larger than the EMSS of
the underlying fabric. Each FPDU that MPA creates contains sufficient
information for the receiver to directly place the ULP payload in the
correct location in the correct receive buffer.

Edge cases when this condition does not occur are dealt wth, but do
not need to be on the fast path

.1.1.4 Qut-of-order placenent but NO out-of-order delivery

DDP recei ves conplete DDP PDUs from MPA. Each DDP PDU contains the
i nformati on necessary to place its ULP payload directly in the
correct location in host nenory.

Because each DDP segnent is self-describing, it is possible for DDP
segnents received out of order to have their ULP payl oad pl aced
i mredi ately in the ULP receive buffer.

Data delivery to the ULP is guaranteed to be in the order the data

was sent. DDP only indicates data delivery to the ULP after TCP has
acknow edged the conpl ete byte stream
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11.1.2 The Val ue of FPDU Al i gnnent

Significant receiver optimzations can be achi eved when Header

Al i gnment and conpl ete FPDUs are the conmon case. The optim zations
allow utilizing significantly fewer buffers on the receiver and |ess
conputation per FPDU. The net effect is the ability to build a "Fl ow
Through” receiver that enables TCP-based solutions to scale to 10G
and beyond in an econom cal way. The optim zations are especially
rel evant to hardware inplenentations of receivers that process
mul ti pl e protocol |ayers - Data Link Layer (e.g., Ethernet), Network
and Transport Layer (e.g., TCP/I1P), and even sone ULP on top of TCP
(e.g., MPA/DDP). As network speed increases, there is an increasing
desire to use a hardware based receiver in order to achieve an
efficient high performance sol ution.

A TCP receiver, under worst case conditions, has to allocate buffers
(BufferSi zeTCP) whose capacities are a function of the bandw dt h-
del ay product. Thus:

BufferSi zeTCP = K * bandwidth [octets/S] * Delay [S].

Where bandwi dth is the end-to-end bandwi dth of the connection, delay
is the round trip delay of the connection, and Kis an inplenentation
dependent constant.

Thus BufferSi zeTCP scales with the end-to-end bandw dth (10x nore
buffers for a 10x increase in end-to-end bandwidth). As this
bufferi ng approach may scal e poorly for hardware or software

i npl enentations alike, several approaches allow reduction in the
anmount of buffering required for high-speed TCP comruni cati on.

The MPA/ DDP approach is to enable the ULP's buffer to be used as the
TCP receive buffer. If the application pre-posts a sufficient anount
of buffering, and each TCP segnent has sufficient information to

pl ace the payload into the right application buffer, when an out-of -
order TCP segnent arrives it could potentially be placed directly in
the ULP buffer. However, placenment can only be done when a conplete
FPDU with the placenent information is available to the receiver, and
t he FPDU contents contain enough information to place the data into
the correct ULP buffer (e.g., there is a DDP header avail able).

For the case when the FPDU is not aligned with the TCP segnent, it
may take, on average, 2 TCP segnents to assenbl e one FPDU. Therefore,
the receiver has to allocate BufferSi zeNAF (Buffer Size, Non-Aligned
FPDU) octets:

Buf f er Si zeNAF = K1* EMSS * nunber_of connections + K2 * EMSS

Where K1 and K2 are inplenentati on dependent constants and EMSS i s
the effective maxi num segnent size.
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For exanple, a 1 Gops link with 10,000 connections and an EMSS of
1500B woul d require 15 MB of nenmory. Often the nunber of connections
used scales with the network speed, aggravating the situation for

hi gher speeds.

FPDU Al'i gnnment woul d allow the receiver to allocate BufferSizeAF
(Buffer Size, Aligned FPDU) octets:

Buf ferSi zeAF = K2 * EMSS

for the same conditions. A FPDU Aligned receiver nmay require nmenory
in the range of ~100s of KB - which is feasible for an on-chip nenory
and enabl es a "Fl ow Through"” design, in which the data flows through
the NIC and is placed directly in the destination buffer. Assum ng
nost of the connections support FPDU Alignnent, the receiver buffers
no | onger scale with nunber of connections.

Addi tional optim zations can be achieved in a bal anced |/ O sub-system
-- where the systeminterface of the network controller provides
anpl e bandwi dth as conpared with the network bandw dth. For al nost
twenty years this has been the case and the trend is expected to
continue - while Ethernet speeds have scaled by 1000 (from 10
megabit/sec to 10 gigabit/sec), |1/0O bus bandw dth of vol unme CPU
architectures has scaled from~2 MB/sec to ~2 GB/sec (PC XT bus to
PCl - X DDR). Under these conditions, the FPDU Alignnent approach

all ows BufferSi zeAF to be indifferent to network speed. It is
primarily a function of the |ocal processing tine for a given frane.
Thus when the FPDU Al i gnment approach is used, receive buffering is
expected to scale gracefully (i.e. less than linear scaling) as
network speed is increased.

1.2.1 Inpact of lack of FPDU Alignment on the receiver conputational
| oad and conplexity

The receiver nmust performIP and TCP processing, and then perform
FPDU CRC checks, before it can trust the FPDU header placenent
information. For sinplicity of the description, the assunption is
that a FPDU is carried in no nore than 2 TCP segnents. In reality,
wi th no FPDU Al i gnnment, an FPDU can be carried by nore than 2 TCP
segnents (e.g., if the PMIU was reduced).
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Figure 10: Non-aligned FPDU freely placed in TCP octet stream

The receiver algorithmfor processing TCP segnents (e.g., TCP segnent
#X in Figure 10: Non-aligned FPDU freely placed in TCP octet strean)
carrying non-aligned FPDUs (in-order or out-of-order) includes:

Dat a Link Layer processing (whole franme) - typically including a
CRC cal cul ati on.

1. Network Layer processing (assumng not an I P fragnent, the
whol e Data Link Layer frame contains one |IP datagram |P
fragnments shoul d be reassenbled in a local buffer. This is not
a performance optim zation goal)

2. Transport Layer processing -- TCP protocol processing, header
and checksum checks.

a. Cassify incomng TCP segnent using the 5 tuple (I P SRC,
| P DST, TCP SRC Port, TCP DST Port, protocol)

3. Find FPDU nessage boundari es.
a. Cet MPA state information for the connection
If the TCP segnent is in-order, use the receiver nmanaged

MPA state information to cal cul ate where the previous
FPDU nessage (#N-1) ends in the current TCP segnent X
(previously, when the MPA receiver processed the first
part of FPDU #N-1, it cal cul ated the nunber of bytes
remai ning to conplete FPDU #N-1 by using the MPA
Length field).
CGet the stored partial CRC for FPDU #N-1

Compl ete CRC cal culation for FPDU #N-1 data (first
portion of TCP segnent #X)

Check CRC cal cul ation for FPDU #N-1

If no FPDU CRC errors, placenent is allowed
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Locate the |l ocal buffer for the first portion of
FPDU#N- 1, CopyData(l ocal buffer of first portion
of FPDU #N-1, host buffer address, |ength)

Conmput e host buffer address for second portion of FPDU
#N- 1

CopyData (local buffer of second portion of FPDU #N-1,
host buffer address for second portion, |ength)

Cal cul ate the octet offset into the TCP segnent for
t he next FPDU #N.

Start Cal cul ation of CRC for avail able data for FPDU
#N

Store partial CRC results for FPDU #N
Store local buffer address of first portion of FPDU #N

No further action is possible on FPDU #N, before it is
conpletely received

|f TCP out-of-order, receiver nust buffer the data until

at | east one conplete FPDU is received. Typically
buffering for nore than one TCP segnent per connection
is required. Use the MPA based Markers to cal cul ate
where FPDU boundaries are.

When a conplete FPDU is available, a simlar procedure
to the in-order algorithmabove is used. There is
addi tional conplexity, though, because when the
m ssi ng segnent arrives, this TCP segnent nust be
run through the CRC engine after the CRCis
cal cul ated for the m ssing segnent.

| 1f we assume FPDU Alignnment, the follow ng diagram and the al gorithm
bel ow apply. Note that when using MPA, the receiver is assuned to

| actively detect presence or |oss of FPDU Alignnment for every TCP
segnent received.

e + e +
e e + e e +
[ ] TCP Seg X | [ ] TCP Seg X+1
e I e + e I e +

e + e +

FPDU #N FPDU #N+1

Figure 11: Aligned FPDU placed imedi ately after TCP header
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| The receiver algorithmfor FPDU Aligned frames (in-order or out-of-
order) incl udes:

1) Data Link Layer processing (whole frame) - typically
i ncluding a CRC cal cul ati on.

2) Network Layer processing (assumng not an I P fragnment, the
whol e Data Link Layer frame contains one |IP datagram 1P
fragnments should be reassenbled in a local buffer. This is
not a performance optim zation goal)

3) Transport Layer processing -- TCP protocol processing, header
and checksum checks.

a. Cassify incomng TCP segnent using the 5 tuple (I P SRC,
| P DST, TCP SRC Port, TCP DST Port, protocol)

4) Check for Header Alignnent. (Described in detail in [ MPA]
section 7.4). Assum ng Header Alignnent for the rest of the
al gorithm bel ow.

a. |If the header is not aligned, see the algorithm defined
in the prior section.

5) If TCP is in-order or out-of-order the MPA header is at the
begi nni ng of the current TCP payl oad. Get the FPDU | ength
fromthe FPDU header

6) Calculate CRC over FPDU

7) Check CRC cal cul ation for FPDU #N

8) If no FPDU CRC errors, placenent is allowed

9) CopyDat a( TCP segnent #X, host buffer address, |ength)

10) Loop to #5 until all the FPDUs in the TCP segnent are
consuned in order to handl e FPDU packi ng.

| mpl enmentation note: In both cases the receiver has to classify the
i ncom ng TCP segnent and associate it with one of the flows it
| maintains. In the case of no FPDU Alignnent, the receiver is forced
to classify incomng traffic before it can calculate the FPDU CRC. In
| the case of FPDU Al ignnent the operations order is left to the
i npl enent er.

| The FPDU Al i gned receiver algorithmis significantly sinpler. There

is no need to locally buffer portions of FPDUs. Accessing state
information is also substantially sinplified - the normal case does
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not require retrieving information to find out where a FPDU starts
and ends or retrieval of a partial CRC before the CRC cal cul ati on can
commence. This avoids adding internal |atencies, having nultiple data
passes through the CRC machine, or scheduling multiple commands for
noving the data to the host buffer.

The aligned FPDU approach is useful for in-order and out-of-order
reception. The receiver can use the sane nmechani sns for data storage
in both cases, and only needs to account for when all the TCP
segnents have arrived to enable delivery. The Header Alignnent, along
with the high probability that at |east one conplete FPDU is found
with every TCP segnent, allows the receiver to performdata placenent
for out-of-order TCP segnents with no need for internedi ate
buffering. Essentially the TCP receive buffer has been elimnated and
TCP reassenbly is done in place within the ULP buffer.

In case FPDU Al ignnment is not found, the receiver should followthe
al gorithm for non aligned FPDU reception which may be sl ower and | ess
efficient.

.1.2.2 FPDU Alignnent effects on TCP wire protocol

An MPA- aware TCP exposes its EMSS to MPA.  MPA uses the EMSS to
calculate its MILPDU, which it then exposes to DDP, its ULP. DDP
uses the MJULPDU to segnent its payload so that each FPDU sent by
MPA fits conpletely into one TCP segnent. This has no inpact on
Wi re protocol and exposing this information is already supported
on many TCP i nplenentations, including all nodern flavors of BSD
net wor ki ng, through the TCP_MAXSEG socket option.

In the common case, the ULP (i.e. DDP over MPA) nessages provided to
the TCP | ayer are segnented to MJULPDU size. It is assuned that the
ULP nessage size is bounded by MJULPDU, such that a single ULP nessage
can be encapsulated in a single TCP segnent. Therefore, in the common
case, there is no increase in the nunber of TCP segnents emtted. For
smal |l er ULP nessages, the sender can also apply packing, i.e. the
sender packs as many conplete FPDUs as possible into one TCP segnent.
The requirenent to always have a conplete FPDU may i ncrease the
nunber of TCP segnments emtted. Typically, a ULP nessage size varies
fromfew bytes to multiple EMSS (e.g., 64 Kbytes). In sone cases the
ULP may post nore than one nessage at a tine for transm ssion, giving
the sender an opportunity for packing. In the case where nore than
one FPDU is available for transm ssion and the FPDUs are encapsul ated
into a TCP segnent and there is no roomin the TCP segnent to include
t he next conplete FPDU, another TCP segnent is sent. In this corner
case sone of the TCP segnents are not full size. In the worst case
scenari o, the ULP may choose a FPDU size that is EMSS/ 2 +1 and has
mul ti pl e messages avail able for transm ssion. For this poor choice of
FPDU si ze, the average TCP segnent size is therefore about 1/2 of the
EMSS and the nunber of TCP segnments emtted is approaching 2x of what
is possible without the requirenent to encapsul ate an integer nunber
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of conplete FPDUs in every TCP segnent. This is a dynam c situation
that only lasts for the duration where the sender ULP has multiple
non-opti mal nmessages for transm ssion and this causes a m nor inpact
on the wire utilization.

| However, it is not expected that requiring FPDU Alignment will have a
measur abl e i npact on wire behavior of nost applications. Throughput
applications with large 1/0s are expected to take full advantage of
the EMSS. Another class of applications with many small outstanding
buffers (as conpared to EMSS) is expected to use packi ng when
applicable. Transaction oriented applications are also optinal.

TCP retransm ssion i s another area that can affect sender behavior.
TCP supports retransm ssion of the exact, originally transmtted
segnent (see [RFCO793] section 2.6, [RFC0793] section 3.7 "managing
t he wi ndow' and [ RFC1122] section 4.2.2.15 ). In the unlikely event
that part of the original segnment has been received and acknow edged
by the renote peer (e.g., a re-segnenting mddle box, as docunented
in 5 4.1 Re-segnenting Mddl e boxes and non MPA-aware TCP senders on
| page 30), a better avail able bandwi dth utilization may be possible by
re-transmtting only the mssing octets. If an MPA-aware TCP
retransmts conplete FPDUs, there may be sone margi nal bandw dth
| oss.

Anot her area where a change in the TCP segnent nunber nay have i npact
is that of Slow Start and Congestion Avoi dance. Slowstart
exponential increase is neasured in segnents per second, as the

al gorithm focuses on the overhead per segnent at the source for
congestion that eventually results in dropped segnents. Slowstart
exponential bandw dth growh for MPA-aware TCP is simlar to any TCP
i npl enment ati on. Congestion Avoi dance allows for a linear growh in
avai | abl e bandwi dt h when recovering after a packet drop. Simlar to
the analysis for slowstart, MPA-aware TCP doesn't change the
behavi or of the algorithm Therefore the average size of the segnent
versus EMSS is not a major factor in the assessnent of the bandw dth
growh for a sender. Both Slow Start and Congestion Avoi dance for an
MPA- aware TCP wi ||l behave simlarly to any TCP sender and all ow an
MPA- aware TCP to enjoy the theoretical performance limts of the

al gorithns.

In summary, the ULP nessages generated at the sender (e.g., the
anount of nessages grouped for every transm ssion request) and
message size distribution has the nost significant inpact over the
nunmber of TCP segnents emtted. The worst case effect for certain
ULPs (with average nessage size of EMSS/ 2+1 to EMSS), is bounded by
an increase of up to 2x in the nunber of TCP segnents and

acknowl edges. In reality the effect is expected to be marginal.
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2 Receiver inplenentation
Transport & Network Layer Reassenbly Buffers:

The use of reassenbly buffers (either TCP reassenbly buffers or IP
fragnmentation reassenbly buffers) is inplenmentation dependent. Wen
MPA i s enabl ed, reassenbly buffers are needed if out of order packets
arrive and Markers are not enabled. Buffers are also needed if FPDU
Alignment is lost or if IP fragnentation occurs. This is because the
i ncom ng out of order segnent may not contain enough information for
MPA to process all of the FPDU. For cases where a re-segnenting

m ddl e box is present, or where the TCP sender is not MPA-aware, the
presence of markers significantly reduces the anmount of buffering
needed.

Recovery from | P Fragnentation nust be transparent to the MPA
Consuners.

.2.1 Network Layer Reassenbly Buffers

Most I P inplenmentations set the IP Don't Fragnent bit. Thus upon a
pat h MIU change, internedi ate devices drop the IP datagramif it is
too large and reply with an | CVWP nessage which tells the source TCP
that the path MIU has changed. This causes TCP to emt segnents
conformant wth the new path MIU size. Thus |IP fragnments under nost
condi tions should never occur at the receiver. But it is possible.

There are several options for inplenentation of network | ayer
reassenbly buffers:

1. drop any IP fragnents, and reply with an | CMP nessage accordi ng
to [ RFC792] (fragnentation needed and DF set) to tell the Renote
Peer to resize its TCP segnent

2. support an |IP reassenbly buffer, but have it of limted size
(possibly the sane size as the local link's MIU). The end Node
woul d normal |y never advertise a path MIU | arger than the | ocal
link MTU. It is recomrended that a dropped IP fragnment cause an
| CMP nessage to be generated according to RFC792.

3. multiple I P reassenbly buffers, of effectively unlimted size.

4. support an IP reassenbly buffer for the largest |IP datagram (64
KB)

5. support for a large |IP reassenbly buffer which could span
mul ti ple | P datagrans.

An i nplementation should support at |least 2 or 3 above, to avoid
dr oppi ng packets that have traversed the entire fabric.
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There is no end-to-end ACK for |IP reassenbly buffers, so there is no
flow control on the buffer. The only end-to-end ACK is a TCP ACK,

whi ch can only occur when a conplete |IP datagramis delivered to TCP.
Because of this, under worst case, pathological scenarios, the

| argest | P reassenbly buffer is the TCP receive wi ndow (to buffer

mul tiple I P datagrans that have all been fragnmented).

Note that if the Renote Peer does not inplenment re-segnentation of
the data stream upon receiving the CVW reply updating the path MU
it is possible to halt forward progress because the opposite peer
woul d continue to retransmt using a transport segnent size that is
too large. This deadl ock scenario is no different than if the fabric
MIU (not | ast hop MIU) was reduced after connection setup, and the
renote Node's behavior is not conpliant with [ RFC1122].

. 2.2 TCP Reassenbly buffers

A TCP reassenbly buffer is also needed. TCP reassenbly buffers are
needed if FPDU Alignnent is |ost when using TCP with MPA or when the
MPA FPDU spans nultiple TCP segnents. Buffers are also needed if
Mar kers are di sabl ed and out of order packets arrive.

Since lost FPDU Alignnent often neans that FPDUs are inconplete, an
MPA on TCP i npl enmentati on nmust have a reassenbly buffer |arge enough
to recover an FPDU that is less than or equal to the MIU of the
locally attached link (this should be the | argest possible advertised
TCP path MIU). If the MIUis smaller than 140 octets, the buffer MJST
be at |east 140 octets long to support the m ninum FPDU si ze. The
140 octets allows for the m ni rum MJULPDU of 128, 2 octets of pad, 2
of ULPDU Length, 4 of CRC, and space for a possible marker. As usual,
addi tional buffering may provide better performance.

Note that if the TCP segnent were not stored, it is possible to
deadl ock the MPA algorithm If the path MU is reduced, FPDU
Alignnment requires the source TCP to re-segnent the data streamto

t he new path MIU. The source MPA will detect this condition and
reduce the MPA segnent size, but any FPDUs al ready posted to the
source TCP wll be re-segnented and | ose FPDU Alignnent. If the
destination does not support a TCP reassenbly buffer, these segnents
can never be successfully transmtted and the protocol deadl ocks.

When a conplete FPDU is received, processing continues normally.

Culley et. al. Expires: April 2006 [ Page 64]



17

| NTERNET- DRAFT MPA Fram ng for TCP 27 Septenber 2005

.3 1 ETF I nplenentation Interoperability with RDMA Consortium Protocol s

The RDVA Consortiumcreated early specifications of the MPA/ DDP/ RDVA
protocol s and sone manufacturers created inplenentations of those
protocol s before the I ETF versions were finalized. These protocols
and are very simlar to the | ETF versions nmaking it possible for

i npl ementations to be created or nodified to support either set of
specifications. For those interested, the RDVA Consortium protocol
docunents can be obtained at http://ww.rdmaconsortium org.

In this section, inplenentations of MPA/ DDP/ RDVA that conformto the
RDMAC specifications are called "RDMAC RNI Cs". | npl enent ati ons of
MPA/ DDP/ RDVA t hat conformto the | ETF RFCs are called "I ETF RNI Cs".

Wt hout the exchange of MPA Request/Reply Frames, there is no
standard mechani smfor enabling RDMAC RNICs to interoperate with | ETF
RNICs. Even if a ULP uses a well-known port to start an |ETF RNIC

i medi ately in RDMA node (i.e., w thout exchanging the MPA

Request/ Reply nmessages), there is no reason to believe an I ETF RNIC
Wil interoperate with an RDMAC RNI C because of the differences in

t he version nunber in the DDP and RDVAP headers on the wre.

Therefore, the ULP or other supporting entity at the RDMAC RNI C nust

i npl ement MPA Request/Reply Franes on behalf of the RNIC in order to
negoti ate the connection paraneters. The follow ng section describes
the results follow ng the exchange of the MPA Request/Reply Franes
before the conversion from stream ng to RDVA node.

. 3.1 Negotiated Paraneters
Three types of RNICs are consi dered:

Upgraded RDMAC RNIC - an RNIC i npl enenting the RDMAC protocols which
has a ULP or other supporting entity that exchanges the MPA
Request/ Reply Frames in stream ng node before the conversion to
RDVA node.

Non-perm ssive |ETF RNIC - an RNIC i npl enenting the | ETF protocols
whi ch is not capable of inplenmenting the RDMAC protocols. Such
an RNIC can only interoperate with other | ETF RN Cs.

Perm ssive |ETF RNIC - an RNIC i npl enenting the | ETF protocols which
is capable of inplenenting the RDMAC protocols on a per
connection basis.

The Perm ssive |ETF RNIC is recommended for those inplenenters that
want maxi muminteroperability with other RNIC inpl enentations.
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The val ues used by these three RNIC types for the MPA, DDP, and RDVAP

versions as wel |l

as MPA markers and CRC are summarized in Figure 12.

SR o oSS T T Ty YU +
| RNIC TYPE | | DDP/ RDVAP | MPA MPA MPA |
| || Version | Revision Mar ker s CRC |
SR o T T T T T ey Uy Y +
SR o oSS T T Ty YU +
RDIVAC 0 0 1 1
SR o T T T T T ey Uy YU +
| ETF 1 1 Oor 1 Oor 1
Non- per m ssi ve
SRS o T T T T T ey Uy Y +
| ETF 1lor O 1lor O Oor 1 Oor 1
per m ssi ve
SR o T T T T T ey Uy Y +
Figure 12. Connection Paraneters for the RNIC Types.
For MPA markers and MPA CRC, enabl ed=1, di sabl ed=0.
It is assunmed there is no m xing of versions allowed between MPA, DDP
and RDVAP. The RNIC either generates the RDVMAC protocols on the wire

(version is zero) or the | ETF protocols (version is one).

During the exchange of the MPA Request/Reply Franes,
provides its MPA Revi sion,

l=enabl ed),

Fromthe information in the MPA Request/ Reply Franes,

Mar ker
and CRC preference.

each peer
preference (M 0=di sabl ed,

The MPA Revision provided in the MPA
Request Frane and the MPA Reply Frane may differ

each side sets

the Version field (V: 0O=RDMAC, 1=I ETF) of the DDP/ RDMAP protocol s as

well as the state of the Markers for each half connection. Between
DDP and RDVAP, no m xi ng of versions is allowed. Mreover, the DDP
and RDMAP version MJST be identical in the two directions. The RNIC

ei ther generates the RDVMAC protocols on the wire (version is zero) or
the I ETF protocols (version is one).

In the follow ng sections, the figures do not discuss CRC negotiation
because there is no interoperability issue for CRCs. Since the RDVAC
RNIC w Il always request CRC use, then, according to the | ETF MPA
specification, both peers MJST generate and check CRCs.

. 3.2 RDVAC RNI C and Non-perm ssive | ETF RNIC

Figure 13 shows that a Non-perm ssive | ETF RNI C cannot interoperate
with an RDMAC RNI C, despite the fact that both peers exchange MPA
Request/ Reply Frames. For a Non-perm ssive |ETF RNIC, the MPA
negoti ati on has no effect on the DDP/ RDMAP version and it is unable
to interoperate with the RDMAC RNI C
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The rows in the figure show the state of the Marker field in the MPA
Request Frame sent by the MPA Initiator. The colums show the state
of the Marker field in the MPA Reply Frame sent by the MPA Responder.
Each type of RNICis shown as an initiator and a responder. The
connection results are shown in the |ower right corner, at the
intersection of the different RNIC types, where V=0 is the RDVAC
DDP/ RDVAP version, V=1 is the | ETF DDP/ RDMAC version, M=0 neans MPA
mar kers are di sabl ed and M1 neans MPA markers are enabl ed. The
negoti ated marker state is shown as X/'Y, for the receive direction of
the initiator/responder.

T S T +
MPA | ] MPA |
CONNECT | ] Responder |
MODE +----------------- ++------- I I I +
RNI C | | RDMAC | | ETF |
TYPE | ] | Non-perm ssive|
S o T S A S R +
| MARKER| | M1 | M=O | M1
A S A o T S S S S +
S S S S ok SR S R S R +
RDVAC M=1 =0 cl ose cl ose
M=1/ 1
S A o T S S S S +
VPA M=0 cl ose =1 =1
Initiator | ETF M=0/ 0 M=0/ 1
Non- pernms. +------ FH------- F------- F------- +
ME1 cl ose =1 =1
M=1/ 0 Me1/ 1
A S A o T S S S S +
Figure 13: MPA negotiation between an RDMAC RNI C and a Non- perm ssive
| ETF RNI C.

.3.2.1 RDOMAC RNIC I nitiator

If the RDMAC RNIC is the MPA Initiator, its ULP sends an MPA Request
Frame with Rev field set to zero and the Mand C bits set to one.
Because the Non-perm ssive | ETF RNI C cannot dynam cal |y downgrade the
version nunber it uses for DDP and RDVAP, it would send an MPA Reply
Frane with the Rev field equal to one and then gracefully close the
connecti on.

.3.2.2 Non-Perm ssive |ETF RNIC I nitiator

If the Non-permssive |[ETF RNICis the MPA lnitiator, it sends an MPA
Request Frane with Rev field equal to one. The ULP or supporting
entity for the RDMAC RNIC responds wth an MPA Reply Frane that has
the Rev field equal to zero and the Mbit set to one. The Non-

perm ssive |ETF RNIC will gracefully close the connection after it
reads the inconpatible Rev field in the MPA Reply Frane.
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1]1. 3.3 RDMAC RNI C and Perm ssive | ETF RNIC

Figure 14 shows that a Perm ssive |ETF RNIC can interoperate with an
RDMAC RNI C regardl ess of its Marker preference. The figure uses the
sanme format as shown with the Non-perm ssive | ETF RN C.

T e +
MPA | ] MPA |
CONNECT | ] Responder |
MODE 4----------------- S gy Fommmmmmemeaaaa +
| RNI C || RDMVAC | | ETF |
| TYPE | ] | Perm ssive |
| L o e Feceanana Foceanan +
| | MARKER| | M1 | MO | MEL |
R R R I S gy R g R g +
S TP S I S I o e e e +
RDVAC M=1 =0 N A =0
M=1/ 1 M=1/1
R R I S gy R g R g +
MPA M=0 =0 =1 =1
[nitiator | ETF Me1/ 1 M=0/ 0 M=0/ 1
Per m ssive+------ - ------ +o----- +o----- +
M=1 =0 =1 =1
M=1l/ 1 M=1/ 0 Me1l/ 1
R R R I S gy R g R g +
Figure 14: MPA negoti ati on between an RDMAC RNI C and a Perm ssive
| ETF RNI C.

Atruly Permssive |ETF RNIC will recognize an RDVMAC RNIC fromthe
Rev field of the MPA Reg/ Rep Franmes and then adjust its receive

Mar ker state and DDP/ RDVAP version to accommodate the RDMAC RNIC. As
a result, as an MPA Responder, the Perm ssive IETF RNIC wi Il never
return an MPA Reply Frame with the Mbit set to zero. This case is
shown as a not applicable (NNA) in Figure 14.

.3.3.1 RDMAC RNIC I nitiator

When the RDOMAC RNIC is the MPA Ilnitiator, its ULP or other supporting
entity prepares an MPA Request nessage and sets the revision to zero
and the Mbit and C bit to one.

The Perm ssive | ETF Responder receives the MPA Request nessage and
checks the revision field. Since it is capable of generating RDVAC
DDP/ RDVAP headers, it sends an MPA Reply nessage with revision set to
zero and the Mand C bits set to one. The Responder nmust informits
ULP that it is generating version zero DDP/ RDVAP nessages.

.3.3.2 Permssive |ETF RNIC I nitiator

If the Perm ssive |IETF RNICis the MPA Initiator, it prepares the MPA
Request Franme setting the Rev field to one. Regardless of the val ue
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of the Mbit in the MPA Request Franme, the ULP or other supporting
entity for the RDOMAC RNIC will create an MPA Reply Frane wth Rev
equal to zero and the Mbit set to one.

When the Initiator reads the Rev field of the MPA Reply Franme and
finds that its peer is an ROMAC RNIC, it nust informits ULP that it
shoul d generate version zero DDP/ RDMAP nessages and enabl e MPA

mar kers and CRC.

11.3.4 Non- Perm ssive | ETF RNI C and Perm ssive | ETF RNI C

For conpl eteness, Figure 15 shows the results of MPA negotiation
bet ween a Non-perm ssive |ETF RNIC and a Perm ssive |ETF RNIC. The
inmportant point fromthis figure is that an | ETF RNI C cannot detect
whether its peer is a Perm ssive or Non-perm ssive RN C.

T o S TS +
MPA | ] MPA |
CONNECT | ] Responder |
MODE 4----------------- - Fommmmmmemeaaaa +
| RNI C | | | ETF | | ETF |
| TYPE | | Non-perm ssive| Permssive
| L o e Foceanan Feceanana Foceanan +
| | MARKER| | M=0 | M=1 | M=0 | M=1 |
R R R I S gy R g R g R g +
S TP S I S I o e e e e +
M=0 =1 =1 =1 =1
| ETF M=0/ 0 M=0/ 1 M=0/ 0 M=0/ 1
Non- pernms. +------ FH------- F------- F------- F------- +
M=l =1 =1 =1 =1
M=1/0 Me1/ 1 M=1/ 0 Me1/ 1
MPA  +----- - R I S gy R g R g R g +
[nitiator M=0 =1 =1 =1 =1
| ETF M=0/ 0 M=0/ 1 M=0/ 0 M=0/ 1
Per m ssive+------ - ------ +o----- +o----- +o----- +
M1 =1 =1 =1 =1
M=1/0 Me1/ 1 M=1/0 Me1/ 1
R R R I S gy R g R g R g +

Figure 15: MPA negotiation between a Non-perm ssive |ETF RNIC and a
Perm ssive | ETF RNI C
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