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Abst ract

Di sruptions in end-to-end path connectivity, which |last |onger than
one retransm ssion timeout, cause suboptimal TCP performance. The
reason for this performance degradation is that TCP interprets
segrment | oss induced by long connectivity disruptions as a sign of
congestion, resulting in repeated retransmni ssion tiner backoffs.
This, in turn, leads to a delayed detection of the re-establishnent
of the connection since TCP waits for the next retransm ssion tineout
before it attenpts a retransm ssion.

Thi s docunent proposes an algorithmto make TCP nore robust to |ong
connectivity disruptions (TCP-LCD). It describes how standard | CWMP
messages can be exploited during timeout-based | oss recovery to

di sanbi guate true congestion | oss from non-congestion | oss caused by
connectivity disruptions. Mreover, a reversion strategy of the
retransm ssion tiner is specified that enables a nore pronpt
detection of whether or not the connectivity to a previously

di sconnect ed peer node has been restored. TCP-LCD is a TCP sender-
only nodification that effectively inproves TCP perfornmance in case
of connectivity disruptions.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on January 30, 2011
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1. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

The reader should be famliar with the algorithmand terninology from
[ RFC2988], which defines the standard al gorithm Transm ssion Contro
Protocol (TCP) senders are required to use to conpute and nanage
their retransmssion tinmer. In this docunent, the terns
"retransmission tiner" and "retransnission timeout" are used as
defined in [RFC2988]. The retransm ssion timer ensures data delivery
in the absence of any feedback fromthe receiver. The duration of
this tinmer is referred to as retransm ssion tineout (RTO.

As defined in [RFCO793], the term "acceptabl e acknow edgnment (ACK)"
refers to a TCP segnent that acknow edges previously unacknow edged
data. The TCP sender state variable "SND. UNA" and the current

segnment variable "SEG SEQ' are used as defined in [RFC0793]. SND. UNA
hol ds the segnment sequence nunber of earliest segnent that has not
been acknow edged by the TCP receiver (the ol dest outstanding
segnment). SEG SEQ is the segnment sequence nunber of a given segnent.

For the purposes of this specification, we define the term"tineout-
based | oss recovery” that refers to the state that a TCP sender
enters upon the first tinmeout of the ol dest outstandi ng segnent
(SND. UNA) and | eaves upon the arrival of the *first* acceptable ACK
It is inmportant to note that other documents use a different
interpretation of the term"timeout-based | oss recovery". For
exanpl e, the NewReno nodification to TCP s Fast Recovery al gorithm
[ RFC3782] extents the period a TCP sender remains in timeout-based

| oss recovery conpared to the one defined in this docunent. This is
because [ RFC3782] attenpts to avoid unnecessary multiple Fast
Retransmits that can occur after an RTO

2. I nt roduction

Connectivity disruptions can occur in nmany different situations. The
frequency of connectivity disruptions depends on the properties of
the end-to-end path between the conmuni cating hosts. Wile
connectivity disruptions can occur in traditional w red networks,
e.g., caused by an unplugged network cable, the |ikelihood of their
occurrence is significantly higher in wireless (nulti-hop) networks.
Especially, end-host nobility, network topol ogy changes, and wirel ess
interferences are crucial factors. |In the case of the Transnission
Control Protocol (TCP) [RFCO793], the performance of the connection
can experience a significant reduction conpared to a pernmanently
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connected path [SESB0O5]. This is because TCP, which was originally
designed to operate in fixed and wired networks, generally assunes
that the end-to-end path connectivity is relatively stable over the
connection's lifetine.

Dependi ng on their duration, connectivity disruptions can be
classified into two groups [I|-D.schuetz-tcpmtcp-rlci]: "short" and
"long". A connectivity disruption is "short" if connectivity returns
before the retransmission timer fires for the first tine. 1In this
case, TCP recovers |ost data segnents through Fast Retransmit and

| ost acknow edgnents (ACK) through successfully delivered |ater ACKs.
Connectivity disruptions are declared as "long" for a given TCP
connection if the retransmission tiner fires at | east once before
connectivity is resuned. Wether or not path characteristics, like
the round trip time (RTT) or the avail abl e bandwi dth, have changed
when connectivity resunmes after a disruption is another inportant
aspect for TCP' s retransmni ssion scheme [|-D.schuetz-tcpmtcp-rlci].

Thi s docunent inproves TCP' s behavior in case of "long connectivity
di sruptions". In particular, it focuses on the period prior to the
re-establishnent of the connectivity to a previously disconnected
peer node. The docunent does not describe any nodifications to TCP' s
behavi or and its congestion control nechani sns [ RFC5681] after
connectivity has been restored.

When a |l ong connectivity disruption occurs on a TCP connection, the
TCP sender eventual ly does not receive any nore acknow edgnents.
After the retransmi ssion tinmer expires, the TCP sender enters the

ti meout - based | oss recovery and decl ares the ol dest outstanding
segrment (SND.UNA) as lost. Since TCP tightly couples reliability and
congestion control, the retransm ssion of SND.UNA is triggered
together with the reduction of the transnmission rate. This is based
on the assunption that segnent loss is an indication of congestion

[ RFC5681]. As long as the connectivity disruption persists, TCP will
repeat this procedure until the ol dest outstandi ng segnent has
successfully been acknow edged, or until the connection has tined
out. TCP inplementations that follow the recommended retransm ssion
timeout (RTO managenent of RFC 2988 [ RFC2988] doubl e the RTO after
each retransni ssion attenpt. However, the RTO growth may be bounded
by an upper limt, the nmaxi mum RTO, which is at |east 60s, but nmay be
| onger: Linux, for exanple, uses 120s. |If connectivity is restored
between two retransm ssion attenpts, TCP still has to wait until the
retransm ssion tiner expires before resumng transm ssion, since it
simply does not have any neans to know if the connectivity has been
re-established. Therefore, depending on when connectivity becones
avai l abl e again, this can waste up to a nmaxi mum RTO of possible
transm ssion tine.
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This retransm ssion behavior is not efficient, especially in
scenarios with |l ong connectivity disruptions. |In the ideal case, TCP
woul d attenpt a retransm ssion as soon as connectivity to its peer
has been re-established. 1In this docunent, we specify a TCP sender-
only nodification to provide robustness to | ong connectivity

di sruptions (TCP-LCD). The meno describes how the standard I nternet
Control Message Protocol (1CWP) can be exploited during timeout-based
| oss recovery to identify non-congestion |oss caused by |ong
connectivity disruptions. TCP-LCD s reversion strategy of the
retransm ssion tinmer enabl es higher-frequency retransni ssions and
thereby a pronpt detection when connectivity to a previously

di sconnect ed peer node has been restored. |If no congestion is
present, TCP-LCD approaches the ideal behavior.

3. Connectivity Disruption |Indication

If the queue of an internmediate router that is experiencing a link
out age can buffer all incom ng packets, a connectivity disruption
will only cause a variation in delay, which is handled well by TCP
i npl ementations using either Eifel [RFC3522], [RFC4015] or Forward
RTO Recovery (F-RTO [RFC5682]. However, if the link outage |asts
for too long, the router experiencing the link outage is forced to
drop packets, and finally to discard the according route. Means to
detect such link outages include reacting on failed address

resol ution protocol (ARP) [RFC0826] queries, unsuccessful |ink
sensing, and the like. However, this is solely in the responsibility
of the respective router

Note: The focus of this meno is on introducing a method how I CWP
messages may be exploited to i nprove TCP s perfornmance; how
different physical and link | ayer nechani sms bel ow t he network

| ayer may trigger |ICWMP destination unreachabl e nessages are out of
scope of this neno.

Provided that no other route to the specific destination exists, the
router will notify the correspondi ng sendi ng host about the dropped
packets via | CMP destination unreachabl e nessages of code 0 (net
unreachabl e) or code 1 (host unreachable) [RFCL1812]. Therefore, the
sendi ng host can use the | CVWP destination unreachabl e nessages of
these codes as an indication for a connectivity disruption, since the
reception of these nessages provide evidence that packets were
dropped due to a |link outage.

Note that there are also other | CVMP destination unreachabl e nessages
with different codes. Some of them are candi dates for connectivity
di sruption indications, too, but need further investigation. For
exanpl e, | CWP destination unreachabl e nessages with code 5 (source

Zi mrer mann & Hannemann Expires January 30, 2011 [ Page 6]



Internet-Draft Maki ng TCP nore Robust to LCDs July 2010

route failed), code 11 (net unreachable for TOS), or code 12 (host
unreachable for TOS) [RFC1812]. On the other hand, codes that flag
hard errors are of no use for this schene, since TCP should abort the
connection when those are received [RFC1122]. In the follow ng, the
term"1 CVMP unreachabl e nessage" is used as synonymfor | CWP
destination unreachabl e messages of code 0 or code 1.

The accurate interpretation of | CMP unreachabl e nessages as a
connectivity disruption indication is conplicated by the follow ng
two peculiarities of |ICMP nessages. First, they do not necessarily
operate on the sane tinescale as the packets, i.e., TCP segnents that
elicited them \When a router drops a packet due to a m ssing route,
it wll not necessarily send an | CMP unreachabl e nessage i medi ately,
but will rather queue it for later delivery. Second, |CVP nessages
are subject torate linmting, e.g., when a router drops a whol e

wi ndow of data due to a link outage, it is unlikely to send as nany

| CMP unreachabl e nmessages as dropped TCP segnents. Depending on the
| oad of the router, it may not even send any | CMP unreachabl e
messages at all. Both peculiarities originate from|[RFC1812].

Fortunately, according to [ RFCO792], |CMP unreachabl e nessages have
to contain in their body the entire Internet Protocol (IP) header

[ RFC0791] of the datagrameliciting the | CMP unreachabl e nessage,
plus the first 64 bits of the payload of that datagram This all ows
the sending host to match the 1 CVP error nessage to the transport
connection that elicited it. RFC 1812 [RFC1812] augnents these
requirenents and states that | CVP nessages should contain as rmuch of
the original datagram as possible without the Iength of the | CW

dat agram exceedi ng 576 bytes. Therefore, in case of TCP, at |east
the source port nunmber, the destination port number, and the 32-bit
TCP sequence nunber are included. This allows the originating TCP to
demul tiplex the received | CMP nessage and to identify the affected
connection. Moreover, it can identify which segnent of the
respective connection triggered the | CMP unreachabl e nessage, unl ess
there are several segnents in-flight with the same sequence nunber
(see Section 5.1).

A connectivity disruption indication in formof an | CVP unreachabl e
message associated with a presunably | ost TCP segnent provides strong
evi dence that the segnent was not dropped due to congestion, but was
successfully delivered as far as the reporting router. It therefore
did not witness any congestion at |least on that part of the path that
was traversed by both the TCP segment eliciting the | CMP unreachabl e
message as well as the | CMP unreachabl e nessage itself.
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4. Connectivity Disruption Reaction

Section 4.1 introduces the basic idea of TCP-LCD. The conplete
algorithmis specified in Section 4.2.

4. 1. Basi ¢ | dea

The goal of the algorithmis to pronptly detect when connectivity to
a previously disconnected peer node has been restored after a | ong
connectivity disruption, while retaining appropriate behavior in case
of congestion. TCP-LCD exploits standard | CMP unreachabl e nessages
during tineout-based |oss recovery. This increases TCP' s

retransm ssion frequency by undoing one retransm ssion tiner backoff
whenever an | CVP unreachabl e nessage is received that contains a
segment with a sequence nunber of a presunmably |ost retransni ssion

Thi s approach has the advantage of appropriately reducing the probing
rate in case of congestion. |If either the retransm ssion itself or
the corresponding | CMP nessage is dropped the previously perforned
retransm ssion tiner backoff is not undone, which effectively hal ves
the probing rate.

4.2. A gorithmDetails

A TCP sender that uses RFC 2988 [ RFC2988] to conpute TCP s

retransm ssion tinmer MAY enploy the foll owing schene to avoid over-
conservative retransnission tiner backoffs in case of |ong
connectivity disruptions. |If a TCP sender does inplenment the
followi ng steps, the algorithm MJST be initiated upon the first

ti meout of the ol dest outstandi ng segnent (SND. UNA) and MJUST be
stopped upon the arrival of the first acceptable ACK  The al gorithm
MUST NOT be re-initiated upon subsequent tineouts for the sane
segnment. The schene SHOULD NOT be used in SYN SENT or SYN RECEI VED
states [ RFCO793] (see Section 5.5).

A TCP sender that does not enpl oy RFC 2988 [ RFC2988] to conpute TCP' s
retransm ssion tinmer MJST NOT use TCP-LCD. W envision that the
schene coul d be easily adapted to algorithns others than RFC 2988.
However, we |eave this as future work.

In rule (2.5), RFC 2988 [ RFC2988] provides the option to place a
maxi mum val ue on the RTO Wien a TCP inplenents this rule to provide
an upper bound for the RTOQ it MJST al so be used in the follow ng
algorithm In particular, if the RTOis bounded by an upper linmt
(maxi rum RTO), the "MAX RTO' variable used in this scheme MJST be
initialized with this upper limt. Oherwise, if the RTOis
unbounded, the "MAX_RTO' variable MJST be set to infinity.
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The schene specified in this document uses the "BACKOFF_CNT"
variabl e, whose initial value is zero. The variable is used to count
the nunber of perforned retransm ssion tinmer backoffs during one

ti meout - based | oss recovery. Mreover, the "RTO BASE" variable is
used to recover the previous RTOif the retransm ssion tiner backoff
was unnecessary. The variable is initialized with the RTO upon
initiation of timeout-based | oss recovery.

(1) Before TCP updates the variable "RTO' when it initiates tineout-
based | oss recovery, set the variabl es "BACKOFF_CNT" and
"RTO BASE' as foll ows:

BACKCOFF_CNT : = 0;
RTO_BASE : = RTO

Proceed to step (R

(R} This is a placeholder for standard TCP' s behavi or in case the
retransm ssion tiner has expired. |In particular, if RFC 2988
[ RFC2988] is used, steps (5.4) - (5.6) of that algorithmgo
here. Proceed to step (2).

(2) To account for the expiration of the retransmission tiner in the
previous step (R), increment the "BACKOFF_CNT" vari abl e by one:

BACKOFF_CNT : = BACKOFF_CNT + 1.
(3) Wit either

for the expiration of the retransm ssion timer. \When the
retransm ssion tiner expires, proceed to step (R

or for the arrival of an acceptable ACK. Wen an acceptable
ACK arrives, proceed to step (A);

or for the arrival of an | CWMP unreachabl e nessage. Wen the
| CMP unr eachabl e nessage "I CMP_DU' arrives, proceed to step

(4).

(4) If "BACKOFF_CNT > 0", i.e., if at |least one retransm ssion timer
backoff can be undone, then

proceed to step (5);
el se

proceed to step (3).
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(5) Extract the TCP segnent header included in the | CVP unreachable
nmessage "1 CVMP_DU":

SEG : = Extract (I CMP_DU).

(6) If "SEG SEQ == SND.UNA", i.e., if the TCP segment "SEG'
eliciting the | CWP unreachabl e message "I CMP_DU' contains the
sequence nunber of a retransm ssion, then

proceed to step (7);
el se
proceed to step (3).
(7) Undo the last retransm ssion tiner backoff:

BACKOFF_CNT : = BACKOFF_CNT - 1;
RTO : = mi n( RTO BASE * 2°(BACKOFF_CNT), MAX_RTO).

(8) If the retransmission tinmer expires due to the undoing in the
previous step (7), then

proceed to step (R);
el se
proceed to step (3).

(A) This is a placeholder for standard TCP' s behavi or in case an
acceptabl e ACK has arrived. No further processing.

When a TCP in steady-state detects a segnent |oss using the
retransmi ssion timer, it enters the timeout-based | oss recovery and
initiates the algorithm (step 1). It adjusts the slow start
threshold (ssthresh), sets the congestion wi ndow (CAND) to one
segnment, backs off the retransmission tiner, and retransnits the
first unacknow edged segnent (step R) [ RFC5681], [RFC2988]. To
account for the expiration of the retransm ssion tiner, the TCP
sender increnments the "BACKOFF_CNT" variable by one (step 2).

In case the retransm ssion tiner expires again (step 3a), a TCP wll
repeat the retransmssion of the first unacknow edged segnent and
back off the retransm ssion tiner once nore (step R) [RFC2988], as
well as increnent the "BACKOFF_CNT" variable by one (step 2). Note
that a TCP may inplenment RFC 2988 s [ RFC2988] option to place a
maxi mum val ue on the RTO that may result in not performng the
retransm ssion tinmer backoff. However, step (2) MJST al ways and

Zi mrer mann & Hannemann Expires January 30, 2011 [ Page 10]



Internet-Draft Maki ng TCP nore Robust to LCDs July 2010

uncondi tionally be applied, no matter whether or not the
retransmssion tiner is actually backed off. In other words, each
time the retransm ssion tiner expires, the "BACKOFF_CNT" vari abl e
MUST be incremented by one.

If the first received packet after the retransmi ssion(s) is an
acceptable ACK (step 3b), a TCP will proceed as normal, i.e., slow
start the connection and term nate the algorithm (step A). Later

| CMP unreachabl e nessages fromthe just term nated tineout-based | oss
recovery are ignored, since the ACK clock is already restarting due
to the successful retransmi ssion

On the other hand, if the first received packet after the

retransm ssion(s) is an | CMP unreachabl e nessage (step 3c), and if
step (4) pernmits it, TCP SHOULD undo one backoff for each | CWwW
unreachabl e nessage reporting an error on a retransm ssion. To
decide if an | CMP unreachabl e nessage was elicited by a

retransm ssion, the sequence nunber it contains is inspected (step 5,
step 6). The undo is performed by re-calculating the RTOw th the
decrenent ed "BACKOFF_CNT" variable (step 7). This calculation
explicitly matches the (bounded) exponential backoff specified in
rule (5.5) of [RFC2988].

Upon recei pt of an | CVWP unreachabl e nmessage that legitimately undoes
one backoff, there is the possibility that the shortened

retransm ssion tiner has already expired (step 8). Then, TCP SHOULD
retransmt immediately. In case the shortened retransm ssion tinmer
has not yet expired, TCP MJST wait accordingly.

5. Di scussi on of TCP-LCD

TCP-LCD takes caution to only react to connectivity disruption
indications in the formof |CMP unreachabl e messages during tineout-
based | oss recovery. Therefore, TCP's behavior is not altered when
ei ther no | CVWP unreachabl e nessages are received, or the

retransm ssion tiner of the TCP sender did not expire since the |ast
recei ved acceptable ACK. Thus, by defintion, the algorithmtriggers
only in the case of long connectivity disruptions.

Only such | CWP unreachabl e nessages that contain a TCP segnent with a
the sequence nunber of a retransmission, i.e., contain SND. UNA, are
eval uated by TCP-LCD. All other |ICWP unreachabl e nessages are
ignored. The arrival of those |ICMP unreachabl e nessages provides
strong evidence that the retransm ssions were not dropped due to
congestion, but were successfully delivered to the reporting router
In other words, there is no evidence for any congestion at |east on
that very part of the path that was traversed by both the TCP segnent
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eliciting the | CVP unreachabl e message as well as the | CW
unreachabl e nessage itself.

However, there are sone situations where TCP-LCD nakes a fal se
decision and incorrectly undoes a retransmni ssion tiner backoff. This
can happen, even when the received | CMP unreachabl e nessage contai ns
the segment nunber of a retransm ssion (SND. UNA), because the TCP
segnent that elicited the | CVP unreachabl e nessage may either not be
a retransm ssion (Section 5.1), or does not belong to the current

ti meout - based | oss recovery (Section 5.2). Finally, packet
duplication (Section 5.3) can also spuriously trigger the algorithm

Section 5.4 discusses possible probing frequencies, while Section 5.6
describes the notivation for not reacting to | CMP unreachabl e
messages while TCP is in steady-state.

5.1. Retransnission Anbiguity

Hi storically, the retransm ssion anbiguity problem]|[zh86], [KP87] is
the TCP sender’s inability to distinguish whether the first
acceptable ACK after a retransnission refers to the origina
transmission or to the retransm ssion. This problemoccurs after
both a Fast Retransnmit and a tineout-based retransmit. However,
nmodern TCP inpl ementations can elimnate the retransni ssion anbiguity
with either the help of Eifel [RFC3522], [RFC4015] or Forward RTO
Recovery (F-RTO [ RFC5682].

The reversion strategy of the given algorithmsuffers froma form of
retransm ssion anmbiguity, too. |In contrast to the above case, TCP
suffers fromanbiguity regardi ng | CVMP unreachabl e nessages recei ved
during tineout-based |oss recovery. Wth the TCP segnent nunber
included in the | CVMP unreachabl e nessage, a TCP sender is not able to
determine if the | CMP unreachabl e nessage refers to the origina
transm ssion or to any of the tineout-based retransm ssions. That

is, there is an anbiguity with regards to which TCP segnent an | CWP
unr eachabl e nessage reports on

However, this anbiguity is not considered to be a problemfor the
algorithm The assunption that a received | CMP nessage provi des

evi dence that a non-congestion |oss caused by the connectivity

di sruption was wongly considered a congestion loss still holds,
regardl ess to which TCP segment, transm ssion or retransm ssion, the
message refers

5.2. Wapped Sequence Nunbers

Besi des the ambi guity whether a received | CMP unreachabl e nessage
refers to the original transm ssion or to any of the retransm ssions,
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there is another source of anbiguity related to the TCP sequence
nunbers contained in | CVP unreachabl e nessages. For high bandw dth
pat hs, the sequence space may wap quickly. This nmigth cause that
del ayed | CMP unr eachabl e nessages nmay coincidentally fit as valid
input in the proposed scheme. As a result, the schene nmay
incorrectly undo retransmi ssion timer backoffs. Chances for this to
happen are mnuscule, since a particular |ICVMP nessage would need to
contain the exact sequence nunber of the current ol dest outstanding
segrment (SND. UNA), while at the sane tine TCP is in tineout-based

| oss recovery. However, two "worst case" scenarios for the algorithm
are possible:

For instance, consider a steady state TCP connection, which will be
disrupted at an internediate router R due to a link outage. Upon the
expiration of the RTO the TCP sender enters the tineout-based | oss
recovery and starts to retransnmit the earliest segnment that has not
been acknow edged (SND. UNA). For sone reason, router R delays al
correspondi ng | CMP unreachabl e messages so that the TCP sender backs
the retransmission tiner off normally w thout any undoing. At the
end of the connectivity disruption, the TCP sender eventually detects
the re-establishnent, | eaves the schene and finally the tineout-based
| oss recovery, too. A sequence nunber wap-around |ater, the
connectivity between the two peers is disrupted again, but this tinme
due to congestion and exactly at the tinme at which the current

SND. UNA mat ches the SND. UNA fromthe previous cycle. |If router R
emts the delayed | CVMP unreachabl e nessages now, the TCP sender woul d
incorrectly undo retransmission tinmer backoffs. As the TCP sequence
nunber contains 32 bits, the probability of this scenario is at nost
1/27~32. dven sufficiently many retransmi ssions in the first

ti meout - based | oss recovery, the correspondi ng | CMP unreachabl e
messages coul d reduce the RTOin the second recovery at nost to

"RTO BASE". However, once the | CVP unreachabl e nessages are

depl eted, the standard exponential backoff will be perforned. Thus,
the congestion response will only be del ayed by sone fal se

retransm ssions.

Simlar to the above, consider the case where a steady state TCP
connection with n segnents in flight will be disrupted at sone point
due to a link outage at an internediate router R For each segnent in
flight, router R may generate an | CMP unreachabl e nessage. However
due to sone reason it delays them Once the link outage is over and
the connection has been re-established, the TCP sender | eaves the
schene and slowstarts the connection. Follow ng a sequence nunber
wrap-around, a retransmi ssion tineout occurs, just at the nonent the
TCP sender’s current wi ndow of data reaches the previous range of the
sequence nunber space again. |In case router Renits the del ayed | CW
unreachabl e nessages now, spurious undoing of the retransni ssion

ti mer backoff is possible once, if the TCP segnment nunber cont ai ned
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in | CVWP unreachabl e nessages mat ches the current SND. UNA, and the
timeout was a result of congestion. In the case of another
connectivity disruption, the additional undoing of the retransmn ssion
ti mer backoff has no inpact. The probability of this scenario is at
nost n/2732.

5.3. Packet Duplication

In case an internedi ate router duplicates packets, a TCP sender nmay
recei ve nore | CVP unreachabl e nessages during tineout-based | oss
recovery than sent timeout-based retransnissions. However, since
TCP-LCD keeps track of the nunber of performed retransm ssion timer
backoffs in the "BACKOFF_CNT" variable, it will not undo nore
retransm ssion tiner backoffs than were actual |y perforned.
Neverthel ess, if packet duplication and congestion coincide on the
pat h between the two conmuni cating hosts, duplicated | CMP nessages
coul d hide the congestion |oss of some retransm ssions or | CW
messages, and the algorithmmay incorrectly undo retransm ssion timer
backoffs. Considering the overall inpact of a router that duplicates
packets, the additional |oad i nduced by sone spurious tineout-based
retransmts can probably be negl ected.

5.4. Probing Frequency

One could argue that if an | CVMP unreachabl e nessage arrives for a

ti meout - based retransm ssion, the RTO shall be reset or recal cul at ed,
simlar to what is done when an ACK arrives during tineout-based |oss
recovery (see Karn's algorithm|[KP87], [RFC2988]), and a new
retransm ssion should be sent inmediately. Generally, this would
all ow for a nmuch hi gher probing frequency based on the round trip
time up to the router where connectivity has been disrupted.

However, we believe the current schene provides a good trade-off

bet ween conservati ve behavi or and fast detection of connectivity re-
establ i shrment .

5.5. Reaction during Connection Establishment

It is possible that a TCP sender enters tineout-based | oss recovery
whil e the connection is in SYN SENT or SYN RECElI VED states [RFC0793].
The al gorithm described in this document could al so be used for

faster connection establishnent in networks with connectivity

di sruptions. However, because existing TCP inplementations [ RFC5461]
al ready interpret |ICMP unreachabl e nessages during connection
establ i shnent and abort the correspondi ng connection, we refrain from
suggesting this.
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5.6. Reaction in Steady-State

Anot her exploitation of | CWP unreachabl e nessages in the context of
TCP congestion control might seem appropriate in case the | CW

unr eachabl e message is received while TCP is in steady-state, and the
message refers to a segnent fromw thin the current wi ndow of data

As the RTT up to the router that generated the | CMP unreachabl e
message is likely to be substantially shorter than the overall RTT to
the destination, the | CMP unreachabl e nessage may very well reach the
originating TCP while it is transmitting the current wi ndow of data.
In case the remaining window is large, it night seemappropriate to
refrain fromtransnmitting the remai ning window as there is tinely
evidence that it will only trigger further |ICMP unreachabl e nmessages
at the very router. Although this pronises inprovenent froma

wast age perspective, it nay be counterproductive froma security
perspective. An attacker could forge such | CMP nessages, thereby
forcing the originating TCP to stop sending data, very simlar to the
bli nd throughput-reduction attack nmentioned in [ RFC5927].

An additional consideration is the following: in the presence of

mul ti-path routing, even the receipt of a legitimte | CMP unreachabl e
message cannot be exploited accurately, because there is the
possibility that only one of the nultiple paths to the destination is
suffering froma connectivity disruption, which causes | CWP

unr eachabl e nessages to be sent. Then, however, there is the
possibility that the path along which the connectivity disruption
occurred contributed considerably to the overall bandw dth, such that
a congestion response is very well reasonable. However, this is not
necessarily the case. Therefore, a TCP has no neans except for its

i nherent congestion control to decide on this matter. Al in all, it
seens that for a connection in steady-state, i.e., not in timeout-
based | oss recovery, reacting on | CVMP unreachabl e nessages in regard
to congestion control is not appropriate. For the case of tineout-
based retransni ssions, however, there is a reasonabl e congestion
response, which is skipping further retransm ssion timer backoffs
because there is no congestion indication - as described above.

6. Dissolving Anbiguity Issues using the TCP Ti nestanps Option

If the TCP Ti mestanps option [RFC1323] is enabled for a connection, a
TCP sender SHOULD use the followi ng algorithmto dissolve the
anbiguity issues nentioned in Sections 5.1, 5.2, and 5.3. In
particular, both the retransni ssion anbiguity and the packet
duplication problens are prevented by the followi ng TCP-LCD vari ant.
On the other hand, the false positives caused by wapped sequence
nunbers cannot be conpletely avoided, but the likelihood is further
reduced by a factor of 1/2732 since the Timestanp Value field (TSval)
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of the TCP Tinmestanps Option contains 32 bits.

Hence, inplenenters may choose to inplenent the TCP-LCD with the
foll owi ng nodifications.

Step (1) is replaced by step (1'):

(1') Before TCP updates the variable "RTO'" when it initiates
ti meout - based | oss recovery, set the variabl es "BACKOFF_CNT"
and "RTO BASE" and the data structure "RETRANS TS" as foll ows:

BACKOFF_CNT : = 0;

RTO BASE : = RTO

RETRANS_TS : = [].
Proceed to step (R).

Step (2) is extended by step (2b):

(2b) Store the value of the Tinmestanp Value field (TSval) of the TCP
Ti mestanps option included in the retransm ssion "RET" sent in
step (R) into the "RETRANS TS" data structure:

RETRANS_TS. add( RET. TSval )

Step (6) is replaced by step (6'):

(6") If "SEG SEQ == SND. UNA && RETRANS TS. exi sts(SEQ TSval )", i.e.,
if the TCP segnment "SEG' eliciting the | CVP unreachabl e nessage
"I CMP_DU' contains the sequence nunber of a retransnission, and
the value in its Tinestanp Value field (TSval) is valid, then

proceed to step (7');
el se

proceed to step (3).

Step (7) is replaced by step (7'):

(7") Undo the last retransmi ssion timer backoff:
RETRANS_TS. r enove( SEQ TSval ) ;
BACKOFF_CNT : = BACKOFF_CNT - 1;
RTO : = mi n(RTO_BASE * 27( BACKOFF_CNT), MAX_RTO).

The downside of the this variant is twofold. First, the
nmodi fi cations come at a cost: the TCP sender is required to store the
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ti mestanps of all retransm ssions sent during one tineout-based |oss
recovery. Second, this variant can only undo a retransnission tinmer
backoff if the internediate router experiencing the Iink outage

i mpl ements [ RFC1812] and chooses to include as many nore than the
first 64 bits of the payload of the triggering datagram as are
needed to include the TCP Ti nestanps option in the | CMP unreachabl e
nmessage.

7. Interoperability |ssues

This section discusses interoperability issues related to introducing
TCP- LCD

7.1. Detection of TCP Connection Fail ures

TCP-LCD may have side-effects on TCP inplenentations that attenpt to
detect TCP connection failures by counting tineout-based

retransm ssions. [RFCl1122] states in Section 4.2.3.5 that a TCP host
must handl e excessive retransn ssions of data segnents with two
thresholds R1L and R2 that measure the nunber of retransni ssions that
have occurred for the same segnent. Both thresholds might either be
measured in time units or as a count of retransm ssions.

Due to TCP-LCD s reversion strategy of the retransmission tiner, the
assunption that a certain nunber of retransm ssions corresponds to a
specific tine interval no longer holds, as additional retransm ssions
may be performed during tinmeout-based-|oss recovery to detect the end
of the connectivity disruption. Therefore, a TCP enpl oying TCP-LCD
either MJST neasure the thresholds Rl and R2 in time units or, in
case Rl and R2 are counters of retransm ssions, MJST convert them
into tine intervals, which correspond to the tinme an unnodified TCP
woul d need to reach the specified nunber of retransm ssions.

7.2. Explicit Congestion Notification

Wth Explicit Congestion Notification (ECN) [RFC3168], ECN-capable
routers are no longer linmted to dropping packets to indicate
congestion. |Instead, they can set the Congestion Experienced (CE)
codepoint in the I P header to indicate congestion. Wth TCP-LCD, it
may happen that during a connectivity disruption, a received | CW
unr eachabl e nessage has been elicited by a tinmeout-based

retransm ssion that was nmarked with the CE codepoi nt before reaching
the router experiencing the link outage. In such a case, a TCP
sender MJST, corresponding to [ RFC3168] (Section 6.1.2), additionally
reset the retransmission tinmer in case the algorithmundoes a
retransm ssion tinmer backoff.
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7.3. ICVP for |IP version 6

RFC 4443 [ RFC4443] specifies the Internet Control Message Protoco
(1CWPv6) to be used with the Internet Protocol version 6 (IPv6)

[ RFC2460]. From TCP-LCD s point of view, it is inportant to notice
that for 1Pv6, the payload of an | CVWPv6 error messages has to include
as many bytes as possible fromthe | Pv6 datagramthat elicited the

| CMPv6 error nessage, w thout nmaking the error nessage exceed the

m ninmum | Pv6 MIU (1280 bytes) [RFC4443]. Thus, nore information is
avai l abl e for TCP-LCD than in the case of |Pv4.

The counterpart of the | CMPv4 destinati on unreachabl e message of code
0 (net unreachable) and of code 1 (host unreachable) is the | CVWPv6
destination unreachabl e nessage of code O (no route to destination)

[ RFC4443]. As with IPv4, a router should generate an | CMPv6
destination unreachabl e nessage of code 0 in response to a packet
that cannot be delivered to its destination address because it |acks
a matching entry in its routing table. As a result, TCP-LCD can
enploy this ICMPv6 error nessages as connectivity disruption

i ndi cation, too.

7.4. TCP-LCD and | P Tunnel s

It is worth noting that I P tunnels, including | Psec [ RFC4301], IP in
| P [ RFC2003], Generic Routing Encapsul ation (GRE) [ RFC2784], and
others are conpatible with TCP-LCD, as long as the received | CWP

unr eachabl e nessages can be denultipl exed and extracted appropriately
by the TCP sender during tinmeout-based | oss recovery.

If, for exanple, end-to-end tunnels like IPsec in transport node

[ RFC4A301] are enployed, a TCP sender may receive | CMP unreachabl e
messages where additional steps, e.g., decrypting in step (5) of the
algorithm are needed to extract the TCP header fromthese | CWP
messages. Provided that the received | CWP unreachabl e nessage

contains enough information, i.e., SEQ SEGis extractable, this
information can still be used as a valid input for the proposed
al gorithm

Li kewi se, if I P encapsulation |like [RFC2003] is used in sone part of
the path between the comunicating hosts, the tunnel ingress node may
receive the | CWP unreachabl e messages froman internedi ate router
experiencing the |ink outage. Nevertheless, the tunnel ingress node
may replay the | CMP unreachabl e nessages in order to informthe TCP
sender. |If enough information is preserved to extract SEQ SEG the
repl ayed | CMP unr eachabl e messages can still be used in TCP-LCD.
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8.

Rel ated Wrk

Several nethods that address TCP's problens in the presence of
connectivity disruptions have been proposed in literature. Sone of
themtry to inprove TCP' s performance by nodifying | ower layers. For
exanple, [SM)3] introduces a "smart link [ayer", which buffers one
segnment for each active connection and replays these segnents upon
connectivity re-establishnment. This approach has a serious drawback
previously stateless internediate routers have to be nodified in
order to inspect TCP headers, to track the end-to-end connection, and
to provide additional buffer space. This |eads to an additional need
of menory and processing power.

On the other hand, stateless link |layer schenes, as proposed in

[ RFC3819], which unconditionally buffer some small nunber of packets
may have another problem if a packet is buffered | onger than the
maxi mum segnent lifetime (MSL) of 2 min [RFCO793], i.e., the

di sconnection | asts | onger than MsL, TCP' s assunption that such
segrments will never be received will no |onger be true, violating
TCP's semantics [I-D. eggert-tcpmtcp-retransmt-now.

O her approaches, |ike TCP-F [CRVPO1l] or the Explicit Link Failure
Notification (ELFN) [HV02] informa TCP sender about a disrupted path
by speci al nmessages generated and sent frominternediate routers. In
the case of a link failure, the TCP sender stops sending segnents and
freezes its retransnission tiners. TCP-F stays in this state and
remains silent until either a "route establishment notification" is
received or an internal timer expires. |In contrast, ELFN
periodically probes the network to detect connectivity re-
establishnent. Both proposals rely on changes to internediate
routers, whereas the schene proposed in this docunent is a sender-
only nodification. Moreover, ELFN does not consider congestion and
may i npose serious additional |oad on the network, depending on the
probe interval

The aut hors of ATCP [LS01] propose enhancenents to identify different
types of packet |oss by introducing a |ayer between TCP and I P. They
utilize 1 CQVvP destination unreachabl e nessages to set TCP' s receiver
advertised wi ndow to zero, thus forcing the TCP sender to perform
zero wi ndow probing with an exponential backoff. |CMP destination
unr eachabl e messages that arrive during this probing period are
ignored. This approach is nearly orthogonal to this docunent, which
exploits | CMP nessages to undo a retransm ssion tinmer backoff when
TCP is already probing. |In principle, both nechanisns could be

conbi ned. However, due to security considerations, it does not seem
appropriate to adopt ATCP s reaction, as discussed in Section 5.6.

Schuetz et al. [I-D.schuetz-tcpmtcp-rlci] describe a set of TCP
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extensions that inprove TCP s behavior when transmtting over paths
whose characteristics can change rapidly. Their proposed extensions
nmodi fy the | ocal behavior of TCP and introduce a new TCP option to
signal locally received connectivity-change indications (CCls) to
renote peers. Upon receipt of a CCl, they re-probe the path
characteristics either by perform ng a specul ative retransm ssion or
by sending a single segnent of new data, depending on whether the
connection is currently stalled in exponential backoff or
transmtting in steady-state, respectively. The authors focus on
speci fying TCP response nechani sns, neverthel ess underlying |ayers
woul d have to be nodified to explicitly send CCls to nake these

i medi at e responses possi bl e.

9. | ANA Consi derati ons

This meno includes no request to | ANA

10. Security Considerations

The al gorithm proposed in this docunent is considered to be secure.
For exanple, an attacker who already guessed the correct four-tuple
(i.e., Source | P Address, Source TCP port, Destination |P Address,
and Destination TCP port), can still not make a TCP nodified with
TCP-LCD fl ood the network just by sending forged | CMP unreachabl e
messages in an attenpt to nmaliciously shorten the retransni ssion
timer. The attacker additionally would need to guess the correct
segment sequence nunber of the current timeout-based retransm ssion
with a probability of at mpbst 1/2732. Even in the case of man-in-
the-m ddl e attacks, i.e., attacks perforned in scenarios in which the
attacker can sniff the retransm ssions, the inpact on network load is
considered to be low, since the retransmi ssion frequency is linmted
by the RTO that was conputed before TCP had entered the tineout-based
| oss recovery. Hence, the highest probing frequency is expected to
be even | ower than once per mnimum RTO, i.e. 1s as specified by

[ RFC2988] .
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A 1.

Changes fromdraft-ietf-tcpmtcp-1lcd-01

I ncorporated feedback submitted by Lars Eggert
Changes fromdraft-ietf-tcpmtcp-1cd-00
Editori al changes.

Clarified TCP-LCD s behavi our during connection establishnent
(Thanks to Mark Handl ey).

Changes from draft-zi mrer mann-tcp-1 cd-02

I ncorporated feedback submtted by Il po Jarvinen
<http://ww.ietf.org/mail-archive/web/tcpnicurrent/nsg04841. htnl >

I ncorporated feedback subnmitted by Pasi Sarol ahti .
<http://ww.ietf.org/mail-archive/web/tcpnl current/nsg04870. htnl >

I ncorporated feedback submitted by Joe Touch
<http://ww.ietf.org/mail-archive/web/tcpnicurrent/nsg04895. htnl >
<http://wwv. ietf.org/ mail-archive/web/tcpnf current/nsg04900. htm >

Ext ended and reorgani zed the di scussion (Section 5):

* Every discussion itemgot its ow title, so that we have a
better overview.

* Extended Retransnission Anbiguity section. Added al so sone
references to the historical retransnission anbiguity problem

* Heavily extended di scussion about wrapped sequence nunbers (see
Joe’s coments).

* Described the influence of packet duplication on the algorithm
(Thanks to Il po).

* The section "Protecting Agai nst M sbehaving Routers” is not a
subsection anynore. Moreover, the section was renaned to
"Di ssol ving Ambi guity |Issues" and has now real content.

An interoperability issues section (Section 7) was added. In
particul ar comments to ECN, | CMPv6, and to the two thresholds Rl
and R2 of [RFC1122] (Section 4.2.3.5) were added.

M scel | aneous editorial changes. |In particular, the algorithm has
a nane now. TCP-LCD

Zi mrer mann & Hannemann Expires January 30, 2011 [ Page 24]



Internet-Draft Maki ng TCP nore Robust to LCDs July 2010

A 4.

(0]

Changes from draft-zi mrer mann-tcp-1cd-01

The algorithmin Section 4.2 was slightly changed. |Instead of
reverting the last retransm ssion tinmer backoff by halving the
RTO, the RTOis recalculated with help of the "BACKOFF_CNT"
variable. This fixes an issue that occurred when the

retransm ssion tiner was backed of f but bounded by a maxi mum
value. The algorithmin the previous version of the draft, would
have "reverted" to half of that nmaxi num val ue, instead of using
the val ue, before the RTO was doubl ed (and then bounded).

M scel | aneous editorial changes.

Changes fromdraft-zi nmer mann-tcp-1cd-00

M scel | aneous editorial changes in Section 1, 2 and 3.

The docunent was restructured in Section 1, 2 and 3 for easier
reading. The notivation for the algorithmis changed according
TCP's problemto di sanbi guate congestion from non-congestion | oss.
Added Section 4.1.

The algorithmin Section 4.2 was restructured and sinplified:

* The special case of the first received | CVWP destination
unreachabl e nessage after an RTO was renoved.

*  The "BACKCOFF_CNT" variable was introduced so it is no |onger
possible to performnore reverts than backoffs.

The di scussion in Section 5 was inproved and expanded according to
the al gorithm changes
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