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Abstract

Thi s docunment presents a taxononmy of "Alternative Network

depl oynents", and a set of definitions and shared properties. It
al so di scusses the technol ogi es enpl oyed in these network

depl oynments, and their differing architectural characteristics.

The term "Alternative Network Depl oynments” includes a set of network
access nodel s that have energed in the |ast decade with the ai m of
bringing Internet connectivity to people, using topological,
architectural and business nodels different fromthe so-called
“"traditional" ones, where a conpany depl oys or |eases the network
infrastructure for connecting the users, who pay a subscription fee
to be connected and nake use of it.

Several initiatives throughout the world have built | arge scale
alternative Networks, using predomnantly wrel ess technol ogi es

(i ncluding long distance) due to the reduced cost of using the

unl i censed spectrum Wred technol ogi es such as fiber are al so used
in sone of these alternate networks. There are several types of
alternate networks: comunity networks, which are sel f-organi zed and
decentral i zed networks wholly owned by the community; networks owned
by individuals who act as wireless internet service providers
(WSPs); networks owned by individuals but |eased out to network
operators who use themas a | owcost nmediumto reach the underserved
popul ation, and finally there are networks that provide connectivity
by sharing wirel ess resources of the users.
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The energence of these networks can be notivated by different causes
such as the reluctance, or the inpossibility, of network operators to
provide wired and cellular infrastructures to rural/renote areas. In
t hese cases, the networks have self sustainabl e business nodel s that
provide nore | ocalized conmuni cation services as well as Internet
backhaul support through peering agreenents with traditional network
operators. Some other tines, networks are built as a conpl enent and
an alternative to commercial Internet access provided by
“"traditional” network operators.

The present classification considers different existing network
nodel s such as Community Networ ks, open wreless services, user-
extensi ble services, traditional |ocal Internet Service Providers
(I'SPs), new global 1SPs, etc. Different criteria are used in order
to build a classification as e.g., the ownership of the equipnent,
the way the network is organi zed, the participatory nodel, the
extensibility, if they are driven by a comunity, a conpany or a

| ocal stakehol der (public or private), etc.

According to the devel oped taxonony, a characterization of each kind
of network is presented in terns of specific network characteristics
related to architecture, organization, etc.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."”

This Internet-Draft will expire on January 2, 2016.
Copyright Notice

Copyright (c) 2015 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunment is subject to BCP 78 and the | ETF Trust’s Legal

Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1

[

NN

WwWwWww N

el

. 5.

1.
2.
. 3.
4.

U
1.

5

5

I nt roduction 4
1 Tradi tional netmorks . . 5
2. Criteria for the cIaSS|f|cat|on of Alternatlve hbtmorks . 5
1.2.1. Commercial nodel / pronoter 5
1.2.2. Goals and notivation 6
1.2.3. Admnistrative nodel . 6
1.2.4. Technol ogi es enployed . 6
1.2.5. Typical scenarios . 7
Classification of Alternative hbtmorks 7
1. Community Networks 7
2.1.1. Free Networks . .o . 9
2 Wrel ess Internet Service PrOV|ders WVSPS . 10
3 Shared infrastructure nodel . . 11
4 Crowdshared approaches, |ed by the people and th|rd party
st akehol ders . 12
Test beds for research purposes . . 15
Scenari os where Alternative Networks are deployed . 15
Digital Divide and Alternative Networks . 15
Urban vs. rural areas . . 17
Gap between denmanded and prOV|ded connunlcatlons serV|ces 18
Topol ogy patterns followed by Alternative Networks 18
Technol ogi es enployed . Coe e 19
1. Wred . . 19
2. Wreless 19
4.2.1. Antennas . . . . . . 19
4.2.2. Physical link Iength 20
4.2.2.1. Line-of-Sight . 20
4.2.2.2. Transmtted and Recelved Pomer .o . 20
4.2.3 Medi a Access Contr ol (h#«) Pr ot ocol s for VVreIess
Links . . . . . e
4.2.3.1. 802.11 (VV F|) e~ |
4.2.3.2. GM. . . . 4
4.2.3.3. Dynamc Spectrun1 22 |
pper layers . . . . . . . . . . . . . . . . .. ... ... 24
Layer 3 . . C e e e e s s 24
1.1, 1P addreSS|ng 2
.1.2. Routing protocols . . . e e e . . . . . . . 25
5.1.2.1. Traditional routing protocols e e e e .. .. .. 25
5.1.2.2. Mesh routing protocols . . . . . . . . . . . . . 25

Sal dana,

et al. Expi res January 2, 2016 [ Page 3]



I nternet-Draft Al ternative Network Depl oynents July 2015

5.2. Transport layer . . . . . . . . . . . . . . . . . . . . . 26
5.2.1. Traffic Managenent when sharing network resources . . 26
5.2.2. Milti-hopissues . . . . . . . . . . . . . . . . . . 26

5.3. Services provided . . . . . . . . . . . . . . . . . ... 27
5.3.1. Intranet services . . . . . . . . . . . . . . . . . . 27
5.3.2. Access to the Internet . . . . . . . . . . . . . . . 28

5.3.2.1. Web browsing proxies . . . . . . . . . . . . . . 28
5.3.2.2. Useof VPNs . . . . . . . . . . . . . . . . . . . 28

6. Acknow edgenents . . . . . . . . . . . . . . . . . . . ... 28
7. Contributing Authors . . . . . . . . . . . . . . . . . . . . 28
8. | ANA Considerations . . . . . . . . . . . . . . . . . . . . . 30
9. Security Considerations . . . . . . . . . . . . . . . . . . . 30
10. References . . . . . . . . . . . . . . . . . . . . . . ... 30
10.1. Normative References . . . . . . . . . . . . . . . . . . 30
10.2. Infornative References . . . . . . . . . . . . . . . . . 31
Aut hors’ Addresses . . . . . . . . . . . . . . . . . . . . . .. 36

1. Introduction

Several initiatives throughout the world have built |arge scale
networks that are alternative to the traditional network operator

depl oynment s using predom nantly wi rel ess technol ogies (including |ong
di stance) due to the reduced cost of using the unlicensed spectrum
Wred technol ogi es such as fiber are also used in sone of these
alternate networks. There are several types of alternate

depl oynments: comunity networks are self-organi zed and decentralized
net wor ks wholly owned by the conmunity; networks owned by individuals
who act as wireless internet service providers (WSPs); networks
owned by individuals but | eased out to network operators who use such
networks as a |l ow cost nediumto reach the underserved popul ati on,
and finally there are networks that provide connectivity by sharing
Wi rel ess resources of the users.

The energence of these networks can be notivated by different causes,
as the reluctance, or the inpossibility, of network operators to
provide wred and cellular infrastructures to rural/renote areas
[Pietrosenpli]. In these cases, the networks have self sustainable
busi ness nodel s that provide nore |ocalized communi cation services as
wel | as Internet backhaul support (i.e. uplink connection) through
peering agreenments with traditional network operators. Sone ot her
tinmes, they are built as a conplenent and an alternative to
commercial Internet access provided by "traditional"™ network
operators.

One of the ainms of the G obal Access to the Internet for Al (GAl A
IRTF initiative is "to docunment and share depl oynent experiences and
research results to the wider community through scholarly
publications, white papers, Informational and Experinental RFCs,
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etc.” Inline with this objective, this docunent is intended to
propose a classification of these "Alternative Network Depl oynents".
This termincludes a set of network access nodels that have energed
in the | ast decade with the aimof bringing Internet connectivity to
peopl e, follow ng topol ogical, architectural and busi ness nodel s
different fromthe so-called "traditional" ones, where a conpany
depl oys the infrastructure connecting the users, who pay a
subscription fee to be connected and make use of it. The docunent is
intended to be largely descriptive providing a broad overvi ew of
initiatives, technol ogi es and approaches enpl oyed in these networKks.
Research references describing each kind of network are al so

provi ded.

1.1. Traditional networks

In this document we will use the term"traditional networks" to
denote those sharing these characteristics:

- Regarding scale, they are usually |arge networks spanning entire
regi ons.

- Top-down control of the network and centralized approaches are
used.

- They require a substantial investnment in infrastructure.

- Users in traditional networks tend to be passive consuners, as
opposed to active stakehol ders, in the network design, deploynent,
operati on and mai nt enance.

1.2. Criteria for the classification of Alternative Networks

The classification of Alternative Network Deploynments, presented in
this docunment, is based on the next criteria:

1.2.1. Commrercial nodel / pronoter

The entity (or entities) or individuals pronoting an Alternative
Net wor k can be:

0 a comunity of users
o a public stakehol der
O a private conpany

o crowdshared approaches are al so consi dered
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1
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o shared infrastructure

o they can be created as a testbed by a research or acadenmic entity
2. CGoals and notivation

Al ternative networks can al so be classified according to the
underlying notivation for them i.e., addressing deploynent and usage

hur dl es:

0 reducing initial capital expenditures (for the network and the end
user, or both)

o providing additional sources of capital (beyond the traditional
carrier-based financing)

0 reducing on-going operational costs (such as backhaul or network
adm ni strati on)

o |everaging expertise

o reducing hurdles to adoption (digital literacy; literacy, in
general ; rel evance, etc.)

0 extending coverage to underserved areas (users and conmuniti es)
o network neutrality guarantees

3. Adm nistrative nodel

o centralized

o distributed

4. Technol ogi es enpl oyed

o normal W-Fi

o W-Fi nodified for Iong distances (WLD), either with CSMA/ CA or
with an alternative TDVA MAC [ Si np_b]

o 802.16-conpliant systens over non-|icensed bands
o Dynam c Spectrum Solutions (e.g. based on the use of white spaces)
o satellite solutions

o |lowcost optical fiber systens
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.5.  Typical scenarios
The scenarios where Alternati ve Networks are usually depl oyed can be:
0 urban
o rural
o rural in developing countries

Cl assification of Alternative Networks
This section classifies Alternative Networks (ANs) according to their
i ntended usage. Each of them has different incentive structures,
maybe comon t echnol ogi cal chal | enges, but nost inportantly

i nteresting usage chal |l enges which feeds into the incentives as well
as the technol ogi cal chal | enges.
At the beginning of each subsection, a table is presented including a
classification of each network according to the criteria listed in

the "Criteria for the classification of Alternati ve Networks"
subsecti on.

Communi ty Networ ks
Fom e e e e e o e oo o m m e o e e e e e e e e e e e e e e e e e e e e e e e e ememeao s +
| Conmerci al | conmunity |
| nodel / pronot er | |
o o m e e e e e e e e e e e e e e e e e e e e e e e e e e a o +
| Goal s and | reducing hurdles; to serve underserved |
| notivation | areas; network neutrality |
Fom e e e e e o e oo o m m e o e e e e e e e e e e e e e e e e e e e e e e e e ememeao s +
| Admi nistration | distributed |
o e e e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Technol ogi es | W-Fi, optical fiber |
e o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ao s +
| Typical scenarios | urban and rural |
Fom e e e e e o e oo o m m e o e e e e e e e e e e e e e e e e e e e e e e e e ememeao s +

Table 1: Community Networks’ characteristics summary

Community Networks are | arge-scale, distributed, self-mnaged
net wor ks sharing these characteristics:

- They are built and organized in a decentralized and open manner.

- They start and grow organically, they are open to participation
from everyone, sonetines sharing an open peering agreenent.
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Community nenbers directly contribute active (not just passive)
network infrastructure.

- Know edge about buil ding and mai ntaining the network and ownership
of the network itself is decentralized and open. Conmunity nenbers
have an obvi ous and direct form of organi zational control over the
overal | operation of the network in their conmmunity (not just their
own participation in the network).

- The network can serve as a backhaul for providing a whole range of
services and applications, fromconpletely free to even comerci al
servi ces.

Har dwar e and software used in Community Networks can be very diverse,
even inside one network. A Community Network can have both wired and
wireless links. Miltiple routing protocols or network topol ogy
managenent systens may coexist in the network.

These networks grow organically, since they are fornmed by the
aggregation of nodes belonging to different users. A m ni num
governance infrastructure is required in order to coordinate |IP
addressing, routing, etc. An exanple of this kind of Community
Network is described in [Braen]. These networks follow a
participatory nodel, which has been shown effective in connecting
geographi cal |l y di spersed people, thus enhancing and extending digital
Internet rights.

The fact of the users adding new infrastructure (i.e. extensibility)
can be used to fornul ate another definition: A Community Network is a
network in which any participant in the systemmy add |ink segnents
to the network in such a way that the new segnents can support
mul ti pl e nodes and adopt the same overall characteristics as those of
the joined network, including the capacity to further extend the
network. Once these link segnents are joined to the network, there
is no longer a neaningful distinction between the previous and the
new extent of the network.

In Conmunity Networks, the profit can only be made by services and
not by the infrastructure itself, because the infrastructure is
neutral, free, and open (traditional Internet Service Providers,

| SPs, base their business on the control of the infrastructure). In
Community Networks, everybody keeps the ownership of what he/she has
contri but ed.

Community Networks may al so be called "Free Networks" or even
"Net work Commons" [FNF]. The majority of Community Networks
acconplishes the definition of Free Network, included in the next
subsecti on.
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2.

1

1. Fr ee Net wor ks

A definition of Free Network (which may be the sanme as Conmunity
Net work) is proposed by the Free Network Foundation (see
http://thefnf.org) as:

"A free network equitably grants the following freedons to all:

Freedom O - The freedomto comruni cate for any purpose, w thout
di scrimnation, interference, or interception.

Freedom 1l - The freedomto grow, inprove, communi cate across, and
connect to the whol e network.

Freedom 2- The freedomto study, use, rem x, and share any network
comuni cati on nechani sns, in their nost reusable forns."

The principles of Free, Open and Neutral Networks have al so been
summari zed (see http://guifi.net/en/ FONCC) this way:

- You have the freedomto use the network for any purpose as |ong as
you do not harmthe operation of the network itself, the rights of
ot her users, or the principles of neutrality that allow contents and
services to flow wi thout deliberate interference.

- You have the right to understand the network, to knowits
conmponents, and to spread know edge of its nechanisns and principl es.

- You have the right to offer services and content to the network on
your own terns.

- You have the right to join the network, and the responsibility to
extend this set of rights to anyone according to these sane ternmns.
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2.

2.

Wreless Internet Service Providers W SPs
o e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - +
| Conmerci al | conpany |
| nodel / pronoter | |
e o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ao s +
| Goal s and | to serve underserved areas; to reduce CAPEX |
| notivation | in Internet access |
o e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - +
| Adm nistration | centralized |
o o m e e e e e e e e e e e e e e e e e e e e e e e e e e a o +
| Technol ogi es | wireless, unlicensed frequencies |
o e e e e e e e e o e ok o e m e e e e e e e e e e e e e e e e e e e e e e maeaos +
| Typical scenarios | rural |
o e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - +

Table 2: WSPs’ characteristics sunmmary

W SPs are conmmerci al |l y-operated wirel ess Internet networks that

provi de I nternet and/or Voice Over Internet (VolP) services. They
are nost common in areas not covered by incunbent telcos or | SPs.

W SPs often use wireless point-to-point or point-to-nultipoint in the
unl i censed frequencies but |icensed frequency use i s conmon too
especially in regions where unlicensed spectrumis either perceived
as crowded or where unlicensed spectrum nmay have regul atory barriers
i npeding its use.

Most W SPs are operated by |ocal conpanies responding to a perceived
mar ket gap. There is a small but growi ng nunmber of WSPs, such as
AirJaldi [Arjaldi] in India that have expanded from | ocal service
into multiple [ocations.

Si nce 2006, the deploynment of cloud-nmanaged W SPs has been possi bl e
with conpanies |ike Meraki and | ater OQpenMesh and others. Until
recently, however, nost of these services have been ai ned at
industrialized markets. Everylayer [Everylayer], |aunched in 2014,
is the first cloud-managed WSP service ained at energi ng markets.
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2.3. Shared infrastructure nodel

Fom e e e o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m +
| Conmerci al | shared: conpani es and users |
| nodel / pronoter | |
- e N T +
| Goal s and | to elimnate a CAPEX barrier (to operators); |
| notivation | |ower the OPEX (supported by the conmunity); to

| | extend coverage to underserved areas |
o e e m i +
| Adm nistration | distributed |
Ry e N T +
| Technol ogi es | wireless in non-licensed bands and/or | ow cost

| | fiber |
Fom e e e o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m +
| Typi cal | rural areas, and nore particularly rural areas

| scenari os | in devel opi ng regions |
Ry N T +

Tabl e 3: Shared infrastructure characteristics sumary

In conventional networks, the operator usually owns the

t el ecommuni cations infrastructures required for the service, or
sonetinmes rents these infrastructures to other conpanies. The
problemarises in |arge areas with | ow popul ation density, in which
nei ther the operator nor other conpani es have depl oyed infrastructure
and such deploynents are not likely to happen due to the | ow
potential return of investnent.

When users already own a deployed infrastructure, either individually
or as a community, sharing that infrastructure with an operator
represents an interesting wwn-win solution that starts to be
exploited in some contexts. For the operator, this supposes a
significant reduction of the initial investnent needed to provide
services in small rural localities because the CAPEX is only
associated to the access network, as renting capacity in the users’
networ k for backhauling supposes is only an increnent in the OPEX
Thi s approach al so benefits the users in two ways: they obtain

i nproved access to tel ecomruni cations services that would not be

ot herwi se accessi ble, and they can get sonme inconme fromthe operator
that helps to afford the network’s OPEX, particularly for network
mai nt enance.

One cl ear exanple of the potential of the "shared infrastructure
nodel " nowadays is the depl oynent of 3G services in rural areas in
which there is a broadband rural community network. Since the

i nception of fentocells, there are conplete technical solutions for
| ow- cost 3G coverage using the Internet as a backhaul. |f a user or
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community of users has an I P network connected to the Internet with
some capacity in excess, placing a femocell in the user prem ses
benefits both the user and the operator, as the user obtains better
coverage and the operator does not have to support the cost of the
infrastructure. Although this paradi gmwas conceived for inproved

i ndoor coverage, the solution is feasible for 3G coverage in
underserved rural areas with | ow popul ation density (i.e. villages),
where the nunber of sinultaneous users and the servicing area are
smal | enough to use |lowcost femocells. Also, the amount of traffic
produced by these cells can be easily transported by nbst community
br oadband rural networks.

Sone real exanples can be referenced in the European Conm ssion FP7
TUCAN3G project, (see http://ww.ict-tucan3g.eu/) which depl oyed
denonstrative networks in two regions in the Amazon forest in Peru.
In these networks [Sinp_a], the operator and several rural

communi ties have cooperated to provide services through rural
networks built up with WLD links [WLD]. In these cases, the

net wor ks belong to the health public authorities and were depl oyed
with funds cone frominternational cooperation for telenedicine
purposes. Publications that justify the feasibility of this approach
can al so been found in that website.

2.4. Crowdshared approaches, led by the people and third party
st akehol ders

o e +
| Conmerci al | conmunity, public stakehol ders, private |
| rnodel / pronoter | conpanies |
o m e e e e e e T +
| Goals and notivation | sharing connectivity and resources |
o e e e e e e o e m e e e e e e e e e e e e e e e e e e mao oo +
| Admi nistration | distributed |
o i +
| Technol ogi es | wreless |
o m e e e e e e T +
| Typical scenarios | urban and rural |
o e e e e e e o e m e e e e e e e e e e e e e e e e e e mao oo +

Tabl e 4. Crowdshared approaches characteristics sunmary

These networks can be defined as a set of nodes whose owners share
conmon interests (e.g. sharing connectivity; resources; peripherals)
regardl ess of their physical |ocation. They conformto the follow ng
approach: the hone router creates two wirel ess networks: one of them
is normally used by the owner, and the other one is public. A snall
fraction of the bandwidth is allocated to the public network, to be
enpl oyed by any user of the service in the imedi ate area. Sone
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exanpl es are described in [PAWS] and [ Sat hi aseel an_c]. O her exanple
is constituted by the networks created and managed by City Councils
(e.qg., [Heer]).

In the sane way, sone conpanies [Fon] develop and sell W-Fi routers
with a dual access: a W-Fi network for the user, and a shared one.

A user community is created, and people can join the network in
different ways: they can buy a router, so they share their connection
and in turn they get access to all the routers associated to the
conmunity. Some users can even get some revenue every time another
user connects to their W-Fi spot. Oher users can just buy sone
passes in order to use the network. Sone telecomunications
operators can collaborate with the conmunity, including in their
routers the possibility of creating these two networKks.

As in the case of main Internet Service Providers in France,
Community Networks for urban areas are conceived as a set of APs
sharing a common SSID anong the clients favouring the nomadi c access.
For users in France, |ISPs prom se to cause a little inpact on their
servi ce agreenent when the shared network service is activated on
clients’ APs. Nowadays, mllions of APs are depl oyed around the
country perform ng services of nomadi smand 3G of fl oadi ng, however as
sone studies denonstrate, at wal king speed, there is a fair chance of
performng file transfers [Castignani _a], [Castignani_b]. Scenarios
studied in France and Luxenbourg show that the density of APs in
urban areas (mainly in downtown and residential areas) is quite big
and fromdifferent |SPs. Moreover, perfornmed studies reveal that
aggregating avail abl e networks can be beneficial to the client by
usi ng an application that manages the best connection anong the
different networks. For inproving the scanning process (or topol ogy
recognition), which consunes the 90% of the connection/reconnection
process to the Community Network, the client may inplenment several
techni ques for selecting the best AP [Castignani _c].

A Virtual Private Network (VPN) is created for public traffic, so it
is conpletely secure and separated fromthe owner’s connection. The
network capacity shared may enploy a low priority, a |ess-than-best-
effort or scavenger approach, so as not to harmthe traffic of the
owner of the connection [ Sathiaseel an_a].

The el enents involved in a crowd-shared network are summari zed bel ow.
- Interest: a paraneter capable of providing a neasure (cost) of the
attractiveness of a node towards a specific location, in a specific

i nstance in tine.

- Resources: A physical or virtual elenent of a global system For
i nstance, bandw dth; energy; data; devices.
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- The owner: End users who sign up for the service and share their
network capacity. As a counterpart, they can access another owners’
home access for free. The owner can be an end user or an entity
(e.g. operator; virtual operator; municipality) that is to be nade
responsi bl e for any actions concerning his/her device.

- The user: a legal entity or an individual using or requesting a
publicly avail able el ectronic comunications’ service for private or
busi ness purposes, w thout necessarily having subscribed to such
servi ce.

- The Virtual Network Operator (VNO: An entity that acts in sone
aspects as a network coordinator. It may provide services such as
initial authentication or registering, and eventually, trust

rel ati onship storage. A VNOis not an ISP given that it does not
provide Internet access (e.g. infrastructure; nanming). A VNOis
nei ther an Application Service Provider (ASP) since it does not
provi de user services. Virtual Operators may al so be stakehol ders
wi th soci o-environnmental objectives. They can be a | ocal governnent,
grass root user conmunities, charities, or even content operators,
smart grid operators, etc. They are the ones who actually run the
servi ce.

- Network operators, who have a financial incentive to | ease out the
unused capacity [ Sathi aseel an_b] at |ower cost to the VNGCs.

VNGs pay the sharers and the network operators, thus creating an
incentive structure for all the actors: the end users get noney for
sharing their network, the network operators are paid by the VNGs,
who in turn acconplish their socio-environnental role.
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2.

3.

5. Testbeds for research purposes

o e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - +
| Conmerci al | research / academ c entity |
| nodel / pronoter | |
e T TR +
| Goal s and | research |
| notivation | |
o e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - +
| Adm nistration | centralized initially, but it may end up in |
| | a distributed nodel. |
e T TR +
| Technol ogi es | wired and wrel ess |
e oo o e e e e oo +
| Typical scenarios | urban and rural |
o e e e e e e e e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e +

Tabl e 5: Testbeds’ characteristics summary

In some cases, the initiative to start the network is not fromthe
community, but froma research entity (e.g. a university), with the
aimof using it for research purposes [Samanta], [Bernardi].

The adm ni stration of these networks may start being centralized in
nost cases (adm nistered by the academc entity) and may end up in a
di stri buted nodel in which other |ocal stakeholders assune part of

t he network adm ni stration [Rey].

Scenari os where Alternative Networks are depl oyed

Al ternative Network Depl oynents are present in every part of the
worl d. Even in sonme high-inconme countries, these networks have been
built as an alternative to conmmercial ones managed by traditional
network operators. This section discusses the scenarios where

Al ternative Networks have been depl oyed.

1. Digital Dvide and Alternative Networks

Al t hough there is no consensus on a precise definition for the term
"“devel oping country”, it is generally used to refer to nations with a
relatively |lower standard of living. Developing countries have al so
been defined as those which are in transition fromtraditional
lifestyles towards the nodern lifestyle which began in the Industrial
Revolution. Wen it conmes to quantify to which extent a country is a
devel opi ng country, the Human Devel opnent | ndex has been proposed by
the United Nations in order to consider the Gross National |ncone
(GNI), the life expectancy and the education |evel of the popul ation
in a single indicator. Additionally, the Gni Index (Wrld Bank
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estimate) may be used to neasure the inequality, as it estimtes the
di spersion of the national incone (see
http://data.worl dbank. org/indicator/SlI.POV.G N ).

However, at the beginning of the 90's the debates about how to
gquantify devel opnent in a country were shaken by the appearance of

I nternet and nobil e phones, which many aut hors consider the begi nning
of the Information Society. Wth the beginning of this Digital

Revol ution, defining devel opnent based on Industrial Society concepts
started to be challenged, and |inks between digital devel opment and
its inpact on human devel opnent started to flourish. The follow ng
di mensi ons are considered to be neani ngful when neasuring the digital
devel opment state of a country: infrastructures (availability and
affordability); I1CT (Information and Comuni cati ons Technol ogy)
sector (human capital and technol ogical industry); digital literacy;

| egal and regul atory framework; and content and services. The |ack
or less extent of digital devel opnent in one or nore of these

di nensions is what has been referred as Digital Divide. This divide
is a new vector of inequality which - as it happened during the

I ndustrial Revolution - generates a | ot of progress at the expense of
creating a | ot econom c poverty and exclusion. The Digital Dvide is
considered to be a consequence of other socio-econonic divides,

while, at the sane tinme, a reason for their rise.

In this context, the so-called "devel oping countries", in order not
to be left behind of this incipient digital revolution, notivated the
Wrld Summt of the Information Society which ained at achieving "a
peopl e-centred, inclusive and devel opnent-oriented I nformtion

Soci ety, where everyone can create, access, utilize and share

i nformati on and know edge, enabling individuals, communities and
peopl es to achieve their full potential in pronoting their
sust ai nabl e devel opnent and inproving their quality of life" [WAIS],
and cal |l ed upon "governnents, private sector, civil society and

i nternational organizations" to actively engage to acconplish it
[WBI S].

Most efforts from governnents and international organi zations focused
initially on inproving and extending the existing infrastructure in
order not to |l eave their popul ation behind. As an exanple, one of
the goals of the Digital Agenda for Europe [DAE] is "to increase
regul ar internet usage from60%to 75% by 2015, and from41%to 60%
anong di sadvant aged people."

Uni versal Access and Service plans have taken different forns in
different countries over the years, with very uneven success rates,
but in nost cases inadequate to the scale of the problem Gven its
i ncapacity to solve the problem sonme governnents included Universal
Service and Access obligations to nobile network operators when
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|'i beralizing the tel ecommunications market. |In conbination with the
overwhel m ng and unexpect ed uptake of nobile phones by poor peopl e,
this has mtigated the | ow access indicators existing in many

devel opi ng countries at the begi nning of the 90s [ Rendon].

Al t hough the contribution nade by nobile network operators in
decreasing the access gap is undeni able, their nodel presents sone
constraints that limt the devel opnent outcones that increased
connectivity promses to bring. Prices, tailored for the nore

af fl uent part of the popul ation, remain unaffordable to nany, who

i nvest | arge percentages of their disposable incone in

communi cations. Additionally, the cost of prepaid packages, the only
option available for the informal econom es existing throughout

devel opi ng countries, is high conpared with the rate | onger-term
subscri bers pay.

The consolidation of many Alternative Networks (e.g. Community

Net works) in high incone countries sets a precedent for civil society
menbers fromthe so-called devel oping countries to becone nore active
in the search for alternatives to provide thenselves with affordable
access. Furthernore, Alternative Networks could contribute to other
di mensions of the digital developnent |ike increased human capit al
and the creation of contents and services targeting the locality of
each networKk.

3. 2. Urban vs. rural areas

The Digital Divide presented in the previous section is not only
present between countries, but within themtoo. This is specially
the case for rural inhabitants, which represents approxi mately 55% of
the world s popul ation, fromwhich 78% i nhabit in devel opi ng
countries. Although it is inpossible to generalize anong them there
exi st some common features that have determ ned the availability of
ICT infrastructure in these regions. The disposable incone of their
dwellers is |l ower than those inhabiting urban areas, with many
surviving on a subsi stence econony. Mny of themare |located in
geographies difficult to access and exposed to extrenme weat her
conditions. This has resulted in the al nost conplete | ack of

el ectrical infrastructure. This context, together with their |ow
popul ati on density, discourages teleconmunications operators to
provide simlar services to those provided to urban dwellers, since

t hey do not deemthem profitable.

The cost of the wireless infrastructure required to set up a network,
i ncluding powering it (e.g. via solar energy), is within the range of
avai lability if not of individuals at |east of entire communities.

The social capital existing in these areas can allow for Alternative
Net wor k set-ups where a reduced nunber of nodes may cover communities
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whose dwel l ers share the cost of the infrastructure and the gateway
and access it via inexpensive wireless devices. Sonme exanples are
presented in [Pietrosenoli] and [Bernardi].

In this case, the |lack of awareness and confi dence of rural
communities to enbark thenselves in such tasks can becone nmj or
barriers to their deploynment. Scarce technical skills in these

regi ons have al so been pointed as a challenge for their success, but
the proliferation of urban Community Networks, where scarcity of
spectrum scal e, and heterogeneity of devices pose trenendous
chal l enges to their stability and the services they aimto provide,
has fuelled the creation of robust | ow cost |ow consunption |ow
conplexity off-the-shelf wrel ess devices which make nmuch easier the
depl oynment and mai nt enance of these alternative infrastructures in
rural areas.

3.3. (Gap between demanded and provi ded communi cations services

Beyond the Digital D vide, either international or donestic, there
are many situations in which the market fails to provide the

i nformati on and conmuni cati ons servi ces denanded by the popul ati on.
When this happens permanently in an area, citizens may be conpell ed
to take a nore active part in the design and inplenentation of |ICT
sol utions, hence pronoting Alternative Networks.

3.4. Topology patterns followed by Alternative Networks

Al ternative Networks, considered sel f-managed and sel f-sust ai ned,
follow different topology patterns [Vega]. Generally, these networks
grow spont aneously and organically, that is, the network grows

wi t hout specific planning and depl oynent strategy and the routing
core of the network fits fairly well a power |aw distribution.

Mor eover, the network is conposed of a high nunber of heterogeneous
devices with the common objective of freely connecting and increasing
the network coverage. Although these characteristics increase the
entropy (e.g., by increasing the nunber of routing protocols), they
have resulted in an inexpensive solution to effectively increase the
network size. One exanple corresponds to Guifi.net [Vega]l] with an
exponential grow rate in the nunber of operating nodes during the

| ast decade.

Regul arly rural areas in these networks are connected through | ong-
di stance links (the so-called comunity nmesh approach) which in turn
convey the Internet connection to rel evant organi sations or
institutions. |In contrast, in urban areas, users tend to share and
require nobile access. Since these areas are also |likely to be
covered by commercial |SPs, the provision of wreless access by
Virtual Operators like [Fon] may constitute a way to extend the user
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capacity (or gain connection) to the network. O her proposals like
Virtual Public Networks [ Sathiaseelan_a] can al so extend the service.

4. Technol ogi es enpl oyed
4.1. Wred

In many (devel oped or devel oping) countries it may happen that
nati onal service providers may decline to provide connectivity to
tiny and isolated villages. So in sone cases the villagers have
created their own optical fiber networks. It is the case of
Lowenstedt in Germany [Lowenstedt], or some parts of Cuifi.net

[ Cer da- Al abern].

4.2. Wreless

The vast majority of the Alternative Network Deploynents are based on
different wireless technologies [WNDW. Below we summari ze topics to
be considered in such deploynents. Different considerations about
the avail able options are presented, including physical and Medi a
Access Control (MAC) layers. 1In addition, the trends (and sone
recommendat i ons) when using these features in Alternative Networks
are summari zed.

4.2. 1. Ant ennas

Three ki nds of antennas are suitable to be used in these networKks:
omi directional, lowgain directional and hi gh-gain directional
ant ennas.

For | ocal access, omidirectional antennas are the nost useful, since
t hey provide the sane coverage in all directions of the plane in
which they are |ocated. Above and below this plane, the received
signal will dimnish, so the nmaxi rum benefits are obtai ned when the
client is at approximtely the sane height as the Access Point.

For indoor clients, omidirectional antennas are generally fine,
because the nunerous reflections normally found in indoor
envi ronnments negate the advantage of using directional antennas.

For outdoor clients, directional antennas can be quite useful to
extend coverage to an Access Point fitted with an omi directional
one.

When buil di ng point-to-point |links, the highest gain antennas are the
best choice, since their narrow beamni dth mitigates interference from
ot her users and can provide the |longest |inks [Flickenger],

[ Zennar o] .
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Despite the fact that the free space loss is directly proportional to
the square of the frequency, it is normally advisable to use higher
frequencies for point-to-point |links when there is a clear |ine of
sight, because it is normally easier to get higher gain antennas, the
protection against interferences is better and the spectrum
saturation is lower. Deploying high gain antennas at both ends w |
nore than conpensate for the additional free space | oss.

On the contrary, lower frequencies offer advantages when the |ine of
si ght may be bl ocked because they can | everage diffraction to reach
t he i ntended receiver.

In the case of nmesh networking, where the antenna should connect to
several other nodes, it is better to use ommidirectional antennas.

The sane type of polarization nust be used at both ends of any radio
link. For point-to-point |inks, parabolic antennas exist that may
transmt/receive two different signals sinultaneously at the sane
frequency but with orthogonal polarizations, thus permtting to

i ncrease the achi evabl e throughput significantly and to inprove the
protection to nultipath and to other transm ssion inpairnments.

4.2.2. Physical link I ength
4.2.2.1. Line-of-Sight

For short distance transmi ssion, there is no strict requirenent of
line of sight between the transmitter and the receiver, and nultipath
can guarant ee conmuni cati on despite the exi stence of obstacles in the
di rect path.

For | onger distances, the first requirenent is the existence of an
unobstructed Iine of sight between the transmtter and the receiver.
For very long paths, the earth curvature is an obstacle that nust be
cleared, but the trajectory of the radio beamis not strictly a
straight line due to the bending of the rays as a consequence of non-
uniformties of the atnosphere. Mst of the tinme this bending wll
mean that the radi o horizon extends further than the optical horizon.

4.2.2.2. Transmtted and Recei ved Power

Once a clear radio-electric line of sight is obtained, it is required
that the received power is significantly above the sensitivity of the
receiver, by what is known as the "link margin". The greater the
link margin, the nore reliable the Iink. For mssion critical
applications 20 dB margin is suggested, but for non critical ones 10
dB m ght suffice.
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The sensitivity of the receiver decreases wth the transm ssion
speed, so nore power is needed at greater transm ssion speeds.

D fferent options can be considered in order to achieve a given |ink
margin (also called "fade margi n"):

a) To increase the output power.The maximumtransmtted power is
speci fied by each country’s regul ation, and for unlicensed
frequencies is much Iower than for |icensed frequencies.

b) To increase the antenna gain. There is nolimt in the gain of

t he recei ving antenna, but high gain antennas are bul ki er, present
nore wi nd resistance and require sturdy nmounts to conply wth tighter
alignment requirenents. The transmtter antenna gain is also

regul ated and can be different for point-to-point as for point-to-
mul ti poi nt |inks.

c) To reduce the propagation |oss, by using a nore favorable
frequency or a shorter path.

d) To use a nore sensitive receiver. Receiver sensitivity can be

i mproved by using better circuits, but it is ultimtely limted by
the thermal noise, which is proportional to tenperature and

bandw dth. One can increase the sensitivity by using a snmaller
recei ving bandwi dth, or by settling to | ower throughput even in the
same receiver bandw dth.

4.2.3. Media Access Control (MAC) Protocols for Wrel ess Links

Different protocols for Media Access Control, which also include
physi cal |ayer (PHY) recommendations, are widely used in Alternative
Net wor k Depl oynents. Wreless standards ensure interoperability and
usability to those who design, deploy and nanage wi rel ess networks.

The standards used in the vast majority of Alternative Networks cone
fromthe | EEE Standard Association’s | EEE 802 Wrki ng G oup.

St andar ds devel oped by other international entities can al so be used,
as e.g. the European Tel econmuni cations Standards Institute (ETSI).

4.2.3.1. 802.11 (W-Fi)

The standard we are nost interested in is 802.11 a/b/g/n/ac, as it
defines the protocol for Wreless LAN. It is also known as "W-Fi".
The original release (a/b) was issued in 1999 and allowed for rates
up to 54 Moit/s. The |atest release (802.11ac) issued in 2011
reaches up to 866.7 Mit/s. In 2012, the | EEE issued the 802.11-2012
Standard that consolidates all the previous anendnents. The docunent
is freely downl oadabl e from | EEE Standards [ EEE].
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4.2.3.1.1. Deploynment planning for 802.11 wirel ess networks

To provide physical connectivity, wreless network devices nust
operate in the same part of the radio spectrum This neans that
802.11a radios wll talk to 802.11a radios at around 5 GHz, and
802.11b/g radios will talk to other 802.11b/g radios at around 2.4
GHz. But an 802.1l1a device cannot interoperate with an 802.11b/g
devi ce, since they use conpletely different parts of the

el ectromagneti c spectrum More specifically, wireless interfaces
nmust agree on a conmon channel. |If one 802.11b radio card is set to
channel 2 while another is set to channel 11, then the radi os cannot
communi cate with each ot her

Each 802. 11 device can operate in one of four possible nodes:

1. Master node (also called AP or infrastructure node) is used to
create a service that |ooks |ike a traditional Access Point.
Wreless interfaces in naster node can only comunicate with
interfaces that are associated with themin nmanaged node.

2. Managed node is sonetinmes also referred to as client node.
Wreless interfaces in managed node will join a network created by a
master, and will automatically change their channel to match it.
Managed node interfaces do not communicate with each other directly,
and only conmuni cate with an associ ated naster.

3. Ad-hoc node creates a multipoint-to-nultipoint network where
there is no single master node or AP. In ad-hoc node, each wrel ess
interface comuni cates directly with its neighbors. Ad-hoc node is
often also called Mesh Networking.

4. Mnitor node is used by sone tools (such as Kisnet) to passively
listen to all radio traffic on a given channel.

When inplenenting a point-to-point or point-to-multipoint |ink, one
radio wll typically operate in master node, while the other(s)
operate in managed node. Ad-hoc is nore flexible but has a nunber of
performance issues as conpared to using the master / nanaged nodes.

4.2.3.1.2. Long Distances in 802.11

The MAC protocol in 802.11 is called CSMN CA (Carrier Sense Miultiple
Access with Collision Avoi dance) and was designed for short

di stances; the transmtter expects the reception of an acknow edgnent
for each transmtted unicast packet; if a certain waiting tine is
exceeded, the packet is retransmtted. This behavior nakes necessary
t he adaptation of several MAC paraneters when 802.11 is used in |ong
links [Sino_b]. Even with this adaptation, the distance has a
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significant negative inpact on the performance. For this reason,
many vendors inplenent alternative nedi um access techniques that are
of fered al ongsi de the standard CSMA/ CA in their outdoor 802.11
products. These alternative proprietary MAC protocols usually enpl oy
sone type of TDVA (Tinme Division Miultiple Access). Low cost

equi pnment using these techniques can offer high throughput at

di stances above 100 kil oneters.

4.2.3.2. GSM

GSM (d obal System for Mbile Communications), fromETSI, has al so
been used in Alternative Networks as Layer 2 option, as explained in
[ Mexi can] .

4.2.3.3. Dynam c Spectrum

Sone Alternative Networks make use of TV Wite Spaces - a set of UHF
and VHF tel evision frequencies that can be utilized by secondary
users in |locations where it is unused by licensed primary users such
as television broadcasters. Equi pnent that nmakes use of TV Wite
Spaces is required to detect the presence of existing unused TV
channel s by neans of a spectrum dat abase and/ or spectrum sensing in
order to ensure that no harnful interference is caused to primary
users. In order to smartly allocate interference-free channels to

t he devices, cognitive radios are used which are able to nodify their
frequency, power and nodul ation techniques to neet the strict
operating conditions required for secondary users.

The use of the term"Wiite Spaces" is often used to describe "TV

Wi te Spaces" as the VHF and UHF tel evision frequencies were the
first to be exploited on a secondary use basis. There are two

dom nant standards for TV white space communication: (i) the 802. 11laf
standard [I| EEE. 802- 11AF. 2013] - an adaptation of the 802.11 standard
for TV white space bands and (ii) the | EEE 802. 22 standard

[ I EEE. 802-22. 2011] for |ong-range rural conmunicati on.

4.2.3.3.1. 802.11af

802. 11af [ EEE. 802-11AF. 2013] is a nodified version of the 802.11
standard operating in TV Wiite Space bands using Cognitive Radios to
avoid interference with primary users. The standard is often
referred to as Wiite-Fi or "Super W-Fi" and was approved in February
2014. 802.11af contains nmuch of the advances of all the 802.11
standards including recent advances in 802.11lac such as up to four
bonded channel s, four spatial streanms and very high rate 256- QAM
nodul ati on but with inproved in-building penetration and out door
coverage. The maxi num data rate achievable is 426.7 Mops for
countries with 6/7 Miz channels and 568.9 Mops for countries with 8
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MHz channels. Coverage is typically limted to 1km alt hough | onger
range at | ower throughput and using high gain antennas will be
possi bl e.

Devi ces are designated as enabling stations (Access Points) or
dependent stations (clients). Enabling stations are authorized to
control the operation of a dependent station and securely access a
geol ocation database. Once the enabling station has received a |ist
of avail able white space channels it can announce a chosen channel to
t he dependent stations for themto comrunicate with the enabling
station. 802.11laf al so nakes use of a registered |ocation server - a
| ocal database that organi zes the geographic |ocation and operating
paraneters of all enabling stations.

4.2.3.3.2. 802.22

5.

5.

5.

802. 22 [ | EEE. 802-22. 2011] is a standard devel oped specifically for

| ong range rural comunications in TV white space frequenci es and
first approved in July 2011. The standard is simlar to the 802.16
(W Max) [ EEE. 802-16.2008] standard with an added cognitive radio
ability. The maxi mum t hroughput of 802.22 is 22.6 Mps for a single
8 MHz channel using 64- QAM nodul ati on. The achi evabl e range using
the default MAC schene is 30 km however 100 kmis possible with
speci al scheduling techniques. The MAC of 802.22 is specifically
custom zed for |long distances - for exanple, slots in a frane
destined for nore distant Consunmer Prem ses Equi prent (CPEs) are sent
before slots destined for nearby CPEs.

Base stations are required to have a d obal Positioning System (GPS)
and a connection to the Internet in order to query a geol ocation
spectrum dat abase. Once the base station receives the allowed TV
channels, it comunicates a preferred operating white space TV
channel with the CPE devices. The standard al so includes a co-

exi stence nechani smthat uses beacons to nmake ot her 802.22 base
stations aware of the presence of a base station that is not part of
t he sane networKk.

Upper | ayers
1. Layer 3
1.1. | P addressing
Most known Alternative Networks started in or around the year 2000.
| Pv6 was fully specified by then, but alnost all Alternative Networks

still use IPv4. A survey [Avonts] indicated that |IPv6 roll out
presents a challenge to Community NetworKks.
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Most Community Networks use private | Pv4 address ranges, as defined
by [ RFC1918]. The notivation for this was the |lower cost and the
sinplified I P allocation because of the |arge avail abl e address
ranges.

5.1.2. Routing protocols

As stated in previous sections, Alternative Networks are conposed of
possi bly different |ayer 2 devices, resulting in a nesh of nodes.
Connection between different nodes is not guaranteed and the link
stability can vary strongly over tine. To tackle this, sone
Alternative Networks use nmesh network routing protocols while other
networks use nore traditional routing protocols. Sonme networks
operate nmultiple routing protocols in parallel. For exanple, they
use a mesh protocol inside different islands and use traditional
routing protocols to connect these islands.

5.1.2.1. Traditional routing protocols

The Border Gateway Protocol (BGP), as defined by [RFC4271] is used by
a nunmber of Conmunity Networks, because of its well-studi ed behavior
and scal ability.

For simlar reasons, smaller networks opt to run the Qpen Shortest
Path First (OSPF) protocol, as defined by [ RFC2328].

5.1.2.2. Mesh routing protocols

A large nunber of Alternative Networks use the OQptim zed Link State
Routing Protocol (OLSR) routing protocol as defined in [ RFC3626].

The pro-active link state routing protocol is a good match with

Al ternative Networks because it has good performance in nmesh networks
where nodes have nultiple interfaces.

The Better Approach To Mbil e Adhoc Networ ki ng (BATMAN) [ Abol hasan]
prot ocol was devel oped by nenbers of the Freifunk comunity. The
protocol handles all routing at |ayer 2, creating one bridged

net wor k.

Parallel to BGP, sonme networks al so run the Bat Man-eXperi nent al

(BMX6) protocol [Neumann]. This is an advanced version of the BATMAN
protocol which is based on IPv6 and tries to exploit the social
structure of Alternative NetworKks.
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5.2. Transport |ayer
5.2.1. Traffic Managenment when sharing network resources

When network resources are shared, a special care has to be put on

t he managenent of the traffic at upper layers. Froma crowdshared
per spective, and considering just regular TCP connections during the
critical sharing tinme, the Access Point offering the service is
likely to be the bottleneck of the connection. This is the main
concern of sharers, having several inplications. There should be an
adequate Active Queue Managenent (AQV) nechanismthat inplenents a
Lower -t han- best-effort (LBE) [ RFC6297] policy for the user and
protects the sharer. Achieving LBE behavior requires the appropriate
tuning of the well known mechani sms such as Explicit Congestion
Notification (ECN) [ RFC3168], or Random Early Detection (RED)

[ RFC2309], or other nore recent AQM nechani sns such as Controll ed
Delay (CoDel) and [I-D.ietf-agmcodel] PIE (Proportional Integral
controller Enhanced) [I-D.ietf-agmpie] that aid on keeping | ow

| at ency.

However, other bottl enecks besides client’s access bottl eneck may not
be controlled by the previously nmentioned protocols. Therefore,
recently proposed transport protocols |ike LEDBAT [Ros], [Komni os]
with the purpose of transporting scavenger traffic may be a sol ution.
LEDBAT requires the cooperation of both the client and the server to
achieve certain target delay, therefore controlling the inpact of the
user along all the path.

There are applications that nmanage aspects of the network fromthe
sharer side and fromthe client side. Fromsharer’s side, there are
applications to centralize the managenent of the APs conform ng the
network that have been recently proposed by neans of SDN

[ Sat hi aseel an_a], [Suresh]. There are al so other proposals such as
W 2Me [ Lanpropul os] that manage the connection to several Comunity
Networks fromthe client’s side. These applications have shown to

i nprove the client performance conpared to a single-Comunity Network
client.

5.2.2. Milti-hop issues

On the other hand, transport protocols inside a multiple hop wreless
mesh network are likely to suffer performance degradation for
mul ti pl e reasons, e.g., hidden term nal problem unnecessary del ays
on the TCP ACK cl ocking that decrease the throughout or route
changi ng [Hanbali]. There are sonme options for network
configuration. The inplenentation of an easy-to-adopt solution for
TCP over nmesh networks may be inplenented fromtwo different
perspectives. One way is to use a TCP-proxy to transparently deal
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with the different inpairnments ([RFC3135]). Another way is to adopt
end-to-end solutions for nonitoring the connection delay so that the
recei ver adapts the TCP reception wi ndow (rwnd) [Castignani _c].
Simlarly, the ACK Congestion Control (ACKCC) mechani sm [ RFC5690]
could deal with TCP-ACK cl ocking inpairnments due to inappropriate
del ay on ACK packets. ACKCC conpensates in an end-to-end fashion the
t hr oughput degradati on due to the effect of nmedia contention as well
as the unfairness experienced by multiple uplink TCP flows in a
congested W-Fi access.

5.3. Services provided
Thi s section provides an overview of the services between hosts
i nside the network. They can be divided into Intranet services,
connecting hosts between them and Internet services, connecting to
nodes outsi de the network.

5.3.1. Intranet services
Intranet services can include, but are not limted to:
- VolP (e.g. with SIP)

- Renpte desktop (e.g. using ny hone conputer and ny Internet
connection when I amon holidays in a village).

- FTP file sharing (e.g. distribution of Linux software).
- P2P file sharing.

- Public video caneras.

- DNS.

- Online ganes servers.

- Jabber instant nessagi ng.

- IRC chat.

- Weat her stations.

- NTP.

- Network nonitoring.

- Vi deoconferencing / stream ng.
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- Radi o stream ng
5.3.2. Access to the Internet
5.3.2.1. Wb browsing proxies

A nunber of federated proxies may provide web browsing service for
the users. Oher services (file sharing, skype, etc.) are not
usually allowed in many Alternative Networks due to bandw dth
limtations.

5.3.2. 2. Use of VPNs

Sonme "m cro-1SPs" may use the network as a backhaul for providing
I nternet access, setting up VPNs fromthe client to a machine with
I nternet access.
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8. | ANA Consi derations
This meno includes no request to | ANA
9. Security Considerations
No security issues have been identified for this docunent.
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