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Multicast Extensionsto OSPF

Status of thisMemo

This document specifies an Internet standards track protocol for the Internet comamehigquests discussion and
suggestions for improvements. Please refer to the current edition of the “Intdrcial ®fotocol Standards” (STD
1) for the standardization state and status of this protocol. Distribution of this memo is unlimited.

Abstract

This memo documents enhancements to the OSPF protocol enabling the routing of IP multicast datagrams. In this
proposal, an IP multicast packet is routed based both on the paakatte and its multicast destination (commonly
referred to as source/destination routing). As it is routed, the multicast packet follows a shortest path to each multicast
destination. During packet forwarding, any commonality of paths is exploited; when multiple hosts belong to a single
multicast group, a multicast packet will be replicated only when the paths to the separate hgsts diver

OSPF a link-state routing protocol, provides a database describing the Autonomous Syepemgy A new OSPF
link state advertisement is added describing the location of multicast destinations. A multicass patkét’then
calculated by building a pruned shortest-path tree rooted at the pdékstiurce. These trees are built on demand,
and the results of the calculation are cached for use by subsequent packets.

The multicast extensions are built on top of OSBEMN 2. The extensions have been implemented so that a
multicast routing capability can be introduced piecemeal into an O8RION 2 routing domain. Some of the OSPF
Version 2 routers may run the multicast extensions, while others may continue to be restricted to the forwarding of
regular IP trdic (unicasts).

Please send comments to mospf@gated.cornell.edu.
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1 Introduction

This memo documents enhancements to OS#Eidh 2 to support IP multicast routing. The enhancements have
been added in a backward-compatible fashion; routers running the multicast additions will interoperate with non-
multicast OSPF routers when forwarding regular (unicast) IP dafia.tiitie protocol resulting from the addition of
the multicast enhancements to OSPF is herein referred to as the MOSPF protocol.

IP multicasting is an extension of LAN multicasting to a TCP/IP internet. Multicasting support for TCP/IP hosts has
been specified in [RFCL12]. In that document, multicast groups are represented by IP class D addresses. Individual
TCP/IP hosts join (and leave) multicast groups through the Internet Group Management Protocohls&MP

specified in [RFC 112]). A host need not be a member of a multicast group in order to send datagrams to the group.
Multicast datagrams are to be delivered to each member of the multicast group with the samtoiedeiniery

accorded regular (unicast) IP dataftcaf

MOSPF provides the ability to forward multicast datagrams from one IP network to another (i.e., through internet
routers). MOSPF forwards a multicast datagram on the basis of both the dagaggnaroé and destination (this is
sometimes called source/destination routing). The OSPF link state database provides a complete description of the
Autonomous Systera'topology By adding a new type of link state advertisementgtiap-member ship-L SA, the

location of all multicast group members is pinpointed in the database. The path of a multicast datagram can then be
calculated by building a shortest-path tree rooted at the datagsanrce. All branches not containing multicast
members are pruned from the tree. These pruned shortest-path trees are initially built when the first datagram is
received (i.e., on demand). The results of the shortest path calculation are then cached for use by subsequent
datagrams having the same source and destination.

OSPF allows an Autonomous System to be split into areas. Hgweéhanm this is done complete knowledge of the
Autonomous Systera'topology is lost. When forwarding multicasts between areas, only incomplete shortest-path
trees can be built. This may lead to someficiehcy in routing. An analogous situation exists when the source of the
multicast datagram lies in another Autonomous System. In both cases (i.e., the source of the datagram belongs to a
different OSPF area, or to afdifent Autonomous system) the neighborhood immediately surrounding the source is
unknown. In these cases the sowsceighborhood is approximated by OSPF summary link advertisements or by
OSPF AS external link advertisements respectively

Routers running MOSPF can be intermixed with non-multicast OSPF routers. Both types of routers can interoperate
when forwarding regular (unicast) IP datafiafObviously the forwarding extent of IP multicasts is limited by the
number of MOSPF routers present in the Autonomous System (and their interconnection, if any). An ability to
“tunnel” multicast datagrams through non-multicast routers is not provided. In M@SP&s in the base OSPF

protocol, datagrams (multicast or unicast) are routed “as is” -- they are not further encapsulated or decapsulated as
they transit the Autonomous System.

1.1 Terminology

This memo uses the terminology listed in section 1.2 of [OSPF]. For this reason, terms such as “Network”,
“Autonomous System” and “link state advertisement” are assumed to be understood. In addition, the abbreviation
LSA is used for “link state advertisement”. For example, router links advertisements are referred to-aSAsuter

and the new link state advertisement describing the location of members of a multicast group is referred to as a group-
membership-LSA.
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[RFC 1112] discusses the data-link encapsulation of IP multicast datagrams. In contrast to the normal forwarding of
IP unicast datagrams, on a broadcast network the mapping of an IP multicast destination to a data-link destination
address is not done with the ARP protocol. Instead, static mappings have been defined from IP multicast destinations
to data-link addresses. These mappings are dependent on network type; for some networks IP multicasts are
algorithmically mapped to data-link multicast addresses, for other networks all IP multicast destinations are mapped
onto the data-link broadcast address. This document loosely describes both of these possible mdpfAgskas
multicast.

The following terms are also used throughout this document:

* Non-multicast router. A router running OSPFéarsion 2, but not the multicast extensions. These routers do not
forward multicast datagrams, but can interoperate with MOSPF routers in the forwarding of unicast packets.
Routers running the MOSPF protocol are referred to herein as either multicast-capable routers or MOSPF routers.

* Non-broadcast networks. A network supporting the attachment of more than two stations, but not supporting the
delivery of a single physical datagram to multiple destinations (i.e., not supporting data-link multicast). [OSPF]
describes these networks as non-broadcast, multi-access networks. An example of a non-broadcast network is an
X.25 PDN.

« Transit network. A network having two or more OSPF routers attached. These networks can forward fitata traf
that is neither locally-originated nor locally-destined. In QS#th the exception of point-to-point networks and
virtual links, the neighborhood of each transit network is described by a network links advertisement (network-
LSA).

» Stub network. A network having only a single OSPF router attached. A network belonging to an OSPF system is
either a transit or a stub network, but never both.

1.2 Acknowledgments

The multicast extensions to OSPF are based on Link-State Multicast Routing algorithm presented in [Deering]. In
addition, the [Deering] paper contains a section on Hierarchical Multicast Routing (providing the ideas for MOSPF’
inter-area multicasting scheme) and several DistaeotoY (also called Bellman-Ford) multicast algorithms. One of
these Distancedc¢tor multicast algorithms riincated Reverse Path Broadcasting, has been implemented in the
Internet (see [RFC 1075]).

The MOSPF protocol has been developed by the MOS&kilg Group of the Internet Engineeringsk Force.
Portions of this work have been supported by DARRder NASA contract NAG 2-650.

2 Multicast routing in MOSPF

This section describes MOSBHMasic multicast routing algorithm. The basic algorithm, run inside a single OSPF

area, covers the case where the source of the multicast datagram is inside the areahisdlie\&@rea, the path of
the datagram forms a tree rooted at the datagram source.
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2.1 Routing characteristics

As a multicast datagram is forwarded along its shortest-path tree, the datagram is delivered to each member of the
destination multicast group. In MOSRFRe forwarding of the multicast datagram has the following properties:

The path taken by a multicast datagram depends both on the datagpanse and its multicast destination.
Called source/destination routing, this is in contrast to most unicast datagram forwarding algorithms (like OSPF)
that route based solely on destination.

The path taken between the datagsasgurce and any particular destination group member is the least cost path
available. Cost is expressed in terms of the OSPF link-state metric. For example, if the OSPF metric represents
delay a minimum delay path is chosen. OSPF metrics are configurable. A metric is assigned to each outbound
router interface, representing the cost of sending a packet on that interface. The cost of a path is the sum of its
constituent (outbound) router interfates

MOSPF takes advantage of any commonality of least cost paths to destination group members, Wbarever
members of the multicast group are spread out over multiple networks, the multicast datagram must at times be
replicated. This replication is performed as few times as possible (at the tree branches), taking maximum
advantage of common path segments.

For a given multicast datagram, all routers calculate an identical shortest-path tree. There is a single path between
the datagrans' source and any particular destination group meniibés means that, unlike OSBRtreatment of
regular (unicast) IP data tfaf, there is no provision for equal-cost multipath.

On each packet hop, MOSPF normally forwards IP multicast datagrams as data-link multicasts. There are two
exceptions. First, on non-broadcast networks, since there are no data-link multicast/broadcast services the
datagram must be forwarded to specific MOSPF neighbors (see Section 2.3.3). Second, a MOSPF router can be
configured to forward IP multicasts on specific networks as data-link unicasts, in order to avoid datagram
replication in certain anomalous situations (see Section 6.4).

While MOSPF optimizes the path to any given group mepit@oes not necessarily optimize the use of the
internetwork as a wholeoTdo so, instead of calculating source-based shortest-path trees, something similar to a
minimal spanning tree (containing only the group members) would need to be calculated. This type of minimal
spanning tree is called a Steiner tree in the literature. For a comparison of shortest-path tree routing to routing using
Steiner trees, see [Deering2] and [Bharath-Kumatr].

2.2 Sample path of a multicast datagram

As an example of multicast datagram routing in MOS®Rsider the sample Autonomous System pictured in Figure
1. This figure has been taken from the OSPF specification (see [OSPF]).gEhedatangles represent routers, the
smaller rectangles hosts. Oblongs and circles represent multi-access r?etloindsjoining routers are point-to-
point serial connections. A cost has been assigned to each outbound router interface.

All routers in Figure 1 are assumed to be running MO®Rtumber of hosts have been added to the figure. The
hosts labelled Ma have joined a particular multicast group (call it Group A) via the IGMP protocol. These hosts are

1. Actually OSPF allows a separate link cost to be configured for €a&h MOSPF then potentially calculates separate paths for €&&hFbr
more details, see Section 6.2.

2. We also assume in this section that the pictured multi-access networks provide data-link multicast/broadcast services.
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Figure 1: A sample MOSPF configuration

located on networks N2, N6 and NISimilarly, using IGMP the hosts labelled Mb have joined a separate multicast

group B; these hosts are located on networks N1, N2 and N3. Note that hosts can join multiple multicast groups; it is
only for clarity of presentation that each host has joined at most one multicast group in this example. Also, hosts H2
through H5 have been added to the figure to serve as sources for multicast datagrams. Again, the datagrams’ sources
have been made separate from the group members only for clarity of presentation.

To illustrate the forwarding of a multicast datagram, suppose that Host H2 (attached to Network N4) sends a
multicast datagram to multicast group B. This datagram originates as a data-link layer multicast on Network N4.

Moy [Page 8]



RFC 1584 Multicast Extensions to OSPF March 1994

Router R'3, being a multicast routdras “opened up” its interface data-link multicast filters. It therefore receives the
multicast datagram, and attempts to forward it to the members of multicast group B (located on networks N1, N2 and
N3). This is accomplished by sending a single copy of the datagram onto Network N3, again as a data-linR multicast
Upon receiving the multicast datagram from3Rrouters K1 and R'2 will then multicast the datagram on their

connected stub networks (N1 and N2 respectively). Note that, since the datagram is sent onto Network N3 as a data-
link multicast, Router R4 will also receive a copyHowever it will not forward the datagram, since it does not lie on

a shortest path between the source (Host H2) and any members of multicast group B.

Note that the path of the multicast datagram depends on the datagoamte network. If the above multicast

datagram was instead originated by Host H3, the path taken would be identical, since hosts H2 and H3 lie on the same
network (Network N4). Howeveif the datagram was originated by Host H4, its path would ferelift. In this case,

when Router R3 receives the datagram[ Rwill drop the datagram instead of forwarding it (sind& R no longer

on the shortest path to any member of group B).

Note that the path of the multicast datagram also depends on the destination multicast group. If Host H2 sends a
multicast to Group A, the path taken is as follows. The datagram again starts as a multicast on Network N4. Router
RT3 receives it, and creates two copies. One is sent onto Network N3 which is then forwarded onto Network N2 by
RT2. The other copy is sent to RoutérI® (via R'6), where the datagram is again split, eventually to be delivered
onto networks N6 and N1 Note that, although multiple copies of the datagram are produced, the datagram itself is
not modified (except for its IP TTL) as it is forwarded. No encapsulation of the datagram is performed; the
destination of the datagram is always listed as the multicast group A.

2.3 MOSPF forwarding mechanism

Each MOSPF router in the path of a multicast datagram bases its forwarding decision on the contents of a data cache.
This cache is called tHferwarding cache. There is a separate forwarding cache entry for each source/destination
combinatiod. Each cache entry indicates, for multicast datagrams having matching source and destination, which
neighboring node (i.e., router or network) the datagram must be received from (callpstteam nodg and which

interfaces the datagram should then be forwarded out of (callédwrestream interfaces.

A forwarding cache entry is actually built from two component pieces. The first of these components is called the
local group database.This database, built by the IGMP protocol, indicates the group membership of thesrouter
directly attached networks. Thacal group database enables the local delivery of multicast datagrams. The second
component is thdatagram’s shortest path tee.This tree, built on demand, is rooted at a multicast datagram’
source. Thelatagrans shortest path tree enables the delivery of multicast datagrams to distant (i.e., not directly
attached) group members.

3. Note that if N3 were a non-broadcast network, Rout8niuld send separate copies of the datagram to roukérarikl R 2. Since the IGMP
protocol is not defined on non-broadcast networks, there could in this case be no group B member attached to Network N3. However the multicast
datagram would still be delivered to the group B members attached to networks N1 and N2.

4. Actually in MOSPF there is a separate forwarding cache entry for each combination of source, destinaif &od & discussion of0S-
based multicast routing, see Section 6.2.
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Figure 2: The M OSPF database

2.3.1 IGMP interface: thelocal group database

Thelocal group database keeps track of the group membership of the résiirectly attached networks. Each
entry in the local group database igeoup, attached network] pair, which indicates that thattached network has
one or more IP hosts belonging to the IP multicast destingteup. This information is then used by the router
when deciding which directly attached networks to forward a received IP multicast datagram onto, in order to
complete delivery of the datagram to (local) group members.
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Thelocal group database is built through the operation of the Internet Group Management Protocol (IGMP; see

[RFC 1112]). When a MOSPF router becomes Designated Router on an attached network (call the network N1), it
starts sending periodic IGMP Host Membership Queries on the network. Hosts then respond with IGMP Host
Membership Reports, one for each multicast group to which they belong. Upon receiving a Host Membership Report
for a multicast group A, the router updatedatsl group database by adding/refreshing the entry [Group A, N1]. If

at a later time Reports for Group A cease to be heard on the network, the entry is then deleted from the local group
database.

It is important to note that on any particular network, the sending of IGMP Host Membership Queries and the
listening to IGMP Host Membership Reports is performed solely by the Designated RAU@EPF router ignores

Host Membership Reports received on those networks where the router has not been elected DesignatetiRouter
means that at most one router performs these IGMP functions on any particular network, and ensures that the network
appears in thiocal group database of at most one routeT his prevents multicast datagrams from being replicated

as they are delivered to local group members. As a result, each router in the Autonomous Systeffietess kc

group database. This is in contrast to the MOSPF link state database, and the datagram shortest-path trees (see
Section 2.3.2), all of which are identical in each router belonging to the Autonomous System.

The existence of local group members must be communicated to the rest of the routers in the Autonomous System.
This ensures that a remotely-originated multicast datagram will be forwarded to the router for distribution to its local
group members. This communication is accomplished through the creatigroopamember ship-L SA. Like other

link state advertisements, the group-membership-LSA is flooded throughout the Autonomous System. The router
originates a separate group-membership-LSA for each multicast group having one or more entniester the

local group database. The route's group-membership-LSA (say for Group A) lists those local transit vertices (i.e.,

the router itself and/or any directly connected transit networks) that should not be pruned from’&daipgkam
shortest-path trees. The router lists itself in its group-membership-LSA for Group A if either 1) one or more of the
router's attached stub networks contain Group A members or 2) the router itself is a member of Group A. The router
lists a directly connected transit network in the group-membership-LSA for Group A if both 1) the router is
Designated Router on the network and 2) the network contains one or more Group A members.

Consider again the example pictured in Figure 1. If Roul8ris been elected Designated Router for Network N3,
then Table 1: lists the local group database for the rout€isi 4.

Router local group database

RT1 [Group B, N1]

RT2 [Group A, N2], [Group B, N2]
RT3 [Group B, N3]

RT4 None

Table 1: Samplelocal group databases

5. The discussion in this section omits mention of the Backup Designated’Rouiein the IGMP protocol. While the Backup Designated

Router does not send IGMP Host Membership Queries, it does listen to IGMP Host Membership Reports, building “shadow” local group database
entries in the process. These entries do not lead to group-membership-LSAs, nor do they influence delivery of multicast datagrams, but are merely
maintained to ease the transition from Backup Designated Router to DesignateddRoutdrthe Designated Router fail. See Sections 2.3.4, 9

and 10 for details.
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Figure 3: Sample datagrans shortest-path tiee, souce N4, destination Goup A

In this case, each of the routefBIRRT2 and R'3 will originate a group-membership-LSA for Group B. In addition,
RT2 will also be originating a group-membership-LSA for Group ALRnd R'2’s group-membership-LSAs will
list solely the routers themselves (N1 and N2 are stub netwoik3)s Broup-membership-LSA will list the transit
network N3.

Figure 2 displays the Autonomous Systeiimik state database. A router/transit network is labelled with a multicast
group if (and only if) it has been mentioned in a group-membership-LSA for the group (indicated by superscripts in
Figure 2). When building the shortest-path tree for a particular multicast datagram, this labelling enables those
branches without group members to be pruned from the tree. The process of building a multicast satagntast’

path tree is discussed in Section 2.3.2.

Note that none of the hosts in Figure 1 belonging to multicast groups A and B show up explicitly in the link state
database (see Figure 2). In fact, looking at the link state database you cannot even determine which stub networks
contain multicast group members. The link state database simply indicates those routers/transit networks having
attached group members. This is all that is necessary for successful forwarding of multicast datagrams.

2.3.2 A datagrams shortest-path tree

While thelocal group databasefacilitates the local delivery of multicast datagrams déagram’s shortest-path
treedescribes the intermediate hops taken by a multicast datagram as it travels from its source to the individual
multicast group members. As mentioned above, the datagshiortest-path tree is a pruned shortest-path tree rooted
at the datagrara’source. Wo datagrams having @i#fring [source net, multicast destination] pairs may have, and in
fact probably will have, diérent pruned shortest-path trees.
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A datagram’s shortest path teeis built “on demand®, i.e., when the first multicast datagram is received having a
particular [source net, multicast destination] combinatienbdild the datagrars’shortest-path tree, the following
calculations are performed. First, the datagsasource IP network is located in the link state database. Then using
the routetLSAs and network-LSAs in the link state database, a shortest-path tree is built having the source network
as root. ® complete the process, the branches that do not contain routers/transit networks that have been labelled
with the particular multicast destination (via a group-membership-LSA) are pruned from the tree.

As an example of the building of a datagraustiortest path tree, again consider the Autonomous System in Figure 1.
The Autonomous Systemilink state database is pictured in Figure 2. When a router initially receives a multicast
datagram sent by Host H2 to the multicast group A, the following steps are taken: Host H2 is first determined to be on
Network N4. Then the shortest path tree rooted at net N4 is calgulpmding those branches that do not contain
routers/transit networks that have been labelled with the multicast group A. This results in the pruned shortest-path
tree pictured in Figure 3. Note that at this point all the leaves of the tree are routers/transit networks labelled with
multicast group A (routersTR and R'9 and transit network N6).

In order to forward the multicast datagram, each router must find its own position in the databmatest path tree.
The routets (call it Router RX) position in the datagram’pruned shortest-path tree consists of IX'R parent in
the tree (this will be the forwarding cache erggpstream node)and 2) the list of RX’s interfaces that lead to
downstream routers/transit networks that have been labelled with the datadeatmation (these will be added to
the forwarding cache entry dewnstream interface$. Note that after calculating the datagraishortest path tree, a
router may find that it is itself not on the tree. This would be indicated by a forwarding cache entry having no
upstream node or an empty list of downstream interfaces.

As an example of a router describing its position on the dategsortest-path tree, consider Rout€LRin Figure
3. RouteRT10’s upstream nodefor the datagram is RouteiTR, and there are twaownstream interfaces one
connecting to Network N6 and the other connecting to Network N8.

2.3.3 Support for Non-bioadcast networks

When forwarding multicast datagrams over non-broadcast networks, the datagram cannot be sent as a link-level
multicast (since neither link-level multicast nor broadcast are supported on these networks), but must instead be
forwarded separately to specific neighbosfacilitate this, forwarding cache entries can also cowmkaiwnstream
neighborsas well aglownstream interfaces

The IGMP protocol is not defined over non-broadcast networks. For this reason, there cannot be group members
directly attached to non-broadcast networks, nor do non-broadcast networks ever appear in local group database
entries.

As an example, suppose that Network N3 in Figure 1 is an X.25 PDN. Consider RiitefoRvarding cache entry
for datagrams having source Network N4 and multicast destination Group B. In place of having the interface to

6. One might imagine building all possible datagram shortest-path trees up front. Halisweight be expensive, both in router CPU time and
in router memorylt is hoped that building the datagram shortest-path trees on demand and caching the results will ease demands on router
resources by spreading out the calculations over a longer period of time.

7. ltis possible that, due to the existence of alternate paths, severeindishortest-path trees are available. MOSPF depends on all routers
constructing the exact same shortest path tree. For that reason, tie-breaking schemes have been implemented during tree construction to ensure that
identical trees result. See Section 12 for more details.
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Network N3 appear as the downstream interface in the matching forwarding cachéhemgyghboring routersiR
and R'2 would instead appear as separate downstream neighbors. In addition, in this case there could not be a group
B member directly attached to Network N3.

2.3.4 Details concerning forwar ding cache entries

Each of the downstream interface/neighbors in the cache entry is labelled with a TTL value. This value indicates the
number of hops a datagram forwarded out of the interface (or forwarded to the neighbor) would have to travel before
encountering a router/transit network requesting the multicast destination. The reason that a hop count is associated
with each downstream interface/neighbor is so that IP mulsoagtanding ring search procedure can be more
efficiently implemented. By expanding ring search is meant the following. Hosts can restrict the forwarding extent of
the IP multicast datagrams that they send by appropriate setting of the TTL value in the dai&ghaadlerThen,

for example, to search for the nearest server the host can send multicasts first with TTL set to 1, then 2, etc. By
attaching a hop count to each downstream interface/neighbor in the forwarding cache, datagrams will not be
forwarded unless they will ultimately reach a multicast destination before their TTL éxmm'zsavoids wasting

network bandwidth during an expanding ring search.

As an example consider RouteéF R)'s forwarding cache in Figure 3. RoutéfI®’s cache entry has two

downstream interfaces. The first, connecting to Network N6, is labelled as having a group member one hop away
(Network N6). The second, which connects to Network N8, is labelled as having a group member two hops away
(Router R'9).

Both the datagram shortest path tree and the local group database may contribute downstream interfaces to the
forwarding cache entries. As an example, if a router has a local group database entry of [Group G, NX], then a
forwarding cache entry for Group G, regardless of destination, will list the router interface to Network NX as a
downstream interface. Such a downstream interface will always be labelled with a TTL of 1.

As an example of forwarding cache entries, again consider the Autonomous System pictured in Figure 1. Suppose
Host H2 sends a multicast datagram to multicast group A. In that case, some routers will not even attempt to build a
forwarding cache entry (e.g, routef 5 because they will never receive the multicast datagram in the first place.
Other routers will receive the multicast datagram (since they are forwarded as link-level multicasts), but after
building the pruned shortest path tree will notice that they themselves are not a part of the tree Trbud, R

RT7, RT8 and R'12). These latter routers will install an empty cache eimdycating that they do not participate in

the forwarding of the multicast datagram. A sample of the forwarding cache entries built by the other routers in the
Autonomous System is pictured ialile 2:

8. Note that the expanding ring search yields the nearest server in terms of hop count, but not necessarily in terms of the OSPF metric.
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Upstream Downstream interfaces
Router . )
node (interface: hops)
RT10 Router R6 | (N6:1), (N8:2)
RT11 Net N8 (N9:1)
RT3 Net N4 (N3:1), (RT6:3)
RT6 Router R3 | (RT10:2)
RT2 Net N3 (N2:1)

Table 2: Sample forwarding cache entries, for source N4 and destination Group A.

A MOSPF router must clear its entfi@ war ding cache when the Autonomous Systesribpology changes, because

all the datagram shortest-path trees must be rebuilt. Likewise, when the location of a multicashgeoership

changes (reflected by a change in group-membership-LSAs), all cache entries associated with the particular multicast
destination group must be cleared. Other than these two cases, forwarding cache entries need not ever be deleted or
otherwise modified; in particulathe forwarding cache entries do not have to be aged. Havemearding cache

entries can be freely deleted after some period of inactivity (i.e., garbage collected), if router memory resources are in
short supply

3 Inter-area multicasting

Up to this point this memo has discussed multicast forwarding when the entire Autonomous System is a single OSPF
area. The logic for when the multicast datagsasaurce and its destination group members belong to the same OSPF
area is the same. This section explains the behavior of the MOSPF protocol when the dasagirasand (at least

some of) its destination group members belong ferdifit OSPF areas. This situation is callg@r-area multicast.

Inter-area multicast brings up the following issues, which are resolved in succeeding sections:

» Are thegroup-member ship-L SAs specific to a single area? And if they are, how is group membership
information conveyed from one area to the next?

* How are thalatagram shortest-path trees built in the interarea case, since complete information concerning the
topology of the datagram sourseieighborhood is not available to routers in other areas?

* In an area border routenultiple datagram shortest-path trees are built, one for each attached area. How are
these separate datagram shortest-path trees combinedsiimgpedor war ding cache entry?

It should be noted in the following that the basic protocol mechanisms in tharegecase are the same as for the
intra-area case. Forwarding of multicasts is still defined by the contentsfofwee ding cache. The forwarding
cache is still built from the same two componentsidhal group database and thedatagram shortest-path trees.
And while the calculation of the datagram shortest-path treedasathif in the intearea case (see Section 3.2), the
local group database is built exactly the same as in the intra-area case (i.e., Mi@isH&te with IGMP remains
unchanged in the presence of areas). Fintie/forwarding algorithm described in Sectidnid the same for both
the intra-area and intarea cases.

The following discussion uses the area configuration pictured in Figure 4 as an example. This figure, taken from the

OSPF specification, shows an Autonomous System split into three areas (Area 1, Area 2 and Area 3). A single
backbone area has been configured (everything outside of the shading). Since the backbone area must be contiguous,
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address range has been configured in Roui#t Ro that Networks N9-Nland Host H1 will be reported as a single

Figure 4: A sample MOSPF aga configuration

route outside of Area 3 (via summary-link-LSAS).

3.1 Extent of goup-membership-LSAs

Group-membership-LSAs are specific to a single OSPF area. This means that, just as with OSPFAsuter
network-LSAs and summary-link-LSAs, a group-membership-LSA is flooded throughout a single atea only
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membershi'pF \ \\datagrams

Area 2 Area 3

Figure5: Inter-arearouting architecture

router attached to multiple areas (i.e., an area border router) may end up originating several group-membership-LSAs
concerning a single multicast destination, one for each attached area. Hasavewill see belowhe contents of
these group-membership-LSAs will vary depending on their associated areas.

Just as in OSRleach MOSPF area has its own link state database. The MOSPF database is simply the OSPF link
state database enhanced by the group-membership-LSAs. Consider again the area configuration pictured in Figure 4.
The result of adding the group-membership-LSAs to the area databases yields the databases pictured in Figures 6 and
7. Figure 6 shows AreasLMOSPF database. Figure 7 shows the backbdh®SPF database. Superscripts indicate

which transit vertices have been advertised as requesting particular multicast destinations. A superscript of “w”
indicates that the router is advertising itself as a wild-card multicast receiver (see below). The dashed lines are OSPF
summary-link-LSAs or AS external-link-LSAs. Note in Figure 7 that RouTdrlfhas condensed its routes to

Networks N9-N1 and Host H1 into a single summary-link-LSA.

Suppose an OSPF router has a local group database eriBydap Y, Network X]. The router then originates a
group-membership-LSA for Group Y into the area containing Network X. For example, in the area configuration
pictured in Figure 4, RouterTR originates a group-membership-LSA for Group B. This group-membership-LSA is
flooded throughout Area 1, and no furtHgkewise, assuming that RouteT®has been elected Designated Router
for Network N3, R'3 originates a group-membership-LSA into Area 1 listing the transit network N3 as having group
members. Note that in the link state database for Area 1 (Figure 6) both RbutandRNetwork N3 have

accordingly been labelled with Group B.

In OSPFE-the area border routers forward routing information and dafe toetween areas. In MOSP&subset of

the area border routers, called thier-area multicast forwarders, forward group membership information and
multicast datagrams between areas. Whether a given OSPF area border router is also a M&B€d-rimiéicast
forwarder is configuration dependent (see Section B.1). In Figure 4 we assume that all area border routers are also
inter-area multicast forwarders.

In order to convey group membership information between areasamegemulticast forwarders “summarize” their
attached areas’ group membership to the backbone. This is very similar functionality to the summary-link-LSAs that
are generated in the base OSPF protocol. An-area multicast forwarder calculates which groups have members in

its attached non-backbone areas. Then, for each of these groups, theemtulticast forwarder injects a group-

9. This means that in MOSPjEst as in OSREhe only kind of link state advertisement that can be flooded between areas is the AS external-link-
LSA.
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Figure 6: Area 15 MOSPF database

membership-LSA into the backbone area. For example, in Figure 4 there are two groups having members in Area 1:
Group A and Group B. For that reason, both of Areariterarea multicast forwarders (Routerf3and R'4) inject
group-membership-LSAs for these two groups into the backbone. As a result both of these routers are labelled with
Groups A and B in the backbone link state database (see Figure 7).

However unlike the summarization of unicast destinations in the base OSPF protocol, the summarization of group
membership in MOSPF is asymmetric. While a non-backbonesageaip membership is summarized to the

backbone, this information is not then readvertised into other non-backbone areas. Nor is the lsagidagne’
membership summarized for the non-backbone areas. Going back to the example in Figure 4, while the presence of
Area 35 group (Group A) is advertised to the backbone, this information is not then redistributed to Area 1. In other
words, routers internal to Area 1 have no idea of Ars@@up membership.

At this point, if no extra functionality was added to MOSRElticast trdic originating in Area 1 destined for

Multicast Group A would never be forwarded to those Group A members in Area8cdmplish this, the notion of

wild-card multicast r eceiversis introduced. A wild-card multicast receiver is a router to which all multicafittraf
regardless of multicast destination, should be forwarded. A tewtdd-card multicast reception status is-peza.

In non-backbone areas, all invt@rea multicast forwardetare wild-card multicast receivers. This ensures that all
multicast trafic originating in a non-backbone area will be forwarded to its-ente@ multicast forwarders, and hence

to the backbone area. Since the backbone has complete knowledge of all areas’ group membership, the datagram can
then be forwarded to all group members. Note that in the backbone itself there is no need for wild-card multicast
receivers!. As an example, note that Routef&3Rand R4 are wild-card multicast receivers in Area 1 (see Figure 6),

while there are none in the backbone (see Figure 7).

10. A router indicates that it is a wild-card multicast receiver by setting the appropriate flag in itk 88ut8ee Section 14.6 for details.

11. This is not quite true. As we shall see, any iA®multicast forwarders belonging to the backbone are designated as wild-card multicast
receivers. See Section 4.
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Figure 7: The backbones MOSPF database

This yields the intearea routing architecture pictured in Figure 5. All group membership is advertised by the non-
backbone areas into the backbone. Likewise, all IP multicafit tgiing in the non-backbone areas is forwarded to
the backbone. Since at this point group membership information meets the multicast dataficadetiedry of the
multicast datagrams becomes possible.

3.2 Building inter-area datagram shortest-path tees

When building datagram shortest-path trees in the presence of areas, it is often the case that the source of the
datagram and (at least some of) the destination group members are in separate areas. Since detailed topological
information concerning one OSPF area is not distributed to other OSPF areas (the flooding-bSrmitaetwork-

LSAs and group-membership-LSAs is restricted to a single OSPF area only), the building of complete datagram
shortest-path trees is often impossible in the-atea case.dlcompensate, approximations are made through the use
of wild-card multicast receivers and OSPF summary-link-LSAs.

When it first receives a datagram for a particular [source net, destination groug]rpater calculates a separate
datagram shortest-path tree for each of the rugdtached areas. Each datagram shortest-path tree is built solely
from LSAs belonging to the particular aredihk state database. Suppose that a router is calculating a datagram
shortest-path tree for Area A. It is useful then to separate out two cases.
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Figure 8: Datagram’s shortest-path tee: Area 1, souce N4, destination Goup A

The first caseCase 1: The soure of the datagram belongs to Ara Ahas already been described in Section 2.3.2.
However in the presence of OSPF areas, during tree pruning care must be taken so that the branches leading to other
areas remain, since it is unknown whether there are group members in these (remote) areas. For this reason, only
those branches having no group members nor wild-card multicast receivers are pruned when producing the datagram
shortest-path tree.

As an example, suppose in Figure 4 that Host H2 sends a multicast datagram to destination Group A. Then the
datagrans shortest-path tree for Area 1, built identically by all routers in Area 1 that receive the datagram, is shown
in Figure 8. Note that both intarea multicast forwarders TR and R'4) are on the datagrasnshortest-path tree,
ensuring the delivery of the datagram to the backbone and from there to Areas 2 and 3.

» Case 2: The soure of the datagram belongs to an &a other than Area A.In this case, when building the
datagram shortest-path tree for Area A, the immediate neighborhood of the datagname is unknown.
However there are summary-link-LSAs in the Area A link state database indicating the cost of the paths between
each of Area /& interarea multicast forwarders and the datagram source. These summary links are used to
approximate the neighborhood of the datagsasource; the tree begins with links directly connecting the source
to each of the intesirea multicast forwarders. These links point in the reverse direction (towards instead of away
from the datagram source) from the links considered in Case 1 a#ibadditional links added to the tree also
point in the reverse diection. The final datagram shortest-path tree is then producexstiyefore, pruning all
branches having no group-members nor wild-card multicast receivers.

As an example, suppose again that Host H2 in Figure 4 sends a multicast datagram to destination Group A. The
datagrams shortest-path tree for the backbone is shown in Figure 9. The neighborhood around the source
(Network N4) has been approximated by the summary links advertised by roliBeaséRR 4. Note that all

links in Figure 98 datagram shortest-path tree have arrows pointing in the reverse direction, towards Network N4
instead of away from it.

The reverse costs used for the entire tree in Case 2 are forced because summary-link-LSAs only specify the cost
towards the datagram source. In the presence of asymmetric link costs, this may leadficidessaites when
forwarding multicasts between areas.

Those routers attached to multiple areas must calculate multiple trees and tpethe®rinto a single forwarding
cache entryAs shown in Section 2.3.2, when connected to a single area thég@aigition on the datagram
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Figure 9: Datagram shortest-path tree: Backbone, source N4, Destination Group A

shortest-path tree determines (irgpart) its forwarding cache enti/hen attached to multiple areas, and hence
calculating multiple datagram shortest-path trees, each tree contributes to the forwarding casheseotry’

downstream interfaces/neighbors. Howewaity one of the areas’ datagram shortest-path trees will determine the
forwarding cache entrg’upstream node. When one of the attached areas contains the datagram source, that area will
determine the upstream node. Otherwise, the tiebreaking rules of Section 12.2.7 are invoked.

Consider again the example of Host H2 in Figure 4 sending a multicast datagram to destination Group ATRouter R
will calculate two datagram shortest-path trees, one for Area 1 and one for the backbone. Since the source of the
datagram (Host H2) belongs to Area 1, the Area 1 datagram shortest-path tree deter8igmapsReam node:

Network N4. Router R3 calculates two downstream interfaces for the datagram: the interface to Network N3 (which
comes from Area % datagram shortest-path tree) and the serial line to Rolgefwich comes from the

backbones datagram shortest-path tree). As for Routet@Rit calculates two trees, determining its upstream node
from the backbone tree and its two downstream interfaces from the Area 2 tree, Rmaty R'11 calculates three
trees, determining its upstream node from the Area 2 tree and its downstream interface from the Area 3 tree.

4 Inter-AS multicasting

This section explains how MOSPF deals with the forwarding of multicast datagrams between Autonomous Systems.
Certain AS boundary routers in a MOSPF system will be configuredensAS multicast forwarders. It is

assumed that these routers will also be running anA8anulticast routing protocol. This specification does not

dictate the operation of such an ir&® multicast routing protocol. Howevehe following interactions between

MOSPF and the inteAS routing protocol are assumed:

1. MOSPF guarantees that the inée® multicast forwarders will receive all multicast datagrams; but it is up to each
router so designated to determine whether the datagram should be forwarded to other Autonomous Systems. This
determination will probably be made via the in&S3 routing protocol.
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2. MOSPF assumes that the infe® routing protocol is forwarding multicast datagrams in an RPF (reverse path
forwarding; see [Deering] for an explanation of this terminology) fashion. In other words, it is assumed that a
multicast datagram whose source (call it X) lies outside the MOSPF domain will enter the MOSPF domain at
those points that are advertising (into OSPF) the best routes back to X. MOSPF calculates the path of the
datagram through the MOSPF domain based on this assumption.

MOSPF designates an irt&6 multicast forwarder aswild-card multicast receiver in all of its attached areas. As
in the interarea case, this ensures that the routers remain on all pruned shortest-path trees and thereby receive all
multicast datagrams, regardless of destination.

As an example, suppose that in Figure 1 bdth 81d R'7 were configured as int&S multicast forwarders. Then
the link state database would look like the one pictured in Figure 2, with the addition of a) wild-card stafs for R
and R'7 (they would appear with superscripts of “w”) and b) the external links originate@Sail R'7 being
labelled asnulticast-capable'?.

As another example, consider the area configuration in Figure 4. Again suffsoaed=R 7 are configured as inter
AS multicast forwarders. Then in Areas1ink state database (Figure 6), the external links originated byard
RT7 would again be labelled as multicast-capable. Howewete that in Area $'database™ and H'7 are not
labelled as wild-card multicast receivers. This is unnecessary; since Aliegetarea multicast forwarders TR

and R'4) are wild-cards, all multicast datagrams will be forwarded to the backbone. And in the baxkbkrstate
database (Figure 7),TB and R'7 will be labelled as wild-cards.

4.1 Building inter-AS datagram shortest-path trees.

When multicast datagrams are to be forwarded between Autonomous Systems, the datagram shortest-path tree is built
as follows. Remember that the router builds a separate tree for each area to which it is attached; these trees are then
memged into a single forwarding cache en®yppose that the router is building the tree for Area db¥&ak up the

tree building into three cases. This first two cases have already been described earlier in this memo: Case 1 (the
source of the datagram belongs to Area A) having been described in Section 2.3.2 and Case 2 (the source of the
datagram belongs to another OSPF area) having been described in Section 3.2. The only modification to these cases is
that interAS multicast forwarders, as well as group members andanéarmulticast forwarders, must remain on the

pruned trees. The new case is as follows:

» Case3: Thesource of the datagram belongsto another Autonomous System. The immediate neighborhood of
the source is then unknown. In this case the multicast-capable AS external links are used to approximate the
neighborhood of the source; the tree begins with links directly attaching the source to one or ma& inter
multicast forwarders. The approximating AS external links point in the reverse direction (i.e., towards the source),
just as with the approximating summary links in Case 2. Also, as in Calééigksincluded in the tree must
point in thereverse direction. The final datagram shortest-path tree is then produced (as always) by pruning
those branches having no group members nor wild-card multicast receivers.

12. Itis possible that through the operation of an-{A&multicast routing protocol, RoutefR knows that it does not have multicast
connectivity to Network N15 (even though it has unicast connectivity). In this cB8eyduld not advertise the external link to N15 as being
multicast capable.
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Figure 10: Datagram shortest path tree: Area 1, source N12, Destination Group B

As an example, suppose that a host on Network N12 (see Figure 4) originates a multicast datagram for Destination
Group B. Assume that all external costs pictured are OSPF external type 1 metrics. Then any routers in Area 1
receiving the datagram would build the datagram shortest-path tree pictured in Figure 10. Note that all links in the
tree point in the reverse direction, towards the source. The tree indicates that the routers expect the datagram to
enter the Autonomous System at Rout&7 Rand then to enter the area at Roufet.R

Note that in those cases where the “best” iAi®multicast forwarder is not directly attached to the area, the
neighborhood of the source is actually approximated by the concatenation of a summary link and a multicast-
capable AS external link. This is in fact the case in Figure 10.

In Case 3 (datagram source in another AS) the requirement that all tree links point in the reverse direction (towards
the source) accommodates the fact that summary links and AS external links already point in the reverse direction.
This also leads to the requirement that the iA®multicast routing protocol operate in a reverse path forwarding
fashion (see condition 2 of Section 4). Note that Reverse path forwarding can lead to sub-optimal routing when costs
are configured asymmetricallnd it can even lead to non-delivery of multicast datagrams in the case of asymmetric
reachability

InterrAS multicast forwarders may end up calculating a forwarding cachesanggt eam node as being external to
the AS. As an example, Routef Rin Figure 10 will end up calculating an external router (via its external link to
Network N12) as the upstream node for the datagram. This meang tatust receive the datagram from a router
in another AS before injecting the datagram into the MOSPF system.

4.2 Stub area behavior

AS external links are not imported into stub areas. Suppose that the source of a particular datagram lies outside of the
Autonomous System, and that the datagram is forwarded into a stub area. In the Sulatga@m shortest-path

tree the neighborhood of the datagrsuspurce cannot be approximated by AS external links. Instead the

neighborhood of the source is approximated byd#feult summary links (see Section 3.6 of [OSPF]) that are

originated by the stub araahtra-area multicast forwarders.

Except for this small change to the construction of a stubsadatagram shortest-path trees, all other MOSPF

algorithms (e.g., mging with other areas’ datagram shortest-path trees to form the forwarding cache) function the
same for stub areas as they do for non-stub areas.
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4.3 Inter-AS multicasting in a core Autonomous System

It may be the case that the MOSPF routing domain connects together ni@amntidutonomous Systems, thereby
serving as a “core Autonomous System” (e.g, the old NSFNet backbone). In this case, it could very well be that the
majority of the MOSPF routers are also ird&8 multicast forwarders. Having each infe® multicast forwarder

then declare itself a wild-card multicast receiver could very well waste considerable network bandwidth. Hewever
an alternative to declaring themselves wild-card multicast receivers, thé#taulticast routers could instead

explicitly advertise all groups that they were interested in forwarding (to other “client” Autonomous Systems) in
group-membership-LSAs. These advertised groups would have to be learned through% midticast routing

protocol (or possibly even statically configured).

This in essence allows the clients of the core Autonomous System to advertise their group membership into the core.
However since any client MOSPF domains will still have their kA& multicast forwarders configured as wild-card
multicast receivers, this advertisement will be asymmetric: the core will not advertise its or others’ group
membership to the clients. The achieves the sameASeanulticast routing architecture that MOSPF uses for-inter

area multicast routing (see Figure 5).
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5 Modelling internal group member ship

A MOSPF router may itself contain multicast applications. A typical example of this is a UNIX workstation that
doubles as a multicast rout&his section concerns two alternative ways of representing the group membership of the
MOSPF routels internal applications. Both representations have advantages. For maximum fletibiMyOSPF
forwarding algorithm (see Sectio)lhas been specified so that either representation can be used in a MOSPF router
(and in fact, both representations can be used at once, depending on the application).

The first representation is based on the paradigm presented inlREQnlthis case, an application joins a multicast
group on one or more specific physical interfaces. The application then receives a multicast datagram if and only if it
is received on one of the specified interfaces. If a datagram is received on multiple specified interfaces, the
application receives multiple copies. Figueshows this algorithm as it is implemented in (modified) BSD UNIX
kernels. The figure shows the processing of a multicast datagram, starting with its reception on a particular interface.
First copies of the datagram are given to those applications that have joined on the receiving interface. Then the
forwarding decision (pictured as a box containing a question mark) is made, and the packet is (possibly) forwarded
out certain interfaces. If these interfaces are not capable of receiving their own multicasts, a copy of the datagram
must be internally looped back to appropriately joined applications.

The advantages to the RFCL2 representation are as follows:

» Itis the standard for the way an IP host joins multicast groups. It is simplest to use the same membership model
for hosts and routers; most would consider an IP router to be a special case of an IP host anyway

» Itis the way group membership has been implemented in BSD UNIX. Existing multicast applications are written
to join multicast groups on specific interfaces.

» The possibility of receiving multiple datagram copies may improve fault tolerance. If the datagram is dropped due
to an error on the path to some interface, another interface may still receive a copy

» The ability to specify a particular receiving interface may improve the accuracy of IP mdtegsihding ring
search mechanism (see Section 2.3.4).

» Membership in the non-routable multicast groups (224.0.0.1 - 224.0.0.255) must be -imerfaee basis. An
OSPF router always belongs to 224.0.0.5 (AllISPFRouters) on its OSPF interfaces, and may belong to 224.0.0.6
(AlIDRouters) on one or more of its OSPF interfaces.

The second representation is MOSPF-specific. In this case, an application joins a multicast group on an interface-
independent basis. In other words, group membership is associated with the router as a whole, not separately on each

To application

receive transmit

Figure 11: RFC 1112 representation of internal group member ship
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interface. The application then receives a copy of a multicast datagram if and only if the datagram would actually be
forwarded by the MOSPF router. Figure 12 shows how this algorithm would be implemented. The datagram is

?To application

Packet forwarding

MOSPF-specific lepresentation

receive transmit

Figure 12: MOSPF-specific epresentation of internal gioup membership

received on a particular interface. If the datagram is validated for forwarding (i.e., the receiving interface connects to
the matching forwarding cache enrypstream nodg, a copy of the datagram is also given to appropriately joined
applications. Note that this model of group membership is not as general as th&lRF@del, in that it can only

be implemented in MOSPF routers and not in arbitrary IP hosts. Hqvitevas the following advantages:

» The application does not need to have knowledge of the router interfaces. It does not need to know what kind or
how many interfaces there are; this will be taken care of by the MOSPF protocol itself.

» Aslong as any interface is operational, the application will continue to receive multicast datagrams. This happens
automaticallywithout the application modifying its group membership.

» The application receives only one copy of the datagram. Using thelRE@presentation, whenever an
application joins on more than one interface (which must be done if the application does not want to rely on a
single interface), multiple datagram copies will be received during normal operation.

6 Additional capabilities

This section describes the MOSPF configuration options that allow routerfeahdicapabilities to be mixed
together in the same routing domain. Note that these options handle special circumstances that may not be
encountered in normal operation. Default values for the configuration settings are specified in Appendix B.

6.1 Mixing with non-multicast routers

MOSPF routers can be mixed freely with routers that are running only the base OSPF algorithm (called non-multicast
routers in the following). This allows MOSPF to be deployed in a piecemeal fashion, thereby speeding deployment
and allowing experimentation with multicast routing on a limited scale.

When a MOSPF router builds a datagram shortest-path tree, it omits all non-multicast routers. For example, in Figure
1, if Router R'6 was not a multicast routghe datagram shortest-path tree in Figure 3 would be built with a more
circuitous branch through RoutefR instead of through RouteffB. In addition, nhon-multicast routers do not

participate in the flooding of the new group-membership-LSAs. This adheres to the general principle that a router
should not have to handle those link state advertisements whose format (or contents) the router does not understand.
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Mixing MOSPF routers with non-multicast routers creates a number of potential problems. Certain mixings of

MOSPF and non-multicast routers can cause multicast datagrams to take suboptimal paths, or in other cases can lead
to the non-delivery of multicast datagrams. In addition, mixing MOSPF routers and non-multicast routers can cause
the paths of multicast datagrams to diyeradically from the path of unicast datagrams. Suchgbwees can make

routing problems harder to debug.

In particular the following specific dffculties may arise when mixing MOSPF routers with non-multicast routers:

» Even though there is unicast connectivity to a destination, there may not be multicast conrfemtigkgmple, if
Router R'10 in Figure 1 becomes a non-multicast rquter group member connected to Networld Mill no
longer be able to receive multicasts sourced by Host H2. But the two hosts will be able to exchange unicasts (e.qg.,
ICMP pings).

* When the Designated Router for a multi-access network is a non-multicast tfeeitegtwork will not be used for
forwarding multicast datagrams. For example, if in Figure 1 RoutérilkDesignated Router for Network N3,
and R4 is non-multicast, Network N3 will not be used to forward IP multicasts. This would mean that multicast
datagrams originated by Hosts H2 and H3 would not be forwarded beyond their local network (N4), even though
it seems that the needed multicast connectivity exists.

«  When forwarding multicast datagrams between areas, mixing of MOSPF routers and non-multicast routers in the
source area may cause unexpected loss of multicast connediingtys because in the interea routing of
multicast datagrams the neighborhood of the datagramirce is approximated by OSPF summary links, and
OSPF summary-link-LSAs do not carry indications/guarantees of the summarizedhpaiticast routing
capability

6.2 TOS-based multicast

MOSPF allows a separate datagram shortest-path tree to be built for egpk B? $ervice. This means that the path
of a multicast datagram can vary depending on the datagi@®$ classification, as well as its source and
destination.

For each router interface, OSPF allows a separate metric to be configured for eagh WHen building the
shortest path tree fordS X, the cost of a path is the sum of the component interfa@&XImetrics. Note that
OSPF requires that 205 0 metric be specified for each interface. Howeagn form of data compression, metrics
need only be specified for non-zer@$ if they are dferent than the @S 0 metric.

Additionally, OSPF routers can be configured to ignd@STwhen forwarding packets. Such routers, call®@@-T
incapable, build only thed$S 0 portion of the routing tableOB-incapable routers can be mixed freely widSF

capable routers when forwarding unicast packets. The way this is handled for unicast packets is that the unicast is
forwarded along the@S 0 route whenever théOB X route does not exist. HoweyBtOSPF must treat this

situation somewhat dérently, since each router must build the exact same tree rooted at the degagraircé.

Like OSPE-MOSPF allows DS-based routing to be optionaD$-capable anddS-incapable multicast routers can

be mixed freely in the routing domainOB-incapable routers will only ever buil®¥ 0 datagram shortest-path

trees. OS-capable routers will first buildJS 0 datagram shortest-path trees. If these trees contain@8ly T

capable routers, datagram shortest-path trees are then built separately for n@dSzeatu€s. Otherwise, th@©B 0
datagram shortest-path tree is used to forward diicraégardless of its@S designation. Using this logic, all

routers in essence continue to utilize identical datagram shortest-path trees. See Section 12.2.8 for more details.
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6.3 Assigning multiple I P networksto a physical network

Assigning multiple IP networks/subnets to a single physical network causes some confusion in MGSBF

because the underlying OSPF protocol treats these IP networks/subnets as entirely separate entities, originating
separate network-LSAs for each and forming separate adjacencies for each, while IGMP recognizes only the single
underlying physical network. Adding to the problem is the fact that when a multicast datagram is received from such
a multiply-addressed physical wire, there is no good way to choose the dasagrstnéam node (which must be

done in order to make the forwarding decision; see Seclidor Hetails). As a result, unless this situation is dealt

with through configuration, unwanted replication of multicast datagrams may occur when they are forwarded over
multiply-addressed wires.

As a remedyMOSPF allows multicast forwarding to be disabled on certain IP networks/subnets. When multicast
forwarding is disabled on the wisz"extra” subnets (i.e., all but one), the extra subnets will not appear in datagram
shortest-path trees, nor will they appear in local group database or forwarding cache entries. As a result, the
possibility of unwanted datagram replication is eliminated. The actual disabling of multicast forwarding on a subnet
is done through setting th®M ulticastForwar ding parameter talisabled on all router interfaces connecting to the
subnet (see Section B.2).

6.4 Networkson Autonomous System boundaries

Another complication can arise on IP networks/subnets that lie on the boundary of a MOSPF Autonomous System.
Similar to the unicast situation where these networks may be running multiple IGPs (Interior Gateway Protocols),
these networks may also be running multiple multicast routing protocols. It may then become impossible for a
MOSPF router to determine whether a multicast datagram is being forwarded along the datagram shortest-path tree,
or whether it has been inadvertently received from the other Autonomous System. Guessing wrong can lead to either
unwanted replication or non-delivery of the multicast datagram. In addition, in order to prevent receiving duplicate
multicast datagrams, group members on these boundary networks will probably want to declare their membership to
one Autonomous System and not anather

For example, consider the two Autonomous Systems pictured in Figure 13. Network X is on the boundary of both
ASes. One possible multicast datagram path is shown; the datagram originates in a third Autonomous System, and is
then delivered to both AS #1 and AS #2 separaldlg paths through the two Autonomous Systems may end up

having certain boundary networks as common segments. In Figure 13, Network X is common to both paths. In this
case, if both Autonomous Systems were running (separate copies of) M&Edme datagram would appear twice

on Network X as a data-link multicast. This would cause duplicate datagrams to be received by any group members
on Network X or downstream from Network X.

MOSPF has two mechanisms to eliminate this replication of multicast datagrams. First, a system administrator can
configure certain networks to forward multicast datagrams as data-link unicasts instead of data-link multicasts. This
is done by setting tHd®M ulticastForwar ding parameter tdata-link unicast on those router interfaces attaching to

the network (see Section B.2). As an example, in Figure 13 the routers in AS #2 could be configured so that Router C
would send the multicast datagram out onto Network X as a data-link unicast addressed directly to Router D. Router
D would accept this data-link unicast, but would reject any data-link multicast forwarded by Router A. This would
eliminate replication of multicast datagrams downstream from Network X. In addition, if the IPMulticastForwarding
parameter is set to data-link unicast on Network X, group membership will not be monitored on the network. This
will prevent group members attached directly to Network X from receiving multiple datagram copies, since group
membership on the boundary network will be monitored from only one AS (AS #1 in our example).

Moy [Page 28]



RFC 1584 Multicast Extensions to OSPF March 1994

Figure 13: Networks on AS boundaries

AS #1

Network X

It should be noted that forwarding IP multicasts as data-link unicasts has some disadvantages when three or more
MOSPF routers are attached to the network. First of all, it is more work for a router to send multiple unicasts than a
single multicast. Second, the multiple unicasts consume more network bandwidth than a single multicast. And last, it
increases the delay for some group members since multiple unicasts also take longer to send than a single multicast.

6.5 Recommended system configuration

In order to make MOSP§'selection of routes more predictable, it is recommended that all routers in any particular
OSPF area have the same multicast 808 Tapabilities.Keeping areas homogeneous ensures that IP multicast
packets will follow relatively the same path as IP unicasts. In contrast, while heterogeneous areas will function, and
will probably be necessary at least during the initial introduction of multicast routing, such areas may produce
seemingly sub-optimal and unexpected routes. For example, see Section 6.1 above for a detailed description of the
possible pitfalls when mixing multicast and non-multicast routers.

As for the other options presented above, to achieve the most predictable results it is recommended that a router
interfaces IPMulticastForwarding parameter be set to a value other tiata-link multicast only when either a)
multiple IP networks have been assigned to a single physical wire or b) multiple multicast routing protocols are
running on the attached network.
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7 Basicimplementation requirements

An implementation of MOSPF requires the following pieces of system support. Note that this support is in addition to
that required for the base OSPF implementation as outlined in Section 4.4 of [OSPF].

» Promiscuous multicast reception. In a multicast routeit is necessary to receive all IP multicasts at the data-link
level. On those interfaces where IP multicast datagrams are encapsulated by a wide range of data-link multicast
destination addresses (e.g, ethernet and FDDI), this is most easily accomplished by disabling any hardware
filtering of multicast destinations (i.e., by “opening up” the interaoallticast filter).

» Data-link multicast/broadcast detection. To avoid unwanted replication of multicast datagrams in certain
exceptional conditions, it is necessary for the multicast router to determine whether a datagram was received as a
data-link multicast/broadcast or as a data-link unicast, for later use by the MOSPF forwarding mechanism. See
Section 6.4 for more details.

* Animplementation of IGMP. MOSPF uses the Internet Group Management Protocol (J@dtiemented in
[RFC 1112]) to monitor multicast group membership. See Section 9 for details.

8 Protocol data structures

The MOSPF protocol is described herein in terms of its operation on various protocol data structures. These data
structures are included for explanatory uses, @iy are not intended to constrain a MOSPF implementation.
Besides the data structures listed belihg specification will also reference the various data structures (e.g., OSPF
interfaces and neighbors) defined in [OSPF].

In a MOSPF routethe following items are added to the list of global OSPF data structures described in Section 5 of
[OSPFI:

» Local group database. This database describes the group membership on all attached networks for which the
router is either Designated Router or Backup Designated Ratisrin turn determines the group-membership-
LSAs that the router will originate, and the local delivery of multicast datagrams (see Sections 2.3.1 and 10).

» Forwarding cache. Each entry in the forwarding cache describes the path of a multicast datagram having a
particular [source net, multicast destinatio®S] combination. These cache entries are calculated when building
the datagram shortest-path trees. See Sections 2.3.4 &mdniore details.

» Multicast routing capability. Indicates whether the router is running the multicast extensions defined in this
memo. A router running the multicast extensions must still run the base OSPF algorithm as set forth in [OSPF].
Such a router will continue to interoperate with non-multicast-capable OSPF routers when forwarding IP unicast
traffic.

» Inter-area multicast forwarder. Indicates whether the router will forward IP multicasts from one OSPF area to
another Such a router declares itself a wild-card multicast receiver in its non-backbone areh3éstésee
Section 14.6), and also summarizes its attached areas’ group membership to the backbone in group-membership-
LSAs. When building intearea datagram shortest-path trees, it is these routers that appear immediately adjacent
to the datagram source at the root of the tree (see Section 3.2). Not all multicast-capable area border routers need
be configured as intarea multicast forwarders. Howeyaihenever both ends of a virtual link are multicast-
capable, they must both be configured as-atea multicast forwarders (see Section 1.1
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Inter-AS multicast forwarder. Indicates whether the router will forward IP multicasts between Autonomous
Systems. Such a router declares itself a wild-card multicast receiver in itsk8dte(see Section 14.6). These
routers are also assumed to be running some kind ofAenulticast protocol. They mark all external routes

that they import into the OSPF domain as to whether they provide multicast connectivity (see Section 14.9). When
building interAS multicast datagram trees, it is these routers that appear immediately adjacent to the datagram
source at the root of the tree.

8.1 Additionstothe OSPF area structure

The OSPF area data structure is described in Section 6 of [OSPF]. In a MOSBRheditdowing item is added to
the OSPF area structure:

List of group-member ship-L SAs. These link state advertisements describe the location of the amelticast

group members. Group-membership-LSAs are flooded throughout a single aréa@alyorder routers also
summarize their attached areas’ membership by originating group-membership-LSAs into the backbone area. For
more information, see Sections 3.1 and 10.

8.2 Additionsto the OSPF interface structure

The OSPF interface structure is described in Section 9 of [OSPF]. In a MOSPFtheuteltowing items are added

to the OSPF interface structure. Note that the IPMulticastForwarding parameter is really a description of the attached
network. As such, it should be configured identically on all routers attached to a common network; otherwise
incorrect routing of multicast datagrams may résult

IPMulticastForwarding. This configurable parameter indicates whether IP multicasts should be forwarded over
the attached network, and if so, how the forwarding should be done. The parameter can assume one of three
possible valuedisabled, data-link multicast anddata-link unicast. When set to disabled, IP multicast

datagrams will not be forwarded out the interface. When set to data-link multicast, IP multicast datagrams will be
forwarded as data-link multicasts. When set to data-link unicast, IP multicast datagrams will be forwarded as data-
link unicasts. The default value for this parameter is data-link multicast. The other two settings are for use in the
special circumstances described in Sections 6.3 and 6.4. When set to disabled or to data-link unicast, IGMP group
membership is not monitored on the attached network.

|GM PPallingl nterval. When the router is actively monitoring group membership on the attached network, it
periodically sends IGMP Host Membership Queries. IGMPPollinglinterval is a configurable parameter indicating
the number of seconds between IGMP Host Membership Queries. The router actively monitors group
membership on the attached network when both a) the interfi&dulticastForwarding parameter is set to data-
link multicast and b) the router has been elected Designated Router on the attached network. See Section 9 for
details.

IGM PTimeout. This configurable parameter indicates the length of time (in seconds) that a local group database
entry associated with this interface will persist without another matching IGMP Host Membership Report being
received. See Section 9 for details.

13. Synchronization of the IPMulticastForwarding interface parameter is not enforced by the MOSPF protocol, since it is not included in the
contents of a MOSPF routsrHello packets.
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* IGMP palling timer. The firing of this interval timer causes an IGMP Host Membership Query to be sent out the
interface. The length of this timer is the configurable parameter IGMPPollinginteeeaBection 9 for details

8.3 Additionsto the OSPF neighbor structure

The OSPF neighbor structure is defined in Section 10 of [OSPF]. In a MOSPF-tteufelowing items are added
to the OSPF neighbor structure:

» Neighbor Options. This field was already defined in the OSPF specification. HopieM@IOSPF there is a new
option which indicates the neighb®multicast capabilityThis new option is learned in the Database Exchange
process through reception of the neighb@atabase Description packets, and determines whether group-
membership-LSAs are flooded to the neighlSa&e the items concerning flooding in Section 14 for a more
detailed explanation.

8.4 Thelocal group database

The local group database has already been introduced in Section 2.3.1. The current section attempts a more precise
definition. The local group database tracks the group membership of thesrdirestly attached networks. Database

entries are created and maintained by the IGMP protocol. Database entries can cause group-membership-LSAs to be
originated, which in turn enable the pruning of datagram shortest-path trees. The local group database also dictates
the routets responsibility for the delivery of multicast datagrams to directly attached group members.

Each entry in the local group database has three components: the multicast group, the attached network and the
entry’s age. A database entry is indexed by the first two components: multicast group and attached network. A
database lookup function is assumed to exist, so that given a [multicast group, attached netwitw]rpaiching
database entry (if any) can be discovered. A database entry for [Group A, Network N1] exists if and only if there are
Group A members currently located on Network N1.

The three components of a local group database entry are defined as follows:

* MulticastGroup. The multicast group whose members are being tracked by thisEatty multicast group is
represented as a class D IP address. For the semantics of multicast group membership, 44@][RFC 1

» AttachedNetwork. Each database entry is concerned with the group members belonging to a single attached
network. D get a complete picture of the local group membership (when for example building a group-
membership-LSA), it may be necessary to consult multiple database entries, one for each attached network. Note
that a router is only required to maintain entries for those attached networks on which the router has been elected
Designated Router or Backup Designated Router (see Section 9).

» Age. Indicates the number of seconds since an IGMP Host Membership Report for multicast Group A has been
seen on Network N1. If the age field hits Networkd\Nddnfigured GM PTimeout value, the local group database
entry is removed (i.e., the entry has “aged out”). See Sections 9.2 and 9.3 for more information.

8.5 Theforwarding cache

The forwarding cache has already been defined in Section 2.3. The current section attempts a more precise definition.
Each entry in the forwarding cache indicates how a multicast datagram having a particular [source network,
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destination multicast group, IROB] will be forwarded. A forwarding cache entry is built on demand from the local
group database and the datagastiortest-path tree. For more details, consult Sections 2.3.4 and 12.

Each entry in the forwarding cache has six components: the multicast datagpance network, the destination
multicast group, the IPAS, the upstream node, the list of downstream interfaces and (possibly) a list of downstream
neighbors. A forwarding cache entry is indexed by source network, destination multicast group@Sd A T

lookup function is assumed to exist, so that given a multicast datagram with a particular [IP source, destination
multicast group, IP OS], a matching cache entry (if any) can be found.

The six components of a forwarding cache entry are defined as follows:

» Source network. The datagrams’source network is described by a network/subnet/supernet number and its
corresponding mask. The source network for a datagram is discovered via a routing table/database lookup of the
datagrams IP source address, as described in Secfigh 1

» Destination multicast group. The destination group to which matching datagrams are being forwarded. For the
semantics of multicast group membership, see [REQ]1

» IPTOS. The IP pe of Service specified by matching datagrams. Note that this means that the path of the
multicast datagram depends on i83 classification.

» Upstream node. The attached network/neighboring router from which the datagram must be received. If received
from a diferent attached network/neighboring routee matching datagram is dropped instead of forwarded.
This prevents unwanted replication of multicast datagrams. It is possible that the upstream node is unspecified
(i.e., set to NULL). In this case, matching datagrams will always be dropped, no matter where they are received
from. It is also possible that the upstream node is specified as the placeholder EXTERNAL. This means that the
datagram must be received on a non-MOSPF interface in order to be forwarded.

» List of downstream interfaces. These are the router interfaces that the matching datagram should be forwarded
out of (assuming that the datagram was received fimsineam node). Each interface is also listed witifa L
value.The TTL value is the minimum number of hops necessary to reach the closest (in terms of router hops)
group memberThis allows the router to drop datagrams that have no chance of reaching a destination group
member

» List of downstream neighbors. When the datagram is to be forwarded out a non-broadcast multi-access network,
or if the interfaces IPMulticastForwarding parameter is set to data-link unicast, the datagram must be forwarded
separately to each downstream neighbor (see Sections 2.3.3 and 6.4). As done for downstream interfaces, each
downstream neighbor is specified together with the smallEistthat will actually reach a group member

9 Interaction with the |GMP protocol

MOSPF uses the IGMP protocol (see [REQZ]) to monitor multicast group membership. In short, the Designated
Router on a network periodically sends IGMP Host Membership Queries (see Section 9.1), which in turn elicit IGMP
Host Membership Reports from the netwsrkiulticast group members. These Host Membership Reports are then
recorded in the Designated Rousesind Backup Designated Rousdocal group databases (see Section 9.2).
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9.1 Sending IGMP Host Member ship Queries

Only the networls Designated Router sends Host Membership Queries. This minimizes the amount of group
membership information on the network, both in terms of queries and responses.

When a MOSPF router becomes Designated Router on a network, it checks to see that the network’

| PM ulticastForwar ding parameter is set to data-link multicast (see Section B.2). If so, it starts the int¢GAd®

polling timer. Then, whenever the timer fires (evé&M PPollingl nterval seconds), the MOSPF router sends a

Host Membership Query out the interface. The destination of the query is the IP address 224.0.0.1. For the format of
the querysee [RFC 112]. Ifiwhen the MOSPF router ceases to be the nete@&Signated Routethe IGMP

polling timer is disabled and no more Hosts Membership Queries are sent.

Unusual behavior can result when multiple IP networks are assigned to a single physical network. MOSPF treats each
such IP network separateBlecting (possibly) a dérent Designated Router for each network. Howae&vP

operates on a physical network basis only: when a Host Membership Query is sent, all group members on the
physical network respond, regardless of their IP addresses. So unld¥dd thigcastFor war ding parameter is set to

a value other than data-link multicast on all but one of the physical neswBrkeetworks, excess multicast

membership reporting will result.

9.2 Recelving IGMP Host Membership Reports

Received Host Membership Reports are processed by both the netidesigjnated Router and Backup Designated
Router It is the Designated Routsrresponsibility to distribute the netwaslgroup membership information
throughout the routing domain, by originating group-membership-LSAs (see Section 10). The Backup Designated
Router processes Reports so that it too has a complete picture of the reegnarg’ membership, enabling a quick
cutover upon Designated Router failure.

An IGMP Host Membership Report concerns membership in a single IP multicast group (call it Group A). The

Report is sent to the Group A address so that other group members may see the Report and avoid sending duplicates
(see [RFC 112] for details). When an IGMP Host Membership Report, sent on NetwdrkisNeceived by a

MOSPF routerthe following steps are executed:

1. If the router is neither the Designated Router nor the Backup Designated Router on the network, the Report is
discarded and processing stops.

2. If the Report concerns a multicast group in the range 224.0.0.1 - 224.0.0.255, the Report is discarded and
processing stops. This range of multicast groups are for local use (single hophdrdgtagrams sent to these
destinations are never forwarded by multicast routers.

3. Locate the entry for [Group A, Network N] in thaeal group database. If no such entry exists, create one. In any
case, set the age of the entry to 0. Note that even if multiple hosts attached to Network N report membership in the
same group, only a single local group database entry will be formed. See Section 8.4 for more details concerning
the local group database.

14. Actually when multiple IP networks have been assigned to the same physical network, the first thing that needs to be done is to associate an IP
network with the received Host Membership Report. This is done in the same way that a receiving interface is associated with a received multicast
datagram; see Sectiod.1.
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4. If the router is the network’Designated Routeaind a local group database entry was created in the previous step,
it may be necessary to originate a new group-membership-LSA. See Section 10 for details.

9.3 Aginglocal group database entries

Every local database entry has an age field. Suppose that there is a database entry for [Group A, Network N1]. The
age field then indicates the length of time (in seconds) since the last Host Membership Report for Group A was
received on Network N1. If the age of the entry reaches Networkddhfigured IGMPifeout value (see Section

B.2), the entry is considered invalid and is removed from the database.

Note that when a routeaifter having been either Network NDesignated Router or Backup Designated Rphitgr
now being neithewill (after IGMPTimeout seconds) automatically age out all of its local group database entries
associated with Network N1. For this reason, it is not necessaryge logal group database entries on OSPF
interface state changes.

9.4 Receiving IGMP Host Member ship Queries

If a MOSPF router has internal multicast applications, and if the applications have bound themselves to certain
interfaces (using the RFQ12 representation described in Section 5), then the MOSPF router responds to received
Host Membership Queries by issuing Host Membership Reports. Identical to the operation of any IP host supporting
multicast applications, the exact procedure for issuing these Host Membership Reports is specified1aJRFC 1

Note that in this case, if the router has been elected Designated Router on a network, it must receive its own Host
Membership Reports and Host Membership Queries.

If instead all of its applications have joined groups in an interface-independent fashion (using the MOSPF-specific
representation described in Section 5), the MOSPF router does not respond to Host Membership Queries. Instead, the
MOSPF router communicates this membership information by originating appropriate group-membership-LSAs (see
Section 10.1).

10 Group-membership-L SAs

Group-membership-LSAs provide the means of distributing membership information throughout the MOSPF routing
domain. Group-membership-LSAs are specific to a single OSPF area (see Section 3.1). Each group-membership-
LSA concerns a single multicast group. Essentittly group-membership-LSA lists those networks which are

directly connected to the LS#\originator and which contain one or more group members. For more details on how
the group-membership-LSA augments the OSPF link state database, see Section 2.3.1.

The creation of group-membership-LSAs is discussed in Section 10.1. The format of the group-membership-LSA is
described in Section A.3. A router will originate a group membership-LSA for multicast group A when one or more
of the following conditions hold:

1. The router is Designated Router on a network (call it Network X), the interface to Network X has its
IPMulticastForwarding parameter set to data-link multicast (see Section B.2), and Network X contains one or
more members of Group A.
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2. The router is an intestrea multicast forwarder (see Section B.1), and one or more of thésaitached non-
backbone areas contain Group A members. In this case, the router will originate a group-membership-LSA for
Group A into the backbone. This is the way group membership is conveyed between areas (see Section 3.1).

3. The router itself has applications that are requesting membership in Group A, in an interface-independent fashion
(see Section 5).

As for all other types of OSPF link state advertisements (e.g, #oB#s, network-LSAs, etc.), group-membership-

LSAs are aged as they are held in a rostink state databaseo prevent valid advertisements from “aging out”, a

router must refresh its self-originated group-membership-LSAs every LSRefresinterval, by incrementing their

LS sequence numbers and reissuing them. In addition, when an event occurs that would alter one ofgtselfeuter
originated group-membership-LSAs, a new instance of the LSA is issued with an updated (i.e., incremented by 1) LS
sequence numhéexote however that a router is not allowed to originate two new instances of the same advertisement
within MinLSInterval seconds. For that reason, occasionally advertisement originations will need to be deferred.
Also, an event may occur that makes it inappropriate for the router to continue to originate a particular LSA. In that
case, the router flushes the advertisement from the routing domain by “premature aging”. For more information
concerning the maintenance of LSAs, see Sections 12, 12.4, 14 and 14.1 of [OSPF].

When one of the following events occurs, it may be necessary for a router to (re)issue one or more group-
membership-LSAs:

1. One of the routés interfaces changes state. For example, the router may have become Designated Router on a
particular network, causing the router to start advertising the nesagndip membership to the rest of the
MOSPF system in group-membership-LSAs.

2. The router receives an IGMP Host Membership Report, causing a new local group database entry to be formed
(see Section 9.2).

3. One of the routés local group database entries “ages out”, because it is no longer being refreshed by received
IGMP Host Membership Reports (see Section 9.3).

4. The router is an intesrea multicast forwardeand the group membership of one of the rositattached non-
backbone areas changes. This is detected by the reception qfa tieflushing of an old, group-membership-
LSA into/from the non-backbone aredink state database.

5. The group membership of one of the rolga@nternal applications changes.

10.1 Constructing group-member ship-L SAs

This section details how to build a group-membership-LSA. The format of a group-membership-LSA is described in
Section A.3. Each group-membership-LSA concerns a single multicast group. The body of the advertisement is a list
of the local transit nodes (the router itself and directly attached transit networks) that contain group members. Section
10 listed the conditions requiring the (re)origination of a group-membership-LSA. Note that if the router is an area
border routerit may be necessary to originate a separate group-membership-LSA for each attached area.

The following defines the contents of a group-membership-LSA, as originated by Router X into Area A. It is assumed
that the group-membership-LSA is to report membership in multicast group G:

» The advertisement fields that are not type-spediffage, L S sequence number, L S checksum andlength) are
set according to Section 12.1 of [OSPF].
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» TheOptionsfield of a group-membership-LSA is not processed on receipt. HowWereonsistencythe Option
field in these advertisements should have its MC-bit seit, dlear and the E-bit should match the configuration
of Area A (i.e., set if and only if Area A is not a stub area). The rest of the Options field is set to 0.

» TheLink StatelD is set to the group whose membership is being reported (Group G).
» The Advertising Router is set to the OSPF Router ID of the router originating the advertisement (Router X).

» The body of the advertisement is a list of local transit vertices that should be labelled with Group G membership
(see Section 2.3.1). This list may include the advertising router itself, and any of the transit networks that are
directly attached to said routdthe following steps determine which of these transit vertices are actually included
in the group-membership-LSA. Note that any particular vertex should be listed at most once, even though the
following may indicate multiple reasons for a particular vertex to be listed. Also note that if no transit vertices are
listed by the advertisement, the advertisement should not be (re)originated; if an instance of the advertisement
already exists, it should then be flushed from the link state database using the premature aging procedure specified
in Section 14.1 of [OSPF].

a. Consider those entries in the local group database that describe Group G membership (see Section 8.4).
Consider each such entry in turn. Each entry references one of RautdtaXhed networks (call it Network
N). If either Network N does not belong to Area A, or if Router X is not NetwaskOd'signated Routkt
Network N should not be added to the group-membership-LSA, and the next local group database entry should
be examined. Otherwise, if N is a stub network (e.g., Router X is the only OSPF router attached to N), Router
X adds itself to the advertisement by adding a vertex wetteX type set to 1 (router) anéntéx ID set to
Router X5 OSPF Router ID. Otherwise, N is a transit network. In this case, Network N should be added to the
advertisement by adding a vertex witariéx type set to 2 (network) andrntéx ID set to the IP address of
Network N’s Designated Router (i.e., RoutesXP interface address on Network N).

b. If Router X itself has applications requesting Group G membership on an interface-independent basis (see
Section 5), it should add itself to the advertisement by adding a vertexavigxW¥ype set to 1 (router) and
Vertex ID set to Router X’OSPF Router ID.

c. If Router X is an intearea multicast forwarder (see Section 3.1), Area A is the backbone area (Area ID
0.0.0.0), and at least one of Routes ¥ttached non-backbone areas has Group G members (indicated by the
presence of one or more advertisements in the areas’ link state databases having Link State ID set to Group G
and LS age set to a value other than Ma%ﬂpehen Router X should add itself to the advertisement by
adding a vertex with &tex type set to 1 (router) andntéx ID set to Router X’OSPF Router ID.

Consider as an example the network configuration in Figure 4. Suppose that R@utes®een elected Designated
Router for Network N3. RouterTR would then originate (into Area 1) the following group-membership-LSA for
Group B:

; RT2's group-membership-LSA for Group B

LSage=0 ;always true on origination
Options = (E-bit|MC-bit)
LS type =6 ;group-membership-LSA

15. For this reason when a transit network has both MOSPF routers and non-multicast OSPF routers attached, care should be taken to ensure that
a MOSPF router is elected Designated Rodteis can be accomplished through proper setting of the routers’ configured Router. Priority

16. Note that just because these advertisements exist in the link state database, it does not mean that the Group G members are reachable.
Reachability does not enter into the building of the transit vertex list, in order to simplify the calculation. This is 4. tPeda-&sult, some
multicast datagrams may be forwarded further than necesgaey the described Group G members actually are unreachable.
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Link State ID = Group B
Advertising Router = RT2's Router ID
Vertex type =1 ;RT2 itself (for stub N2)
Vertex ID = RT2's Router ID
Vertex type = 2 :Network N3 (since RT2 is DR)
Vertex ID = RT2's IP interface address on N3

10.2 Flooding group-member ship-L SAs

When MOSPF routers and non-multicast OSPF routers are mixed together in a routing domain, the group-
membership-LSAs are not flooded to the non-multicast rodteks a general design principle, optional OSPF
advertisements are only flooded to those routers that understand them.

A MOSPF router learns of its neighb®multicast-capability at the beginning of the “Database Exchange Process”
(see Section 10.6 of [OSPF], receiving Database Description packets from a neighbor in state Exstart). A neighbor is
multicast-capable if and only if it sets the MC-bit in the Options field of its Database Description packets. Then, in
the next step of the Database Exchange process, group-membership-LSAs are includeatab#se summary

list sent to the neighbor (see Sections 7.2 and 10.3 of [OSPF]) if and only if the neighbor is multicast-capable.

When flooding group-membership-LSAs to adjacent neighbors, a MOSPF router looks at the seighlbicast-
capability Group-membership-LSAs are only flooded to multicast-capable neighbdre.more precise, in Section
13.3 of [OSPF], group-membership-LSAs are only placed ohithie state retransmission lists of multicast-

capable neighbo’ré Note however that when sending Link State Update packets as multicasts, a non-multicast
neighbor may (inadvertently) receive group-membership-LSAs. The non-multicast router will then simply discard
the LSA (see Section 13 of [OSPF], receiving LSAs having unknown LS types).

11 Detailed description of multicast datagram forwarding

This section describes in detail the way MOSPF forwards a multicast datagram. The forwarding process has already
been informally presented in Section 2.2. Howgtleare are several obscure configuration options (e.g., the
IPMulticastForwarding interface parameter) that have been presented elsewhere in this document, which may
influence the forwarding process. This section gathers together all the influencing factors into a single algorithm.

It is assumed in the following that the datagram under consideration has actually be received on one ofghe router
interfaces. Locally generated datagrams (i.e., originated by one of thégdutimal applications) are handled
instead by the algorithm in Sectioh.3.

Assume that the datagrasniP destination is Group G. The forwarding process then consists of the following steps:

1. Upon reception of the datagram, the MOSPF router notes the following parameters. These parameters are
examined in later steps, to determine whether the datagram should be forwarded.

17. Since the Designated Router controls flooding on the network, this is another reason to ensure that a MOSPF router is elected as Designated
Router

18. In other words, group-membership-LSAs will never be retransmitted to non-multicast routers.
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a. Thereceiving MOSPF interface associated with the datagram. Based on the receiving physical interface, the
receiving MOSPF interface is selected by the algorithm in Sectidn 1

b. Whether the datagram was received as a link-level multicast/broadcast or as a link-level unicast. This
information is used later in Step 7 to help determine whether the datagram should be forwarded.

2. A copy of the datagram should be passed to each internal application that has joined Group G on the receiving
MOSPF interface (see Section 5).

3. If the datagrans IP source address matches the receiving MOSPF interfRcaddress, the datagram should not
be forwarded furtheand should instead be discarded, completing the forwarding process. This keeps tise router
own locally originated datagrams from being mistakenly replicated, in those cases where the receiving MOSPF
interface receives its own multicast transmissions.

4. If Group G falls into the range 224.0.0.1 through 224.0.0.255 inclusive, the datagram should not be forwarded
further. This range of addresses has been dedicated for use on a local network segment only

5. Associate a source network (SourceNet) with the multicast datagram, as described in $&ctibBdurceNet
cannot be determined (i.e., there is no available unicast route back to the datagram source), the datagram should
not be forwarded further

6. Look up theforwarding cache entry (see Section 8.5) matching the dataggg8ovurceNet, Group GAS]
combination. If the cache entry does not yet exist, one is built by the calculation in Section 12. In order for the
datagram to be forwarded, the contents of the forwarding cache entry must be further verified against the received
datagrams characteristics as follows:

a. If the forwarding cache entiyupstream nodeis unspecified (i.e., NULL), then the datagram should not be
forwarded further

b. Otherwise, suppose that the forwarding cache entigystream node is set to EXTERNAL. In this case, the
datagram is forwarded further if and only if the receiving MOSPF interface is set to NULL (i.e., if and only if
the datagram was received on a non-MOSPF interface).

c. Otherwise, if the datagramteceiving MOSPF interface does not attach to the forwarding cachesentry’
upstream node, the datagram should not be forwarded further

7. If the receiving MOSPF interfacelPMulticastForwarding parameter is setiéba-link unicast, the datagram
should be forwarded further only if it was received as a data-link unicast.

8. Atthis point the datagram is eligible for further forwarding. Before forwarding, the router checks to see whether it
has any internal applications that have joined Group G on an interface-independent basis. If so, a copy of the
datagram should be passed to each such requesting application process.

9. Examine each of thedownstream interfaces listed in the forwarding cache enttithe TTL in the datagram is
greater than or equal to the TTL specified for the downstream interface, a copy of the datagram should be
forwarded out the downstream interface. Before forwarding the datagrapntte®gppys TTL should be
decremented by 1. On most interfaces, the datagram is forwarded as a data-link multicast/broadcast. The exact
data-link encapsulation is dependent on the attached neswgple:

¢ Onethernet andl EEE 802.3 networks, the datagram is forwarded as a data-link multicast. The destination
data-link multicast address is selected as an algorithmic translation of the IP multicast destination. See [RFC
1112] for details.

* OnFDDI networks, the datagram is forwarded as a data-link multicast. The destination data-link multicast
address is selected as an algorithmic translation of the IP multicast destination. See [RFC 1390] for details.
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« OnSMDS networks, the datagram is forwarded using the same SMDS address that is used by IP broadcast
datagrams. See [RFC 1209] for details.

* On networks that support broadcast, but not multicast (e.g., the Experimental Ethernet), the datagram is
forwarded as a data-link broadcast. See [REZ][ifor details.

« Onpoint-to-point networks, the datagram is forwarded in the same way that unicast datagrams are forwarded.
See [RFC 112] for details.

10.Examine each of theéownstream neighbor s listed in the forwarding cache enttf/the TTL in the datagram is
greater than or equal to the TTL specified for the downstream nejghbapy of the datagram should be
forwarded to the downstream neighbor (as a data-link unicast). Before forwarding the datagrahe cgpys
TTL should be decremented by 1.

ICMP error messages are never generated in response to received IP multicasts. In,J@tRildestination
unreachables and ICMP TTL expired messages are not generated by the above procedure if the router refuses to
forward a multicast datagram.

11.1 Associating a M OSPF interface with a received datagram

A MOSPF interface must be associated with a received multicast datagram before it is forwarded (see Step 1a of
Section 1), and with received IGMP Host Membership Reports before they are processed (see Section 9.2).

When there is only a single IP network assigned to the physical interface that received the datagram, the choice of
receiving MOSPF interface is cle&@/hen there are multiple logical IP networks attached to the receiving physical
interface, the receiving MOSPF interface is selected as follows. Examine all of the MOSPF interfaces associated with
the receiving physical interface. Discard those interfaces whose IPMulticastForwarding parameter has been set to
disabled. Theeceiving MOSPF interface is then the remaining interface having the highest IP interface address (or
NULL if there are no remaining interfacé%)

11.2 Locating the source networ k

MOSPF forwarding cache entries are indexed by the datagjsmuitce IP network/subnet/supernet. For this reason,
whenever an IP multicast datagram is received, the IP network belonging to the dat#gsouarce address must be
found. This is accomplished by the following algorithm:

Look up the OSPF QS 0 routing table ent1°‘9 corresponding to the datagrantP source address, as described in
Section 1.1 of [OSPF]. If this routing table entry describes an OSPF intra-area eatiegeroute, the source

network is set to be the network defined by the routing table smgstination ID and Address Mask (see Section 1

of [OSPF]). Otherwise (i.e., the routing table entry specifies an external route, or there is no matching routing table
entry), the list of matching AS external-link-LSAs is examined. A matching AS external-link-LSA is one that
describes a network which contains the dataggdmsource address. The list of matching AS external-link-LSAs is
pruned in the following steps to determine the source network:

19. This last step will not be necessary if the configuration guidelines presented in Section 6.5 are followed.
20. The DS 0 routing table entry is examined regardless of @® 3pecified by the multicast datagram.
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1. Those AS external-link-LSAs with MC-bit clear (see Section A.1), or with LS age set to MaxAge, or which have
been originated by unreachable AS boundary routers are discarded.

2. AS external-link-LSAs specifyingype 1 external metrics are always preferred over those specifyreg2l
external metrics.

3. If there are still multiple AS external-link-LSAs remaining, those specifying the best matching (i.e., most specific)
network are selected. The source network is then set to the network/subnet/supernet (possibly even the default
route) described by the best matching AS external-link-LSAs. Note that AS external-link-LSAs specifying a cost
of LSInfinity are eligible for this best match, as long as their MC-bit i¢lset.

It is possible that two dérent MOSPF routers may calculate the same multicast datagsaorce network

differently For example, consider the network configuration shown in Figure 4. When calculating the source network
for a datagram whose source is Network N10 and destination is Group Ma, Rblitexdéuld calculate the source
network as Network N10 itself, while RouteF B) would calculate the source network as the aggregate of Networks
N9-N11 and Host H1 (advertised in a single summary-link-LSA by Routét RHoweverdespite the possibility of
routers selecting diérent source networks, all routers will still agree on the datagrsimortest-path tree.

External sources are treatedfeliéntly in the above calculation since it is likely that the Internet will have separate
multicast and unicast topologies for some time to come. When the multicast and unicast topologige dbener
MC-bit will be set on all AS external-link-LSAs and the above use of the LSInfinity metric (to indicate a route that is
to be used for multicast tfef, but not unicast trét), will no longer be necessart that time, the determination of
source network for external sources will revert to the same simple routing table lookup that is used for internal
sources.

As an example of the logic for external sources, suppose a multicast datagram is received having the IP source
address 10.1.1.1. Suppose also that the three AS external-link-LSAs shaaintei3Tare in the routarOSPF

database. The OSPF routing table lookup would yield the network 10.1.1.0 with a mask of 255.255.255.0, however
the above calculation would choose a source network of 10.1.0.0 with a mask of 255.255.0.0, despite the fact that its
matching LSA has a cost of LSInfinity

Network | Mask Cost MC-bit
10.1.1.0| 255.255.255.0 Type 1: 10 clear
10.1.0.0 | 255.255.0.0 | Type 2: LSInfinity | set
10.0.0.0| 255.0.0.0 Type 2: 1 set

Table 3: Sample AS external-link-L SAs

11.3 Forwarding locally originated multicasts

This section describes how a MOSPF router forwards a multicast datagram that has been originated by one of the
router's own internal applications. The process begins with one of the 'simiarnal applications formatting and
addressing the datagram. Forwarding the locally originated multicast then consists of the following steps:

21. Itis assumed that a MOSPF router that wants to stop advertising a route to an external destination will use the premature aging procedure
specified in Section 14.1 of [OSPF], rather than setting the AS external-linls-£8# to LSInfinity
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1. Find the router interface whose IP address matches the datagmante address. Multicast the datagram out that
interface, according to the Host extensions for IP multicasting specified in [RRT 1

2. If the router interface found in the previous step has been configured for M&®Rfts IPMulticastForwarding
parameter is not equal to disabled, then set the receiving MOSPF interface to that interface. Otherwise, set the
receiving MOSPF interface to NULL.

3. Execute the MOSPF forwarding process described in Sedtidrejinning with its Step 4.

The above algorithm amounts to the router always multicasting the datagram out the source interface, and the
executing the basic forwarding algorithm (in Secti@hds if the datagram had actually been received on the source
interface. In those cases where the router receives its own multicast transmissions, unwanted replication is prevented
by Step 3 of Sectionll In fact, this specification has purposely presented the forwarding algorithm (both for received
and for locally originated datagrams) so that the correct forwarding actions are taken independent of whether the
router receives its own multicast transmissions.

12 Construction of forwarding cache entries

This section details the building of a MOSPF forwarding cache.ehtrigh level discussion of this construction has

already been presented in Sections 2.3, 2.3.1, 2.3.2, 3.2, and 4.1. Forwarding cache entries are built on demand, when
a multicast datagram is received and no matching forwarding cache entry is found (see Step 6 oflsettien 1
parameters passed to the forwarding cache entry build process are: the datsguare’ network (see Sectidh2)

and its destination group address. These two parameters areScalleeNet andGroup G in the following

algorithm. The main steps in the build process are the following:

1. Allocate the forwarding cache entipitialize its Source network to SourceNet, its Destination multicast group to
Group G and its IP @S field to match the multicast datagrarfOS. Initialize its upstream node and list of
downstream interfaces to NULL.

2. For each Area A to which the calculating router is attached:

a. Calculate Area & datagram shortest-path tree. This calculation is described in Section 12.2hetamny
ways it is similar to the calculation of OSBHitra-area routes, described in Section 16.1 of [OSPF]. The main
differences between the multicast datagram shortest-path tree calculation ansl iBi&R&iea unicast
calculation are listed in Section 12.2.9 beléw a product of each arsalatagram shortest-path tree, the
forwarding cache entrg’list of outgoing interfaces is (possibly) updated.

Area As datagram shortest-path tree is dependent on the datadfPai@S. Section 12.2 describes th@F 0
datagram shortest-path tree. The modifications necessary for non@8&raalues are detailed in Section
12.2.8.

b. Possibly set the forwarding cache ergrypstream node. Only one of the calculating résitached areas
will determine the forwarding cache ensyipstream node. This area is called the datagmBootArea. The
RootArea is initially set to NULL. After completing Areasfdatagram shortest-path tree, the calculation in
Section 12.2.7 will determine whether Area A is the datagrédnbtArea.

3. Update the forwarding cache engyist of outgoing interfaces, according to the contents of the local group
database. This ensures multicast delivery to group members residing on the calculatirgdioettly attached
networks. This process is described in Section 12.3.
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These main steps are described in more detail b&lloe/detailed description begins with an explanation of the major
data structure used by the datagram shortest-path tree calculatiorerfdedéta structure.

12.1 The Vertex data structure

A datagram shortest-path tree is built by Eikstra or SPF algorithm. The algorithm is stated herein using graph-
oriented language: vertices and linkertites are the areafouters and transit networks, and links are the router
interfaces and point-to-point lines that connect them. Each vertex has the following state information attached to it.
Basically this information indicates the current best path from the SourceNet to the vertex, and the position of the
vertex relative to the calculating routbiote that a separate datagram shortest-path tree is built for each area, and that
the vertices described below are also specific to a single area (called Area A).

* Vertextype. Set to 1 for routers, 2 for transit networks. Note that this coding matches the coding for vertices
listed in the group-membership-LSA (see Section A.3).

» Vertex|D. A 32-bit identifier for the vertex. For routers, set to the résit®@6PF Router ID. For transit networks,
set the IP address of the netwsrkesignated RouteKote that this coding matches the coding for vertices listed
in the group-membership-LSA (see Section A.3).

» LSA. The link state advertisement describing the vertex’ immediate neighborhood. Can be discovered by
performing a database lookup in Area Ank state database (see Section 12.2 of [OSPF]), with LS type set to
Vertex type and Link State ID set tertéex ID.

» Parent. In the current best path from SourceNet to the vertex, the router/transit network immediately preceding
the vertex. Note that the parent can change as better and better paths are found, up until the vertex is installed on
the shortest-path tree.

* IncomingLinkType. This parameter is set to the type of link that ledgdéx’s inclusion on the shortest-path
tree. Listed in order of decreasing preferéﬁ,cﬂae possible types areMlrtual (virtual links), ILDirect (vertex is
directly attached to SourceNet), ILNormal (either rotiterouter or routeto-network links), ILSummary (OSPF
summary links), ILExternal (OSPF AS external links), or ILNone (the vertex is not on the shortest-path tree).

» Associatedl nterface/Neighbor. If the current best path from SourceNet to the vertex goes through the calculating
routet this parameter indicates the calculating rdaterterface (or neighbor) which leads to the vertex.

» Cost. The cost, in terms of the OSPF link state metric, of the current best path from SourceNet to the vertex. Note
that if the cost of the path is a combination of both external type 2 and internal OSPF metrics, that the vertex’ cost
parameter reflects both cost components. Remember that the type 2 cost component is always more significant
than the type 1 component.

e TTL. If the current best path from SourceNet to vertex goes through the calculatingTouteyr set to the
number of routers between the calculating router and the vertex. This includes the calculatinigutodes not
include the vertex itself.

22. This preference ordering is used in Step 5c of Section 12.2.
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12.2 The SPF calculation

This section details the construction of datagram shortest-path trees. Such a tree describes the path of a multicast
datagram as it traverses an OSPF area. For a given datagram, each router in an OSPF area builds an identical tree. A
router connected to multiple areas builds a separate datagram shortest-path tree for each area.

The datagram shortest-path tree is built byDijkstra or SPFalgorithm, which is the same algorithm used to

discover OSPR'intra-area unicast routes (see Section 16.1 of [OSPF]). The algorithm is stated herein and in [OSPF]
using graph-oriented language: vertices and linkstidés are the arearouters and transit networks, and links are

the router interfaces and point-to-point lines that connect them. Basiballgigorithm manipulates two lists of

vertices: thecandidate listand the forming shortest-path tree. The candidate list consists of those vertices to which
paths have been discovered, but for which the optimality of the discovered paths is yet unknown. At each cycle of the
algorithm, the vertex closest to the tseot, yet still remaining on the candidate list, is moved from the candidate

list to the shortest-path tree. Then the neighbors of the just processed vertex are examined for possible addition to/
modification of the candidate list. The algorithm terminates when the candidate list is empty

The datagram shortest-path tree for Area A is constructed in the following steps. The dat&grane€Net and its
destination group G are inputs to the calculation (see Step 6 of Seltidrhé datagram shortest-path tree also

depends on the IPype of service specified in the datagrams’ IP Heddewever a discussion of @S is deferred

until Section 12.2.8; all calculations and costs in the current section cor@8rfl ®nly Call the router performing

the calculation Router'BX. At each step (and in the subordinate Sections 12.2.1 through 12.2.8) LSAs fromsArea A

link state database are examined. In all cases, any LSA having LS age equal to MaxAge is ignhored. The main body of
the calculation is in Steps 4 and 5, which are repeated until the candidate list becomes empty:

1. Initialize the algorithm’ s data structures.Clear the shortest-path tree. Initialize the state of each vertex in Area
A (i.e., the are& routers and transit networks) to: Parent set to NULL, Incominglpé&$et to ILNone and
AssociatedInterface/Neighbor set to NULL.

2. Initialize the candidate list. One or more vertices are initially placed on the candidate list, depending on the
location of SourceNet with respect to Area A and Routét.R his breaks down into the following cases (which
are named for later reference):

« Case SoucelntraAr ea: SourceNet belongs to Area A. In this case, the candidate list is initialized as in
Section 12.2.1.

» Case SoucelnterAreal: SourceNet belongs to an OSPF area that is not directly attached to RioXitén R
this case, the candidate list is initialized as in Section 12.2.2.

» Case SoucelnterArea2: SourceNet does not belong to Area A, but it still belongs to an OSPF area that is
directly attached to RoutefTX. In this case, the candidate list is initialized as in Section 12.2.3.

» Case SouceExternal: SourceNet is external to the OSPF routing domain, and Area A is not an OSPF stub
area. In this case, the candidate list is initialized as in Section 12.2.4.

» Case SouceStubExternal: SourceNet is external to the OSPF routing domain, and Area A is an OSPF stub
area. In this case, the candidate list is initialized as in Section 12.2.5.

Two different routers in Area A may selectfdient initialization cases above. For example, consider the network
configuration shown in Figure 4. When calculating the Area 3 datagram shortest-path tree for a datagram whose
source is Network N7 (e.g., from Host H5) and destination is Group Ma, Rautgnmpuld initialize the candi-

date list using Case SourcelnterArea2 while Roulé Would use Case SourcelnterAreal. Likewise, if Area 3

were configured as an OSPF stub area and the datagram source was the external network N121RovoteidR
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use Case SourceStubExternal while Rout ®Rould use Case SourcelnterAreal! Howetespite the possibil-
ity of routers selecting diéirent cases, all routers in an area will still initialize the candidate list (and in fact, run
the rest of the SPF calculation) identically

3. If the candidate list is empty the algorithm terminates.

4. Move the closest candidate vertex to the shortest-pathete.Select the vertex on the candidate list that is closest
to SourceNet (i.e., has the smallest Cost value). If there are multiple possibilities, select transit networks over
routers. If there are still multiple possibilities remaining, select the vertex having the highesgtl. Call the
chosen vertex &ftex V Remove ¥rtex V from the candidate list, and install it on the shortest-path tree.

Next, determine whetherevtex V has been labelled with the Destination multicast Group G. If so, it may cause
the forwarding cache entsylist of outgoing interfaces/neighbors to be updated. See Section 12.2.6 for detalils.

5. Examine \ertex V's neighbors for possible inclusion in the candidate lis€Consider ¥értex V's LSA. Each
link in the LSA describes a connection to a neighboring router/network. If the link connects to a stub network,
examine the next link in the LSA. Otherwise, the link (Link L) connects to a neighboring transit node. Call this
node \értex W Perform the following steps oreex W

a. If W is already on the shortest-path tree, or iEWSA does not contain a link back to vertexoWif W’'s LSA
has LS age of MaxAge, or if W is not multicast-capable (indicated by the MC-bit in tHe Op#ons field),
examine the next link in \¢'LSA.

b. Otherwise determine the cost to associate with the link from V. #6 S¥urceNet belongs to Area A (Case
SourcelntraArea in Step 2), use the cost listed for Link L ;1\8A. Otherwise, use the lirkieverse cost:
Examine W5 LSA, and find the cost listed for the link connecting back #ctually, when V and W are both
routers, there may be multiple links between them. In this case, use the smallest cost lissddSA Yot any
of the links connecting back to V and having the sappe Tas specified in the RoHeBA; must be either:
point-to-point connection or virtual link) as Linkt.

c. Calculate the cost from SourceNet toW¥en using Link L. It is the sum of the cost of SourceNet to V (i.e.,
V's Cost parameter) plus the link cost calculated in Step 5b. Let this sum be Cost C. If W is not yet on the
candidate list, install W on the candidate list, modifying its parameters as specified below (Step 5d).
Otherwise, W is on the candidate list alreddythis case, if:

e Cisless than V' current Cost, update ¥/parameters on the candidate list as specified below (Step 5d).

e Cisequal to Ws current Cost, then the following tiebreakers are invoked. The type of Link L is compared
to W’s currenincomingLinkT ype, and whichever link has the preferred type is chosen (the preference
order of link types is listed in Section 1 Hefinition ofincomingLinkT ype). If the link types are the
same, then a link whose Parent is a transit network is preferred over one whose Parent idfahreuter
links are still equivalent, the link whose Parent has the higéeeX/ID is chosen. Whenever Link L is
chosen, Ws parameters are modified as below (Step 5d). Whenever the previously discovered link is
chosen, the next link in ¥'LSA is examined instead.

e Cis greater than W’current Cost, examine the next link irs\L'SA.

d. Atthis point, a better candidate path has been found@X/W using Link L. Modify \értex W’s parameters
accordingly W’'s Parent is set to ¥rtex V. W’'s IncomingLinkT ypeis set to IVirtual if Link L is a virtual
link, otherwise IncomingLinkype is set to ILNormal. V€'Cost parameter is set to C. &TTL and
AssociatedInterface/Neighbor parameters are set according to one of the following cases:

23. No attempt is made to match the links’ two halves. See Step 5d.
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* Vertex V is the calculating router itself. In this casesWI'L parameter is set to 1. If Link L is a virtual
link, W’s AssociatedInterface/Neighboris set to NULL. Otherwise, W’ AssociatedInterface/Neighbor is
set to the non-virtual interface connecting the calculating router to W which has the smallest cost value.
Note that, in the reverse cost (inteea and inteAS multicast) cases, this may not be the interface
corresponding to Link L. Howevgesince W is only concerned with the node it is receiving the datagram
from (theupstream node see Section1)), and not with the particular interface the datagram is received
on, the calculating router is free to pick the sending interface when there are multiple connecting links.

« Vertex V is upstream of the calculating router (i.es Xssociatedinterface/Neighbor is equal to NULL).
In this case, ¥rtex W5 TTL parameter is set to 0, andAtssociatedinterface/Neighboris set to NULL.

¢ Vs atransit network, and is directly downstream from the calculating router (seAs¥0ciatedinterface/
Neighbor is non-NULL and \& TTL is set to 1). W is then one of the calculating rosteeighbors. In this
case, WS TTL parameter is also set to 1. If network V has been configurethfadink unicasting (see
Section B.2) or if V is a non-broadcast netwdK s AssociatedInterface/Neighbois set to W itself (a
neighbor of the calculating router). Otherwise s\ssociatedInterface/Neighbor is set to the calculating
routers interface to Network.V

¢ Vertex V is downstream from the calculating router (i.es,A8sociatedInterface/Neighbor is non-NULL),
and either a) V is a router or b)sVTTL parameter is greater than 1. In these cases, W’
AssociatedInterface/Neighboiparameter is copied directly from WV is a routeyW’sTTL parameter is
set to V5 TTL parameter incremented by one. If V is a transit network, WL parameter is set directly
to V's TTL parameter

6. If the candidate list is non-empty go to Step 40therwise, the algorithm terminates.

After the datagram shortest-path tree for Area A is complete, the calculating rdiX¢m(Rst decide whether Area
A, out of all of RTX’s attached areas, determines the forwarding cachesamistteam node This determination is
described in Section 12.2.7.

Examples of the above SPF calculation, with particular emphasis on the tiebreaking rules, are given in Appendix C.

12.2.1 Candidate list Initialization: Case SouwelntraAr ea

In this case, SourceNet belongs to Area A. The candidate list is then initialized as follows. Start with the LSA listed
as Link State Origin in the matching OSPF routing table elftilyis LSA is not multicast-capable (i.e, its Options

field has the MC-bit clear) the candidate list should be set to NULL. Otherwise, the vertex identified by the LSA is
installed on the candidate list, setting its vertex parameters as follows: Incominghénsdt to ILDirect, Cost set to

0, Parent to NULL and AssociatedInterface/Neighbor to NULL.

As a consequence of this initialization, note that if SourceNet is a stub network, then the datagram shortest-path tree
will not actually be rooted at the datagram source, but will instead be rooted at the MOSPF router that attaches the
stub network to the rest of the MOSPF system. For example, consider the network configuration shown in Figure 4.
When calculating the Area 2 datagram shortest-path tree for a datagram whose source is Network N7 (e.g., from Host
H5) and destination is Group Ma, RoutdrIR (and all other routers attached to Area 2) will begin with the candidate

list set to Router R8. As another example, the datagram shortest-path tree pictured in Figure 3 is really rooted at
Router R'3 instead of Network N4.
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12.2.2 Candidatelist Initialization: Case Sourcel nter Areal

In this case, SourceNet belongs to an OSPF area that is not directly attached to the calculating XuidrgR
candidate list is then initialized as follows. Examine the Area A summary-link-LSAs advertising SourceNet. For each
such summary-link-LSA: if both a) the MC-bit is set in the LsSB@ptions field and b) the advertised cost is not equal

to LSInfinity, then the vertex representing the LSAdvertising area border router is added to the candidate list. An
added vertex’ state is initialized as: IncomingLigRe& set to ILSummaryost to whatever is advertised in the LSA,
Parent to NULL and AssociatedInterface/Neighbor to NULL.

For example, consider the network configuration shown in Figure 4. When calculating the Area 1 datagram shortest-
path tree for a datagram whose source is Network N7 (e.g., from Host H5) and destination is Group MaTRouter R
would initialize the candidate list to contain the two area border rout&¢viRth a cost of 20) andTR (with a cost

of 19). See Figure 6 for more details.

12.2.3 Candidatelist I nitialization: Case Sourcel nter Area2

In this case, SourceNet belongs to an OSPF area other than Area A, but one that is still directly attached to the
calculating router (RX). The candidate list is then initialized in the following two steps:

1. Find the Area A summary-link-LSA that best matches SourceNet, excluding those summary-link-LSAs
specifying cost LSInfinity or having unreachable Advertising Ro%ﬂeﬁsmatching summary-link-LSA is one
that advertises a range of addresses containing SourceNet; the best matching is as usual the most specific match.
Let SourceRange be the network described by the best matching summary-link-LSA.

2. Similar to the logic in the SourcelnterAreal case, examine all the Area A summary-link-LSAs which advertise
SourceRange. For each such summary-link-LSA: if both a) the MC-bit is set in the QBtons field, b) the
advertised cost is not equal to LSInfinity and c¢) the Advertising Router is reachable, then the vertex representing
the LSAs Advertising Router is added to the candidate list. An added vertex’ state is initialized as:
IncomingLinkType set to ILSummaryCost to whatever is advertised in the LSA, Parent to NULL and
AssociatedInterface/Neighbor to NULL.

The reason why SourceRange is used, instead of simply using SourceNet (as was done in case SourcelnterAreal), is
that routing information may have been collapsed at area boundaries. In order forsfassaborder routers and its

internal routers to construct the same Area A datagram shortest-path tree, they must both start at SourceRange —
Area As internal routers know nothing about SourceNet. Note that SourceRange is not discovered simply by looking

at the calculating routes configured set of area address ranges, in order to avoid dependence on the configured area
address ranges being synchronized across all area border routers.

For example, consider the network configuration shown in Figure 4. When calculating the Area 2 datagram shortest-
path tree for a datagram whose source is Netwodkahtl destination is Group Ma, RoutérlR would calculate
SourceRange to be the collection: Networks N9-ad Host H1. It would then initialize the candidate list to

contain itself (R'11) only, with an associated Cost of 1 (sinCEIR is advertising Networks N9-NMland Host H1 in

a summary-link-LSA with a cost of 1).

24. Howevera summary-link-LSA is eligible for matching even if the MC-bit in its Options field is.clear
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12.2.4 Candidatelist Initialization: Case Sour ceExternal

In this case, SourceNet is external to the OSPF routing domain, and Area A is not an OSPF stub area. The candidate
list is then initialized as follows. Note that an attempt may be made to aghtex W to the candidate list when W

already belongs to the candidate list. When this happessy&ifex parameters are updated if the Cost parameter it
would be added with is bet?er?r(closer to SourceNet) than its previous value. When the costs are the same, W’
parameters are still modified if the IncomingLink€ it would be added with is better (see IncomingLyme€ls

definition in Section 12.1) than its previous value.

For each AS external-link-LSA advertising SourceNet, the following steps are performed:

» If the AS external-link-LSAs MC-bit is clear or if its advertising router is not reachable, then the AS external-
link-LSA is not used. AS external-link-LSAs having their MC-bit set and advertising a cost of LSInfinity can be
used; these LSAs describe paths that can be used for multicast, but not unicastfidgset&ection112).

» Ifthe AS external-link-LSA Forwarding address field is 0.0.0.0, the following vertices are added to the candidate
list. If the Advertising AS boundary router (call it ASBR) belongs to Area A, the vertex representing the AS
boundary router is added to the candidate list using parameters: Incomingierget to ILExternal, Cost to
whatever is advertised in the LSA, Parent to NULL and AssociatedInterface/Neighbor to NULL. Then, regardless
of whether ASBR belongs to Area A, all Area A area border routers that are advertising reachable multicast-
capable (MC-bit set) type 4 summary-link-LSAs for ASBR are added to the candidate list. Each such area border
router is added with the parameters: IncomingLygel'set to ILSummanCost to the sum of whatever is
advertised in the type 4 summary-link-LSA plus the value in the original AS external-link-LSA, Parent to NULL
and AssociatedInterface/Neighbor to NULL.

» If the AS external-link-LSA Forwarding address field is non-zero, the Forwarding address is looked up in the
OSPF routing table. Then processing breaks into one of the following cases:

e The Forwarding address is not usable. In this case, nothing is added to the candidate list. The Forwarding
address is not usable if either it has no matching routing table enifyhe matching routing table entry is
neither of type intra-area nor of type inteea.

+ The Forwarding address belongs to Aré& Ahe Forwarding address’ matching routing table entry has Path-
type of intra-area and its Associated area is Area A. In this case, the vertex represented by the matching
routing table entryg Link State Origin field is added to the candidate list (assuming that the vertex is multicast-
capable). The vertex is added with the parameters: Incomingpek3et to ILExternal, Cost to whatever was
advertised in the original AS external-link-LSA, Parent to NULL and AssociatedInterface/Neighbor to NULL.

+ The Forwarding address belongs to an area that is not attached to Ro(tértRe Forwarding address’
matching routing table entry has Path-type of haieya. Call the network represented by the matching routing
table entry ForwardNet. For each reachable multicast-capable summary-link-LSA (in Area A) advertising
ForwardNet, add the LS&advertising area border router to the candidate list using parameters:
IncomingLinkType set to ILSummayryCost to the sum of whatever is advertised in the summary-link-LSA
plus the value in the original AS external-link-LSA, Parent to NULL and AssociatedInterface/Neighbor to
NULL.

25. Costs may have both gpE 2 and aylpe 1 component; theype 2 component is always most significant.
26. This case mirrors the SourcelntraArea candidate list initialization in Section 12.2.1.
27. This case mirrors the SourcelnterAreal candidate list initialization in Section 12.2.2.
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« The Forwarding address belongs to another one of RolidisRittached are# the Forwarding address’
matching routing table entry has Path-type of intra-area and its associated Area is other than Area A. Call the
network represented by the matching routing table entry ForwardNet. First find the Area A summary-link-LSA
that best matches ForwardNet, excluding those summary-link-LSAs specifying cost LSInfinity or having
unreachable Advertising Routers. Let ForwardRange be the network described by the best matching summary-
link-LSA. Then, for each reachable multicast-capable summary-link-LSA (in Area A) advertising
ForwardRange, add the LS$Aadvertising area border router to the candidate list using parameters:
IncomingLinkType set to ILSummaryCost to the sum of whatever is advertised in the summary-link-LSA
plus the value in the original AS external-link-LSA, Parent to NULL and Associatedinterface/Neighbor to
NULL.

The above calculation can be restated as follows. Each of Aseatérarea multicast forwarders and in#e®

multicast forwarders are examined. Those that have multicast-capable paths to SourceNet (represented as either a
multicast-capable AS external link or the concatenation gpa % summary link and a multicast-capable AS

external link) are added to the candidate list as router vertices. (It is possible that, when considering a router that is
both an interarea multicast forwarder and an inf&8 multicast forwardertwo equal cost paths exist to SourceNet,

one an AS external link and the other a concatenation yh@ 4 summary link and an AS external link. In this case,

the concatenation of the/fe 4 summary link and the AS external link is preferred). The added vertex’ state is set as
follows: IncomingLinkype set to ILSummary if the path is represented as a concatenatioyps 4 Summary link

and an AS external link, IncomingLinife set to ILExternal otherwise, Cost set to the cost of the shortest path from
vertex to SourceNet, Parent set to NULL and AssociatedInterface/Neighbor set to NULL.

For example, consider the network configuration shown in Figure 4. When calculating the Area 2 datagram shortest-
path tree for a datagram whose source is Network N14 and destination is Group Ma, the candidate list would be
initialized to the two routersR at a cost of 14 andTRO at a cost of 19. This assumes that the external costs

pictured in Figure 4 are external type 1s.

12.2.5 Candidatelist I nitialization: Case SourceStubExter nal

In this case, SourceNet is external to the OSPF routing domain, and Area A is an OSPF stub area. The candidate list
is then initialized similarly to case SourcelnterAreal. The Area A summary-link-LSAs advertising

DefaultDestination are examined. For each such summary-link-LSA having both its MC-bit set and its advertised
cost not equal to LSInfinifyhe vertex representing the L'SAdvertising area border router is added to the candidate

list. An added vertex’ state is initialized as: IncomingLip&@ set to ILSummaryCost to whatever is advertised in

the LSA, Parent to NULL and Associatedinterface/Neighbor to NULL.

The most likely outcome of the above is that all of stub Afeamerarea multicast forwarders will be installed on
the candidate list, with appropriate costs.

12.2.6 Processing labelled vertices

When encountered during the SPF calculation, vertices labelled with the destination multicast group (Group G) may
cause the forwarding cache ensriist of downstream interfaces/neighbors to be modifieder®eX V in Area A is
labelled with Group G if and only if at least one of the following holds:

28. This case mirrors the SourcelnterArea2 candidate list initialization in Section 12.2.3.
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1. Vis arouterand its routet. SA indicates that it is a wild-card multicast receiver (i.e., bit W in its rdu$e is
set). This may be true when V is an irdeea or intetAS multicast forwarder

2. Vis listed in the body of a group membership-LSA. In partictilad the originator of ¥rtex V's LSA; call it
Router Y Then find the group-membership-LSA in Aréa lnk state database which has Link State ID = Group
G and Advertising Router = Router Y (see Section A.3). If this group-membership-LSA exists, aridxf\is
listed in the body of the LSA (see Sections 10 and A.3), tleeteX/V is labelled with Group G.

When \értex V is added to the shortest-path tree in Step 4 of Section 12.2, an¥ V is both downstream from

the calculating router (i.e.evtex Vs Associatedl nterface/Neighbor is non-NULL) and labelled with Group G,

then \értex V's AssociatedInterface/Neighbor is added to the forwarding cacheséirstrpf downstream
interfaces/neighbors. In addition, \értex V's TTL value is attached to the added downstream interface/neidfhbor

the particular interface/neighbor had already been added to the list of downstream interfaces/neighbors, the list is
simply modified by setting the downstream interface/neigebirL value to the minimum of its existing TTL value

and \ertex Vs TTL value.

12.2.7 Merging datagram shortest-path trees

After the datagram shortest-path tree for Area A is complete, the calculating rdix¢m(Rst decide whether Area

A, out of all of its attached areas, determines the forwarding cachesempisir'eam node. This is done by examining

RTX’s position on the Area A datagram shortest-path tree, which is in turn describ&d’lsyARea A \értex data
structure. If I X’'s \ertex parameter IncomingLinkpe is either ILNone (RX is not on the tree), Nirtual or

ILSummary then some area other than Area A will determine the upstream node. Otherwise, Area A might possibly
determine the upstream node (i.e., may be selected the RootArea), depending on the following tfebreakers

» If RootArea has not been set, then set RootArea to Area A. Otherwise, compare the present RootArea to Area A in
the following:

* Choose the area that is “nearest to the source”. Nearest to the source depends onsaahdidadé list
initialization case, as it occurs in Step 2 of Section 12.2. The initialization cases, listed in order of decreasing
preference (or nearest to farthest) are: SourcelntraArea, SourcelnterAreal, SourceExternal and
SourceStubExternal. Areas whose candidate list initialization falls into case SourcelnterArea2 are never used as
the RootArea. As an example, consider the network configuration shown in Figure 4. When calculating the
datagram shortest-path tree for a datagram whose source is Network N7 (e.g., from Host H5) and destination is
Group Ma, Router R11 would set its RootArea to Area 2 (Case SourcelntraArea) instead of Area 3 (Case
SourcelnterArea?) or the backbone Area 0 (Case SourcelnterArea).

» If there are still two equally good areas, and one of them is the backbone, set RootArea to the backbone (Area 0).

» If there are still two equally good areas, set RootArea to the area whose datagram shortest-path tree provides the
shortest path from SourceNet td)R This is a comparison ofTX’'s \ertex parameter Cost in the two areas.

» If there are still two equally good areas, set RootArea to one with the highest OSPF Area ID.

If the above has set the RootArea to be Area A, the forwarding caches eisifeam node must be set accordingly
This setting depends on the IncomingLigk€ in RTX's Area A \értex structure. If IncomingLinkype is equal to

29. Note that selecting the upstream node in this manner enforces tlaeéatesuting architecture outlined in Section 3.1. Nantleéymulticast
datagram is forwarded from the source area, over the backbone and then into the non-backbone areas. This is similar to the “hub and spoke”
architecture for unicast forwarding described in Section 3.2 of [OSPF].
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ILDirect, the upstream node is set to the appropriate directly-connected stub network. If equal to ILNormal, the
upstream node is set to the Parent fieldliXR Area A \értex structure. If equal to ILExternal, the upstream node is
set to the placeholder EXTERNAL.

12.2.8 TOS considerations

The previous sections 12.2 through 12.2.7 described the constructio®& @ (fefault DS) datagram shortest-
path tree. Howevein a TOS-capable routea separate tree may be built for ea€®ST If a TOS-capable router
receives a multicast datagram that specifies a non-£2%o0Xj, it first builds the ©S 0 datagram shortest-path tree.
Then, if all the routers on the pruned tree &BSIcapable, a separat®3 X datagram shortest-path tree is
calculated®. Otherwise, the @S 0 tree is used for all datagrams, regardless of their speddied T

To determine whether there are ar@S-incapable routers on the prungdS 0 tree, the following additions are
made to Section 122tree calculation:

* A new piece of state information is added to each velt®&-capable path. This indicates whether the present
path from SourceNet to vertex, as represented on the datagram shortest-path tree, contdd'&-cayhable
routers.

* TheTOS-capable path parameter is calculated when the vertex is first added to the candidate list and
recalculated when/if the vertex’ position on the candidate list is modified (see SectiarSt@@2 and Step 5d).
The parameter is set to TRUE if both the vertex itself{$3capable and the vertex’ parent has @STcapable
path parameter set to TRUE; otherwis®SFcapable path is set tAIESE.

» All routers on the DS 0 datagram shortest-path tree adSIcapable if and only if, whenever a vertex labelled
with Group G is added to the shortest-path tree (Section 12.2.6), the value of the @Bedfdable path
parameter is TRUE.

The source of the multicast datagram is always located usi@gadTouting table lookup, regardless of the
datagrans TOS classification (see Sectioh.2). If the calculating router is not capable &S-based routing, it
calculates only ©S 0 datagram shortest-path trees, and uses them to route datagrams indepertbfel
Otherwise, when calculating th®©$5 X datagram shortest-path tree, the algorithm in Section 12.2 is used, with the
modifications listed below

* When calculating RangeNet and ForwardRange in Sections 12.2.3 and 12.2.4 respechvelynmary-link-
LSAs having DS 0 cost of LSInfinity are excluded (no change from @& D case). Howeviewvhen adding
vertices to the candidate list in Sections 12.2.2 through 12.2.5C8eXTcost of the summary links and/or AS
external links (and not thedS 0 cost) are reflected in the added vertices’ Cost parameter

» In Step 5 of Section 12.2, th&® X cost of Link L (in the appropriate direction) is used, not th& T cost.

* Non-TOS-routers are not added to the candidate list, and are thus excluded from the trees.

30. This procedure seems backwards. One would expect thad§ & Batagram tree would be built first. Howewthe SPF calculation must
ensure that all routers participating in the forwarding of that datagram, ©&tc@pable and nonSiS-capable, build the same tree. Since it is
known that the non-@S-capable routers will use th©$ 0 tree, the only safe way to use tiBSTX tree is when you are guaranteed that the non-
TOS-capable routers will decline to forward the datagram. This guarantee is clearly met when there &8-oalyable routers on th©¥ 0
datagram tree.
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12.2.9 Comparison to the unicast SPF calculation

There are many similarities between the construction of a multicast datsagfertest-path trees in Section 12.2 and
OSPFs intra-area route calculation for unicastficafSection 16.1 of [OSPF]). Both have been described in terms of
Dijkstra’s algorithm. Howeveilthere are some @ifrences. The major difrences are listed below:

In the multicast case, the datagram SPF calculation is rooted at the dateggrarcé. In the unicast case, each
router is the root of its own unicast intra-area SPF calculation.

In the multicast case, the datagram shortest-path tree is a true tree; i.e., between any two nodes on the tree there is
one path. Howevedue to the provision for equal-cost multipath in [OSPF], the unicast SPF calculation may add
additional links to the shortest-path tree.

In order to avoid unwanted replication of multicast datagrams, MOSPF ensures that, for any given datagram, each
router builds the exact same datagram shortest-path tree. This forcedévemdéds from the unicast SPF

calculation. First, it eliminates the possibility of equal-cost multipath. Secomdgn the MOSPF system

contains multiple alternate paths, the algorithm must ensure that each MOSPF router deterministically chooses the
same alternative. For this reason, tie-breaking mechanisms have been specified in Steps 2, 4 and 5b of Section
12.2.

The calculation of datagram shortest path trees takes into account only those links that connect transit nodes (i.e,
router to router or router to transit network links). The unicast SPF calculation in Section 16.1 of [OSPF] must
additionally examine links to stub networks, although this is done after all the transit links are examined.

While both the multicast and unicast trees select shortest paths on the basis of the OSPF metric, the datagram
shortest-path trees also keep track of the TTL values between the root (datagram source) and all destinations
(group members). This enables morigcesnt implementation of IP multicast*expanding ring search” (see

Section 2.3.4).

In the multicast case, the algorithm is sometimes forced to use the link state cost for the reverse direction (i.e, the
cost towards, instead of away from, the source). This is because the costs of OSPF summary-link-LSAs and AS
external-link-LSAs, which sometime form the base of the multicast datagram shortest-path trees, are specified in
the reverse direction (from the multicast perspective).

There are potentially many more datagram shortest-path trees that need to be calculated (one for each source net,
destination group anddS combination), than the limited number of unicast SPF trees (one per@8ghrhis

is the main reason that the datagram shortest-path trees are calculated on demand; it is hoped that this will spread
the cost of the SPF calculations over fihe

The way that the two algorithms handi@g is diferent. In the multicast case, if ©%-incapable node is
encountered during the calculation of tHeS'0 datagram shortest-path tree, t&ST0 datagram shortest-path
tree is used instead of trying to build th@S X tree (see Section 12.2.8). In the unicast case QBeXTtree is
always used, only falling back on th@©$% 0 paths when aOS X path does not exist.

31. Indeed, there will also be those cases where the,rnatdreing on a particular datagram shortest-path tree, will never have to calculate the
particular tree, since the router will not receive the datagram in the first place.
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12.3 Adding local database entriesto the forwarding cache

After the datagram shortest-path trees have been built for each attached area, the forwarding cache has an upstream
node and a list of downstream interfaces. In order to ensure the delivery of the multicast datagram to group members
on directly attached networks, the local group database (Section 8.4) must then be scanned for possible addition to the
list of downstream interfaces. All local group database entries having Group G as MulticastGroup are examined.
Suppose [Group G, Network N] is one such erifrthe calculating router (RX) is Network N5 Designated Router

then RFX’s Network N interface is added to the list of outgoing interfaces, with a TTL of 1. If the Network N

interface was already present in the list of outgoing interfaces, its TTL is simply set to 1.

For example, consider the network configuration shown in Figure 4 when calculating the forwarding cache entry for
a datagram whose source is Network N4 (e.g., from Host H2) and destination is Group Mb. After calculating the
datagram shortest-path tree for Area 1, Roufeé® Would have set it upstream node to Network N3 and its list of
downstream interfaces to NULL. But then looking at its local group database, it would add its Network N2 interface
with a TTL of 1 to its list of downstream interfaces.

13 Maintaining the forwarding cache

A MOSPF router mayfor resource reasons, limit the size of its forwarding cache. At any time cache entries can be
purged to make room for newer entries, since thggaientries can always be rebuilt when neces$arg memo

does not specify an algorithm to select which entries tgepustowevercare should be taken to ensure that any
particular entry is not continually rebuilt and thengad again (i.e., thrashing should be avoided).

The building of the forwarding cache has been previously described in Section 12. There are events that force one or
more forwarding cache entries to be deleted; these events are describedbtddivat deleted cache entries will be
rebuilt on an as-needed basis.

* When the internal topology of the MOSPF system charaljefarwarding cache entries must be deleted. This is
because internal topology changes may invalidate the previously calculated datagram shortest-path trees. Since
the multicast routing calculation depends on the result of the unicast routing calculations, the forwarding cache
should be clearesafter the unicast routing table is rebuilt. Internal topology changes are indicated when both a) a
new instance of either a roieBA or a network-LSA is received and b) the contents of the new advertisement
(other than the LS age, LS sequence number and LS checksum fieldsfeagatdifom the previous instance.

This covers routers and links going up or down, routers that change from being multicast-incapable to being
multicast-capable, etc.

* When a Vpe 3 summary-link-LSA (network summary) changes, those forwarding cache entries specifying
datagram sources belonging to the range of addresses described by the updated summary-link-LSA must be
deleted. See Sections 12.2.3 and 12.2.5.

» Suppose that the content of an AS external-link-LSA changes. If the AS external-link-LSA describes an external
network N, then all forwarding cache entries specifying an external source network that is contained in N or that
contains N (i.e., external sources that are a subset or a superset of N) must be deleted.

* When membership in a multicast group changes, all forwarding cache entries for the particular group must be
deleted. Group membership changes are indicated when either a) the content of a group-membership-LSA
changes or b) an entry in the local group database (see Section 8.4) changes.
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* When the cost to an AS boundary router or to a forwarding address specified by one or more AS external-link-
LSAs changes, all forwarding cache entries specifying an external network as datagram source must be deleted. In
this case, potentially all intekS datagram shortest-path trees have been invalidated. The forwarding cache
entries should be deleted after the new best cost to the AS boundary router/forwarding address has been
calculated.

14 Other additions to the OSPF specification

MOSPF requires some modifications to the base OSPF protocol. All these modifications are backward-compatible. A
router running MOSPF will still interoperate with an OSPF router when forwarding unicéist iifst of the

modifications have been described earlier in this document. This section collects together those changes which have
yet to be mentioned, ganizing them by the f&fcted Section of [OSPF].

14.1 The Designated Router

This functionality is described in Section 7.3 of [OSPF]. In Q@Rtetworks Designated Router has two specialized
roles. First, it originates the netwaskietwork-LSA. Second, it controls the flooding on the network, in that all of the
routers on the network synchronize with the Designated Router (and the Backup Designated Rauter)thelse
reason&?, when one or more of the netwaskouters are running MOSPRe Designated Router should be running
MOSPF also. This can be ensured by assigning all non-multicast routers the Router Priority of 0.

In MOSPEF the Designated Router also has the additional responsibility of monitoring the netwatctast group
membership. This is done by periodically sending Host Membership Queries, and receiving Host Membership
Reports in response (see Section 9). This is yet another reason why the Designated Router must be multicast-capable.

14.2 Sending Hello packets

This functionality is described in Section 9.5 of [OSPF]. A MOSPF router sets the MC-bit in the Options field of its
Hello packets. This indicates that the router is multicast-capable; it does not necessarily indicate the state of the
sending interface’lPMulticastForwarding parameter (see Section B.2). Setting the MC-bit in Hellos is done

strictly for informational purposes. Neighbors receiving the réaitdello packets do not act on the state of the MC-

bit. A neighbors multicast-capability is learned instead during the Database Exchange Process (see Section 14.4).

14.3 The Neighbor state machine

This functionality is described in Section 10.3 of [OSPF]. When a neighbor enteSxsthtage the neighbor
Database summary lists initialized (see the OSPF neighbor FSM entry for State: ExStart and Event:
NegotiationDone). This list describes of the portion of the raautirk state database that needs to be synchronized
with the neighbarGroup-membership-LSAs are included in the neighbor Database summary list if and only if the

32. Group-membership-LSAs are not processed by non-multicast routers (see Section 10.2). Also, if the Designated Router was not running the
multicast extensions, multicast datagrams would not be forwarded over the network because its network-LSA would have its MC-bit clear (see
Step 5a in Section 12.2).
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neighbor is multicast-capable. The neighbanulticast capability is learned by examining the neigisbibatabase
Description packets (see Section 14.4).

14.4 Receiving Database Description packets

This functionality is described in Section 10.6 of [OSPF]. A neiglshoulticast-capability is learned through
received Database Description packets. When the Database Description packet is received that transitions the
neighbor from ExStart to Exchange, the state of the MC-bit in the pa€iations field is examined. The neighbor is
multicast-capable if and only if the MC-bit is set.

The neighbaois multicast capability controls whether group-membership-LSAs are summarized to the neighbor
during the Database Exchange process (see Section 14.3), and whether group-membership-LSAs are flooded to the
neighbor during the flooding process (see Section 10.2).

14.5 Sending Database Description packets

This functionality is described in Section 10.8 of [OSPF]. A MOSPF router sets the MC-bit in the Options field of its
Database Description packets. This indicates to its adjacent neighbors that the router is multicast-capable; it does not
necessarily indicate the state of the sending integaB#! ulticastForwarding parameter (see Section B.2).

When a router goes from being multicast-capable to multicast-incapable, or vice-versa, it must indicate this fact to its
adjacent neighbors by restarting the Database Description process (i.e., rolling back the state of all adjacent neighbors
to Exstart).

14.6 Originating Router-L SAs

This functionality is described in Section 12.4.1 of [OSPF]. A MOSPF router sets the MC-bit in the Options field of
its routerLSA. This allows the router to be included in datagram shortest-path trees (see Step 5a of Section 12.2).

In addition, MOSPF has introduced a new flag in the rdus&'s rtype field: theW-bit. When the Wbit is set, the

router is included on all datagram shortest-path trees, regardless of multicast group (see Section 12.2.6). Such a router
is called a wild-card multicast receivé@ihe router sets the ¥t when it wishes to receive all multicast datagrams,
regardless of destination. This will sometimes be true of-artes multicast forwarders (see Section 3.1), and-inter

AS multicast forwarders (see Section 4).

A router must originate a new instance of its rolf8A whenever an event occurs that would invalidate the £ SA
current contents. In particulaf the routets multicast capability or its ability to function as either an iatea or
inteAS multicast forwarder changes, its rotit&A must be reoriginated.

14.7 Originating Network-L SAs

This functionality is described in Section 12.4.2 of [OSPF]. In Q&Rfansit network’ network-LSA is originated

by the networls Desighated RouteFhe Designated Router sets the MC-bit in the Options field of the network-LSA
if and only if both a) the Designated Router is multicast-capable (i.e., running MOSPF) and b) the Designated
Routers interfaces | PM ulticastForwar ding parameter has been set to a value other than digabke&ection B.2).
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When the network-LSA has the MC-bit set, the network can be included in datagram shortest-path trees (see Section
12.2.6).

Itis intended that all routers attached to a common network agree on the retRbhidticastForwarding capability
However this agreement is not enforced. When there are disagreements, incorrect routing of multicast datagrams can
result.

14.8 Originating Summary-link-LSAs

This functionality is described in Section 12.4.3 of [OSPF]. {atea multicast forwarders always set the MC-bit in

the Options field of their summary-link-LSAs, regardless of whether the path described by the summary-link-LSA is
actually multicast-capable. Indeed, it is possible that there is no multicast-capable path to the described destination.
All other area border routers (ones that are not-gatea multicast forwarders) clear the MC-bit in the Options field

of their summary-link-LSAs.

If its MC-bit is cleay the summary-link-LSA will not be used when initializing the candidate list in Sections 12.2.2,
12.2.3 and 12.2.5.

14.9 Originating AS external-link-LSAs

This functionality is described in Section 12.4.4 of [OSPF]. Unlike in summary-link-LSAs, arAiBterulticast

forwarder should clear the MC-bit in the Options field of one of its AS external-link-LSAs if it is known that there is

no multicast-capable path from the described destination to the router itself. This knowledge may possibly be
obtained, for example, from an it&6 multicast routing algorithm (see Section 4). If the W8rmulticast

forwarder is unsure of whether a multicast-capable path exists between the described destination and the router itself,
the MC-bit should be set in the AS external-link-LSA. All other AS boundary routers (ones that are #aGinter

multicast forwarders) clear the MC-bit in the Options field of their AS external-link-LSAs.

If its MC-bit is clearthe AS external-link-LSA will not be used when initializing the candidate list in Section 12.2.4.

When multicast connectivity to an external destination exists, but no unicast conneantiity external-link-LSA

can be originated having its MC-bit set and specifying a cost of LSInfitsh an AS external-link-LSA will still be
used by the multicast routing calculation (see Section 12.2.4). As a result, when a MOSPF router wishes to stop
advertising an AS external destination, it must use the premature aging procedure specified in Section 14.1 of
[OSPF], rather than simply setting the AS external-link-1sS2st to LSInfinity

14.10 Next step in the flooding prcedure

This functionality is described in Section 13.3 of [OSPF]. Group-membership-LSAs are specific to a OSPF single
area, and are flooded to multicast-capable routers\afitgn flooding a group-membership-LSA, Section 13.3 of the
OSPF specification is modified as follows: 1) The list of interfaces examined during flooding (cadikgitbhe
interfacesin Section 13.3 of [OSPF]) is the set of all interfaces attaching to Area A (the area that the group-
membership-LSA is received from), just as for rowtBAs, network-LSAs and summary-link-LSAs. 2) When
examining each interface, a group-membership-LSA is added to a négjhidostate retransmission listif and

only if both a) Step 1d of [OSPE]Section 13.3 is reached for the neighbor and b) the neighbor is multicast-capable.
The neighbois multicast capability is discovered during the Database Exchange process (see Section 14.4).
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Note that, since on broadcast networks Link State Update packets are sent initially as multicasts, non-multicast
routers may receive group-membership-LSAs. Howewan-multicast routers will simply drop the group-
membership-LSAs, for reasons of unrecognized LS type (see Step 2 of [©S&¢ton 13). Link State

acknowledgments for group-membership-LSAs are not expected from non-multicast routers, and group-membership-
LSAs will never be retransmitted to non-multicast routers, since the LSAs are not added to these routers’ link state
retransmission lists (see above paragraph).

For more information on flooding group-membership-LSAs, see Section 10.2.

14.11 Virtual links

This functionality is described in Section 15 of [OSPF]. When a MOSPF router (i.e., multicast-capable router) is both
an area border router and an endpoint of a virtual link whose other endpoint is also multicast capable, the router must
then also be aimter-area multicast forwarder. This is necessary to ensure that multicast datagrams will flow

through the virtual links transit area, from one endpoint to the otWAéren the backborgedatagram shortest-path

tree is constructed in Section 12.1, it is assumed that virtual links are capable of forwarding multicast datagrams
whenever both endpoints are multicast-capable.
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A Data Formats

This section documents the format of MOSPF protocol packets and link state advertisements (LSAs). All changes
and additions made to the OSP&r&ion 2 data formats have been made in a backward-compatible niartleer

words, multicast routers running MOSPF can interoperate with (non-multicast) @8&#6n\2 routers when

forwarding regular (unicast) IP data fraf

The MOSPF packet formats are the same as for O8PdioY 2 (described in Appendix A of [OSPF]). One
additional option has been added to@#ions field that appears in OSPF Hello packets, Database Description
packets and all link state advertisements. This new option indicates asfoet®vorks multicast capabilityand is
documented in Section A.1. The presence of this new option is ignored by all non-multicast routers.

To support MOSPFone of OSPE link state advertisements has been modified, and a new link state advertisement
has been added. The format of the rout®A has been modified (see Section A.2) to include a new flag indicating
whether the router is a wild-card multicast recei®enew link state advertisement, called the group-membership-

LSA, has been added to pinpoint multicast group members in the link state database. This new advertisement is
neither flooded nor processed by non-multicast routers. The group-membership-LSA is documented in Section A.3.
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A.1 The Options field

The OSPF Options field is present in OSPF Hello packets, Database Description packets and all link state
advertisements. The Options field enables OSPF routers to support (or not support) optional capabilities, and to
communicate their capability level to other OSPF routers. Through this mechanism routdesinfdigpabilities

can be mixed within an OSPF routing domain.

When used in Hello packets, the Options field allows a router to reject a neighbor because of a capability mismatch.
Alternatively, when capabilities are exchanged in Database Description packets a router can choose not to forward
certain LSA types to a neighbor because of its reduced functionalgly, listing capabilities in LSAs allows

routers to route tr&€ around reduced functionality routers, by excluding them from parts of the routing table
calculation.

Three capabilities are currently defined. For each capaltiléyefect of the capability appearance (or lack of
appearance) in Hello packets, Database Description packets and link state advertisements is specified below
example, the ExternalRoutingCapability (below called the E-bit) has meaning only in OSPF Hello packets.

MC E T

The OSPF Options field

e T-bit. This describes the routerTOS capability If the Tbit is reset, then the router supports only a sin@&T
(TOS 0). Such a router is also said to be incapabl®©&-fiouting. The absence of thédit in a router links
advertisement causes the router to be skipped when building a nor@®shdrtest-path tree. In other words,
routers incapable of S routing will be avoided as much as possible when forwarding ddia tegfuesting a
non-zero DS. The absence of thebit in a summary link advertisement or an AS external link advertisement
indicates that the advertisement is describin@& D route only (and not routes for non-ze@s).

» E-bit. AS external link advertisements are not flooded into/through OSPF stub areas. The E-bit ensures that all
members of a stub area agree on that suaaifiguration. The E-bit is meaningful only in OSPF Hello packets.
When the E-bit is reset in the Hello packet sent out a particular interface, it means that the router will neither send
nor receive AS external link state advertisements on that interface (in other words, the interface connects to a stub
area). Wo routers will not become neighbors unless they agree on the state of the E-bit.

e MC-bit. The MC-bit describes the multicast capability of the various pieces of the OSPF routing domain. When
calculating the path of multicast datagrams, only those link state advertisements having their MC-bit set are used.
In addition, a router uses the MC-bit in its Database Description packets to tell adjacent neighbors whether the
router will participate in the flooding of the new group-membership-LSAs.
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A.2 Router-LSA

March 1994

An OSPF router originates a rote8A into each of its attached areas. The roufeA describes the state and cost

of the route’s interfaces to the area. The contents of the riuBA&rare described in detail in Section A.4.2 of

[OSPF]. There are flags in the route3A that indicate whether the router is either a) an area border router or b) an
AS boundary router or c) the endpoint of a virtual link. One more flag has been added to tHeSliterMOSPF;

it is called bit W belowThis flag indicates whether the router wishes to receive all multicast datagrams regardless of

destination (i.e., is a wild-card multicast receiver).

LS age Opti ons 1
Link State ID = OSPF Router 1D
Adverti sing Router
LS sequence nunber
LS checksum | engt h
rtype 0 # links
Link ID
Li nk Data
Type # TOS TGOS 0 netric
4T0S TGOS 0 metric
times
TGOS 0 metric
The router LSA
wW Vv E

The rtype field

# links
times

The following defines the flags found in titgpe field. Each flag classifies the router by function:

» bit B. When set, the router is an area border router (B is for border). These routers forward unicadidata traf

between OSPF areas.

» bit E. When set, the router is an AS boundary router (E is for external). These routers forward unicasficlata traf

between Autonomous Systems.

» bit V. When set, the router is an endpoint of an active virtual link (V is for virtual) which uses the described area

as its Tansit area.
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* bit W. When set, the router is a wild-card multicast receilleese routers receive all multicast datagrams,
regardless of destination. Interea multicast forwarders and in&$% multicast forwarders are sometimes wild-
card multicast receivers (see Sections 3 and 4).
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A.3 Group-membership-LSA

Group-membership-LSAs are thgpE 6 link state advertisements. Group-membership-LSAs are specific to a

particular OSPF area. They are never flooded beyond their area of origination. s rgnatep-membership-LSA for

Area A indicates its directly attached networks which belong to Area A and contain members of a particular multicast
group. A router originates a group-membership-LSA for multicast group D when the following conditions are met for

at least one directly attached network: 1) the router has been elected Designated Router for the network and 2) at least
one host on the network has joined Group D via the IGMP protocol.

A router may also originate a group-membership-LSA for Group D if the router itself has internal applications
belonging to Group D. In addition, area border routers originate group-membership-LSAs into the backbone area
when there are group members in the rdatattached non-backbone areas. See Section 10 for more information
concerning the origination of group-membership-LSAs.

LS age Opt i ons 6
Link State ID = Destination G oup
Adverti si ng Router

LS sequence nunber

LS checksum | ength
Vertex type For each
labelled
Vertex | D vertex

The group-member ship-L SA

The group-membership-LSA consists of the standard 20-byte link state header (see Section A.4.1 of [OSPF])
followed by a list of transit vertices to label with the multicast destination. The advertiselriaktState ID is set

to the destination multicast group address. There is no metric associated with the advertisement. Each transit vertex is
specified by its ¥rtex type and &ftex ID (see Section 12.1 for an explanation of this terminology):

» \Vertextype. Set equal to 1 for a routend 2 for a transit network. Note that the only router that may be included
in the list is the Advertising Router itself.

» Vertex ID. For router vertices, this field indicates the rost€SPF Router ID. For transit network vertices, this
field indicates the IP address of the netwsiBésignated Routeote that the link state advertisement associated
with the transit vertex is the LSA whose LS typ¥ertex type, Link State ID =Vertex |D and Advertising
Router = the group-membership-L'SAdvertising Router
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B Configurable Constants

This section documents the configurable parameters used byOB8#Etast routing extensions. These parameters

are in addition to the configurable constants used by the base OSPF protocol (documented in Appendix C of [OSPF]).
An implementation of MOSPF must provide the ability to set these parameters, either through network management
or some other means.

B.1 Global parameters

The following parameters apply to the router as a whole.

Multicast capability. An indication of whether the router is running MOSPFEhe router is running MOSPE

will perform the algorithms as set forth in this specification. Otherwise, the router is still able to run the basic
OSPF algorithm (as set forth in [OSPF]), and will be able to interoperate with multicast capable routers (see
Section 6.1) when forwarding regular (unicast) IP datéicraf

Inter -area multicast forwarder. This parameter indicates whether the router will forward multicast datagrams
between OSPF areas. Such a router summarizes group membership information to the backbone, and acts as a
wild-card multicast receiver in all its attached non-backbone areas (see Section 3.1). Not all multicast-capable
area border routers need be configured as-amt multicast forwarders. Howeyahenever both ends of a

virtual link are multicast-capable, they must both be configured asairgamulticast forwarders (see Section

14.11). By default, all multicast-capable area border routers are configured esr@atenulticast forwarders.

Inter-AS multicast forwarder. This parameter indicates whether the router forwards multicast datagrams
between Autonomous Systems. Such a router acts as a wild-card multicast receiver in all attached areas (see
Section 4). It is also assumed that an wit8rmulticast forwarder runs some kind of inf&8 multicast routing
algorithm.

B.2 Router interface parameters

The following parameters can be configured separately for each of thés@®F interfaces. Remember that an
OSPF interface is the connection between the router and one of its attached IP networks. Note that the
IPMulticastForwarding parameter is really a description of the attached network. As such, it should be configured
identically on all routers attached to a common network; otherwise incorrect routing of multicast datagrams may
result.

IPMulticastForwarding. This configurable parameter indicates whether IP multicasts should be forwarded over
the attached network, and if so, how the forwarding should be done. The parameter can assume one of three
possible valuedisabled, data-link multicast anddata-link unicast. When set to disabled, IP multicast

datagrams will not be forwarded out the interface. When set to data-link multicast, IP multicast datagrams will be
forwarded as data-link multicasts. When set to data-link unicast, IP multicast datagrams will be forwarded as data-
link unicasts. The default value for this parameter is data-link multicast. The other two settings are for use in the
special circumstances described in Sections 6.3 and 6.4. When set to disabled or to data-link unicast, IGMP group
membership is not monitored on the attached network.

IGMPPollingInterval . The number of seconds between IGMP Host Membership Queries sent out this interface.
A multicast-capable router sends IGMP Host Membership Queries only when it has been elected Designated
Router for the attached network. See [RAC2] for a discussion of this paramégevalue.
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* IGMP timeout. If no IGMP Host Membership Reports have been heard on an attached network for a particular
multicast group A after this period of time, the eriBroup A, attached network] is deleted fronthe routets
local group database. See Section 9 for more information.
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C Sample datagram shortest-path trees

In MOSPEF all routers must calculate exactly the same datagram shortest-path trees. In order to ensure this in
internetworks having redundant links, a number of tie-breakers were defined in the MOSPF routing table calculation
(see Steps 4 and 5c¢ of Section 12.2, and Sections 12.2.4 and 12.2.7). This section illustrates the use of these tie-
breakers on a sample topology

Three diferent examples are given. All examples use the same physical topology and the same set of OSPF interface
costs (see the left side of Figure 14). The source of the datagram is always Host H1 on the network at the top of the

figure (192.9.1.0), and the destination group members are the two hosts labelled with Group Ma at the bottom of the

figure. The first case shows an example of intra-area multicast, while the remaining two cases show the influence of

OSPF areas on the path of a multicast datagram.
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C.1 Anintra-areatree

The datagram shortest-path tree resulting from the intra-area case is shown on the right of Figure 14. The root of the
tree is the source network (192.9.1.0), and the leaves are the two roliteen(RR 3) directly attached to the stub
networks containing Group Ma members.

There are equal-cost paths available to both group members. For the group member on the left, the path could go
either through network 10.1.0.0 or through network 10.2.0.0. By the tie-breaking rules, the path through 10.2.0.0 is
chosen since it has thedar IP network number (see Step 5c of Section 12.2).

For the group member on the right, the path could go either over Network 10.2.0.0 or over the serial line connecting
routers R2 and R'3. The path over Network 10.2.0.0 is chosen after executing two tie-breaking rules. First,

Network 10.2.0.0 is placed on the shortest-path tree before RABesie networks are always chosen over routers
(see Step 4 of Section 12.2). Then, given a choice of either Network 10.2.0.0 or R@uter RT3's parent on the

tree, Net 10.2.0.0 is again preferred since it is a network (see Step 5c¢ of Section 12.2)

1 Net192.9.1.0 1 0\ 192.9.1.0
Network 8| rT1 RT2
10.1.0.0
8 RT1
8
8
Network 10.2.0.0
10200 |10 g 0 0
3 3
RT3
[Ma] RT4

Figure14: Anintra-areatree
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C.2 The€ffect of areas

In Figure 15 belowthe previous diagram has been modified by the inclusion of OSPF areas. The datagram source is
now part of the OSPF backbone (Area 0), while the rest of the topology is in Area 1. In this case, since the datagram
source and the group members belong teifit areas, reverse costs are used when building the tree (see Step 5b of

Section 12.2). This actually eliminates the equal cost paths from the diagram, and leads to the Area 1 datagram
shortest-path tree on the right of Figure 15.

192.9.1.0
1] 1]
RT1 RT2 192.9.1.0

Network
10.1.0.0

8 8

Network 10 10.1.00
102.00 | =Y 8
RT4 | RT3
3
3 ® .
Ma

Figure 15: The effect of areas
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C.3 Theeffect of virtual links

In Figure 16 belowNetwork 10.1.0.0 has been configured as a separate area (Area 1), while everything else belongs
to the OSPF backbone (Area 0). In addition, a virtual link has been configured through Area 1, enhancing the
backbone connectivityn this case, both the source and the group members belong to the same area, so forward costs
are used. Howevgsince virtual links are preferred over regular links (see Step 5c¢ of Section 12.2), the backbone
datagram shortest-path tree uses Network 10.1.0.0 instead of 10.2.0.0 on the path to the left group niefebds

to the tree on the right of Figure 16.

H1
Area 1 R 192.9.1.0
1 Net192.9.1.0 |1
Network -
RT2
10.1.0.0 8 RT1
8 8 8
8 10.1.0.0 10.2.0.0
Network 0 0
RT4 10.2.0.0 —10 RT3
3 10 3 @
— RT4 RT3
Ma

Figure 16: The effect of virtual links
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Security Considerations

Security issues are not discussed in this memo.
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