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2. Introduction

The Border Gateway Protocol (BGP) is an inter-Autononmous System
routing protocol. It is built on experience gained with EGP as
defined in RFC 904 [1] and EGP usage in the NSFNET Backbone as
described in RFC 1092 [2] and RFC 1093 [3].

The primary function of a BGP speaking systemis to exchange network
reachability information with other BGP systems. This network
reachability information includes information on the list of

Aut ononpbus Systens (ASs) that reachability information traverses.
This information is sufficient to construct a graph of AS
connectivity fromwhich routing | oops nmay be pruned and sone policy
decisions at the AS | evel may be enforced.

BGP-4 provides a new set of nechanisns for supporting cl assless

i nterdomain routing. These nechanisns include support for
advertising an IP prefix and elimnates the concept of network
"class" within BGP. BGP-4 also introduces nechani sns which all ow
aggregation of routes, including aggregation of AS paths. These
changes provi de support for the proposed supernetting schenme [8, 9].

To characterize the set of policy decisions that can be enforced
usi ng BGP, one nust focus on the rule that a BGP speaker advertise to
its peers (other BGP speakers which it comrunicates with) in

nei ghboring ASs only those routes that it itself uses. This rule
reflects the "hop-by-hop" routing paradi gmgenerally used throughout
the current Internet. Note that some policies cannot be supported by
the "hop-by-hop" routing paradi gmand thus require techni ques such as
source routing to enforce. For exanple, BGP does not enable one AS
to send traffic to a neighboring AS intending that the traffic take a
different route fromthat taken by traffic originating in the

nei ghboring AS. On the other hand, BGP can support any policy
conformng to the "hop-by-hop" routing paradigm Since the current

I nternet uses only the "hop-by-hop" routing paradi gmand since BGP
can support any policy that confornms to that paradigm BGP is highly
applicable as an inter-AS routing protocol for the current Internet.

A nmore conpl ete discussion of what policies can and cannot be

enforced with BGP is outside the scope of this docunent (but refer to
t he conpani on docurent di scussi ng BGP usage [5]).
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BGP runs over a reliable transport protocol. This elimnates the
need to inplenent explicit update fragnmentation, retransm ssion
acknow edgenent, and sequencing. Any authentication scheme used by
the transport protocol may be used in addition to BG” s own

aut henti cation nechani sns. The error notification nechanismused in
BGP assunes that the transport protocol supports a "graceful" close
i.e., that all outstanding data will be delivered before the
connection is closed.

BGP uses TCP [4] as its transport protocol. TCP neets BGP' s
transport requirements and is present in virtually all comercia
routers and hosts. In the follow ng descriptions the phrase
"transport protocol connection" can be understood to refer to a TCP
connection. BGP uses TCP port 179 for establishing its connections.

This menmo uses the term ‘ Aut ononous System (AS) throughout. The
classic definition of an Autonompbus Systemis a set of routers under
a single technical adm nistration, using an interior gateway protocol
and comon netrics to route packets within the AS, and using an
exterior gateway protocol to route packets to other ASs. Since this
classic definition was devel oped, it has beconme common for a single
AS to use several interior gateway protocols and sometines severa
sets of metrics within an AS. The use of the term Aut ononous System
here stresses the fact that, even when nultiple IGPs and netrics are
used, the admi nistration of an AS appears to other ASs to have a
singl e coherent interior routing plan and presents a consi stent

pi cture of what networks are reachable through it.

The pl anned use of BGP in the Internet environnment, including such
i ssues as topol ogy, the interaction between BGP and | GPs, and the
enforcenent of routing policy rules is presented in a conpani on
docunent [5]. This docunment is the first of a series of docunents
pl anned to explore various aspects of BGP application. Please send
comments to the BGP mailing list (iwy@ns.net).

3. Sumary of Operation

Two systens forma transport protocol connection between one anot her
They exchange nessages to open and confirmthe connection paraneters.
The initial data flowis the entire BGP routing table. Increnenta
updates are sent as the routing tables change. BGP does not require
periodic refresh of the entire BGP routing table. Therefore, a BGP
speaker must retain the current version of the entire BGP routing
tables of all of its peers for the duration of the connection
KeepAl i ve nessages are sent periodically to ensure the |iveness of
the connection. Notification nmessages are sent in response to errors
or special conditions. |If a connection encounters an error
condition, a notification nmessage is sent and the connection is
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cl osed.

The hosts executing the Border Gateway Protocol need not be routers.
A non-routing host could exchange routing information with routers
via EGP or even an interior routing protocol. That non-routing host
could then use BGP to exchange routing information with a border
router in another Autononpbus System The inplications and
applications of this architecture are for further study.

If a particular AS has multiple BGP speakers and is providing transit
service for other ASs, then care must be taken to ensure a consistent
view of routing within the AS. A consistent view of the interior
routes of the ASis provided by the interior routing protocol. A
consi stent view of the routes exterior to the AS can be provi ded by
having all BGP speakers within the AS maintain direct BGP connections
with each other. Using a common set of policies, the BGP speakers
arrive at an agreenment as to which border routers will serve as
exit/entry points for particular networks outside the AS. This
information is comunicated to the AS s internal routers, possibly
via the interior routing protocol. Care nmust be taken to ensure that
the interior routers have all been updated with transit information
bef ore the BGP speakers announce to other ASs that transit service is
bei ng provi ded.

Connecti ons between BGP speakers of different ASs are referred to as
"external" links. BGP connections between BGP speakers within the
same AS are referred to as "internal" links. Simlarly, a peer in a
different ASis referred to as an external peer, while a peer in the
same AS may be described as an internal peer

3.1 Routes: Advertisenent and Storage

For purposes of this protocol a route is defined as a unit of
information that pairs a destination with the attributes of a path to
that destination:

- Routes are advertised between a pair of BGP speakers in UPDATE
nessages: the destination is the systenms whose | P addresses are
reported in the Network Layer Reachability Information (NLRI)
field, and the the path is the information reported in the path
attributes fields of the same UPDATE nessage.

- Routes are stored in the Routing Information Bases (RIBs):
nanmely, the Adj-RIBs-1n, the Loc-RIB, and the Adj-RI Bs-CQut. Routes
that will be advertised to other BGP speakers must be present in
the Adj-RIB-Qut; routes that will be used by the |ocal BGP speaker
must be present in the Loc-RI B, and the next hop for each of these
routes nust be present in the |local BGP speaker’s forwarding
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i nformati on base; and routes that are received from other BGP
speakers are present in the Adj-RIBs-In.

I f a BGP speaker chooses to advertise the route, it nmay add to or
nodi fy the path attributes of the route before advertising it to a
peer.

BGP provi des mechani sms by which a BGP speaker can informits peer
that a previously advertised route is no |onger avail able for use.
There are three methods by which a given BGP speaker can indicate
that a route has been w thdrawn from service:

a) the IP prefix that expresses destinations for a previously
advertised route can be advertised in the W THDRAWN ROUTES fi el d
in the UPDATE nessage, thus marking the associated route as being
no | onger available for use

b) a replacenment route with the sane Network Layer Reachability
I nformati on can be advertised, or

c) the BGP speaker - BGP speaker connection can be closed, which
implicitly renoves fromservice all routes which the pair of
speakers had advertised to each other

3.2 Routing Information Bases

The Routing Information Base (RIB) within a BG speaker consists of
three distinct parts:

a) Adj-RIBs-In: The Adj-RIBs-1n store routing information that has
been | earned from i nbound UPDATE nessages. Their contents
represent routes that are available as an input to the Decision
Process.

b) Loc-RIB: The Loc-RIB contains the |ocal routing information
that the BGP speaker has selected by applying its local policies
to the routing information contained in its Adj-RIBs-In.

c) Adj-RIBs-Qut: The Adj-RIBs-CQut store the information that the
| ocal BGP speaker has selected for advertisenent to its peers. The

routing information stored in the Adj-RIBs-Qut will be carried in
the | ocal BGP speaker’s UPDATE nessages and advertised to its
peers.

In sunmary, the Adj-RIBs-In contain unprocessed routing information
that has been advertised to the | ocal BGP speaker by its peers; the
Loc-RI B contains the routes that have been sel ected by the |ocal BGP
speaker’s Decision Process; and the Adj-RIBs-Qut organi ze the routes
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for advertisenent to specific peers by neans of the |ocal speaker’s
UPDATE nessages.

Al t hough the conceptual nodel distinguishes between Adj-RIBs-1n,
Loc-RI B, and Adj-RIBs-Qut, this neither inplies nor requires that an
i npl enentation nust maintain three separate copies of the routing

i nformati on. The choice of inplenentation (for exanple, 3 copies of
the information vs 1 copy with pointers) is not constrained by the
pr ot ocol

4. Message Formats
Thi s section describes nessage formats used by BGP

Messages are sent over a reliable transport protocol connection. A
nmessage i s processed only after it is entirely received. The maxi mum
nmessage size is 4096 octets. Al inplenentations are required to
support this maxi num nmessage size. The smallest nmessage that may be
sent consists of a BGP header without a data portion, or 19 octets.

4.1 Message Header For nat

Each nessage has a fixed-size header. There may or may not be a data
portion followi ng the header, depending on the nessage type. The
| ayout of these fields is shown bel ow

0 1 2 3
01234567890123456789012345678901
T S S e e T S i S S S i o S S S S

+
+
+
Mar ker |

+

i T S T s i i i i e e I N N S

Lengt h Type
S S S R P PR RS

+ T+ T+ +

Mar ker :

This 16-octet field contains a value that the receiver of the
nessage can predict. |f the Type of the nessage is OPEN, or if
the Authentication Code used in the OPEN nessage of the
connection is zero, then the Marker nust be all ones.

O herwi se, the value of the marker can be predicted by sone a
conputati on specified as part of the authentication nmechani sm
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used. The Marker
bet ween a pair of BGP peers,
nessages.

Lengt h:

This 2-octet unsigned integer
i ncl udi ng the header,
allows one to locate in the transport-I|eve

message,

field of the) next nessage.
al ways be at

BGP- 4

can be used to detect

| east 19 and no greater than 4096,
further constrai ned, depending on the nessage type.
"paddi ng" of extra data after the nmessage is all owed,

July 1994

| oss of synchronization
and to authenticate incom ng BGP

i ndicates the total length of the
in octets. Thus, e.g., it
streamthe (Marker
The value of the Length field nust
and may be

No

so the

Length field nust have the snallest value required given the

rest of the nessage.

Type:

This 1-octet unsigned integer

nessage. The follow ng type

A WNPRE

4.2 OPEN Message For mat
After a transport protoco

accept abl e,

connection is established,
nessage sent by each side is an OPEN nessage.

i ndi cates the type code of the
codes are defined:

- OPEN

- UPDATE

- NOTI FI CATI ON
- KEEPALI VE

the first
If the OPEN nessage is

a KEEPALI VE nessage confirmng the OPEN i s sent back

Once the OPEN is confirned, UPDATE, KEEPALIVE, and NOTI FI CATI ON

nessages may be exchanged.

In addition to the fixed-size BG header

the followi ng fields:
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1 2 3
1234567890123456789012345678901
S S S S
Ver si on |
B e ok i S e i i
My Aut ononpus System |
i S S S s

Hold Tine |
T S s i i S T i S S S S e

BGP |l dentifier
B s o S S e i ol SIE TRIE TRIE R TR TR SR SR S S S ke s S S S S

Auth. Code |
S i SR R it S

+
. . |
Aut henti cation Data
|
+

i T s il sl IR S S S S S S S S S S St

Ver si on:

W

This 1-octet unsigned integer indicates the protocol version
nunber of the message. The current BGP version numnber is 4.

Aut ononbus System

This 2-octet unsigned integer indicates the Autononbus System
nunber of the sender

Hol d Ti ne:

This 2-octet unsigned integer indicates the nunber of seconds
that the sender proposes for the value of the Hold Timer. Upon
recei pt of an OPEN nessage, a BGP speaker MJST cal cul ate the
val ue of the Hold Timer by using the smaller of its configured
Hold Tinme and the Hold Tinme received in the OPEN nessage. The
Hol d Time MJUST be either zero or at |east three seconds. An

i npl enentati on may reject connections on the basis of the Hold
Time. The cal cul ated val ue indi cates the maxi mnum nunber of
seconds that may el apse between the receipt of successive
KEEPALI VE, and/or UPDATE nessages by the sender

BGP Identifier:

This 4-octet unsigned integer indicates the BGP ldentifier of
the sender. A given BGP speaker sets the value of its BGP
Identifier to an | P address assigned to that BGP speaker. The
val ue of the BGP ldentifier is determned on startup and is the
sane for every local interface and every BGP peer
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Aut henti cati on Code:

This 1-octet unsigned integer indicates the authentication
mechani sm bei ng used. Wenever an authentication nechanismis
specified for use within BGP, three things nust be included in
the specification:

- the value of the Authentication Code which indicates use of
t he nmechani sm

- the formand neani ng of the Authentication Data, and

- the algorithmfor conputing values of Marker fields. Only
one authentication nmechanismis specified as part of this
meno:

- its Authentication Code is zero,

- its Authentication Data must be enpty (of zero Iength), and

- the Marker fields of all messages nust be all ones. The
semantics of non-zero Authentication Codes |ies outside the
scope of this neno.

Note that a separate authentication nechanismmay be used in
establishing the transport |evel connection

Aut henti cati on Dat a:

The form and nmeaning of this field is a variable-length field
depend on the Authentication Code. If the value of

Aut hentication Code field is zero, the Authentication Data
field nmust have zero length. The semantics of the non-zero

| ength Authentication Data field is outside the scope of this
nmeno.

Note that the length of the Authentication Data field can be
determ ned fromthe nessage Length field by the fornmula:

Message Length = 29 + Authentication Data Length

The minimum | ength of the OPEN nessage is 29 octets (including
nessage header).

4. 3 UPDATE Message For mat

UPDATE nessages are used to transfer routing informati on between BGP
peers. The information in the UPDATE packet can be used to construct
a graph describing the rel ationships of the various Autononous
Systens. By applying rules to be discussed, routing information

| oops and some ot her anomalies may be detected and rempved from

i nter-AS routing.
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An UPDATE nessage is used to advertise a single feasible route to a
peer, or to withdraw nultiple unfeasible routes fromservice (see
3.1). An UPDATE message may simultaneously advertise a feasible route
and withdraw multiple unfeasible routes fromservice. The UPDATE
message al ways includes the fixed-size BGP header, and can optionally
include the other fields as shown bel ow

| Unfeasible Routes Lengih (2 octets) )
| Wihdram Routes (varianie) 7 )
| Total Path Attribute Lengih (2 octets) )
| hath Attributes (variabie) T )
| Netvork Layer Reachabi |ty Information (variabie) |
o e oo +

Unf easi bl e Routes Lengt h:

This 2-octets unsigned integer indicates the total |ength of
the Wthdrawn Routes field in octets. |Its value nust allow the
| ength of the Network Layer Reachability Information field to
be determ ned as specified bel ow

A value of 0 indicates that no routes are being withdrawn from
service, and that the W THDRAWN ROUTES field is not present in
thi s UPDATE nessage.

Wt hdr awn Rout es:

This is a variable length field that contains a list of IP
address prefixes for the routes that are being wthdrawn from
service. Each IP address prefix is encoded as a 2-tuple of the
form<length, prefix> whose fields are described bel ow.

T +
| Length (1 octet) |
T +
| Prefix (variable) |
e +
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The use and the neaning of these fields are as foll ows:
a) Length:

The Length field indicates the length in bits of the IP
address prefix. Alength of zero indicates a prefix that
matches all | P addresses (with prefix, itself, of zero
octets).

b) Prefix:

The Prefix field contains | P address prefixes foll owed by
enough trailing bits to make the end of the field fall on an
octet boundary. Note that the value of trailing bits is
irrel evant.

Total Path Attribute Length:

This 2-octet unsigned integer indicates the total |length of the
Path Attributes field in octets. |Its value nust allowthe

l ength of the Network Layer Reachability field to be deterni ned
as specified bel ow

A value of 0 indicates that no Network Layer Reachability
Information field is present in this UPDATE nessage.

Path Attri butes:

A variable | ength sequence of path attributes is present in
every UPDATE. Each path attribute is a triple <attribute type,
attribute length, attribute value> of variable |ength.

Attribute Type is a two-octet field that consists of the
Attribute Flags octet followed by the Attribute Type Code
octet.

0 1
0123456789012345
bk ok ok o R S R
| Attr. Flags |Attr. Type Code|
B i S S S it s ol T S S

The high-order bit (bit 0) of the Attribute Flags octet is the
Optional bit. 1t defines whether the attribute is optional (if
set to 1) or well-known (if set to 0).

The second high-order bit (bit 1) of the Attribute Flags octet
is the Transitive bit. It defines whether an optiona
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attribute is transitive (if set to 1) or non-transitive (if set
to 0). For well-known attributes, the Transitive bit nust be
set to 1. (See Section 5 for a discussion of transitive
attributes.)

The third high-order bit (bit 2) of the Attribute Flags octet
is the Partial bit. It defines whether the information
contained in the optional transitive attribute is partial (if
set to 1) or complete (if set to 0). For well-known attributes
and for optional non-transitive attributes the Partial bit nust
be set to O.

The fourth high-order bit (bit 3) of the Attribute Flags octet
is the Extended Length bit. It defines whether the Attribute
Length is one octet (if set to 0) or two octets (if set to 1).
Ext ended Length may be used only if the length of the attribute
value is greater than 255 octets.

The | ower-order four bits of the Attribute Flags octet are
unused. They nust be zero (and nust be ignored when received).

The Attribute Type Code octet contains the Attribute Type Code.
Currently defined Attribute Type Codes are discussed in Section
5.

If the Extended Length bit of the Attribute Flags octet is set
to O, the third octet of the Path Attribute contains the | ength
of the attribute data in octets.

If the Extended Length bit of the Attribute Flags octet is set
to 1, then the third and the fourth octets of the path
attribute contain the length of the attribute data in octets.

The remaining octets of the Path Attribute represent the
attribute value and are interpreted according to the Attribute
Flags and the Attribute Type Code. The supported Attribute Type
Codes, their attribute values and uses are the follow ng:

a) ORIG@ N (Type Code 1):
ORIG@ N is a well-known mandatory attribute that defines the

origin of the path information. The data octet can assune
the follow ng val ues:
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Val ue Meani ng
0 | GP - Network Layer Reachability Information

is interior to the originating AS

1 EGP - Network Layer Reachability Information
| earned via EGP

2 | NCOMPLETE - Network Layer Reachability
Information | earned by some ot her neans

Its usage is defined in 5.1.1

AS PATH (Type Code 2):

AS PATH is a wel |l -known nandatory attribute that is conposed
of a sequence of AS path segnents. Each AS path segnent is
represented by a triple <path segment type, path segnent

| ength, path segnment val ue>.

The path segnent type is a 1l-octet long field with the
foll owi ng val ues defi ned:

Val ue Segnent Type

1 AS_SET: unordered set of ASs a route in the
UPDATE nessage has traversed

2 AS SEQUENCE: ordered set of ASs a route in
t he UPDATE nessage has traversed

The path segnent length is a 1-octet long field containing
the number of ASs in the path segnent value field.

The path segnment value field contains one or nore AS
nunbers, each encoded as a 2-octets long field.

Usage of this attribute is defined in 5.1.2.

NEXT_HOP (Type Code 3):
This is a well-known mandatory attribute that defines the IP
address of the border router that should be used as the next
hop to the destinations listed in the Network Layer
Reachability field of the UPDATE message.

Usage of this attribute is defined in 5.1.3.
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d) MUTI_EXIT DI SC (Type Code 4):

This is an optional non-transitive attribute that is a four
octet non-negative integer. The value of this attribute nmay
be used by a BGP speaker’s decision process to discrimnate
among multiple exit points to a nei ghboring autononous
system

Its usage is defined in 5.1.4.
e) LOCAL_PREF (Type Code 5):

LOCAL_PREF is a well-known discretionary attribute that is a
four octet non-negative integer. It is used by a BGP speaker
to informother BGP speakers in its own autononous system of
the originating speaker’s degree of preference for an
advertised route. Usage of this attribute is described in
5.1.5.

f) ATOM C_AGGREGATE (Type Code 6)

ATOM C_AGGREGATE is a well-known discretionary attribute of
length 0. It is used by a BGP speaker to informother BGP
speakers that the local systemselected a | ess specific
route without selecting a nore specific route which is
included init. Usage of this attribute is described in
5.1.6.

0) AGGREGATOR (Type Code 7)

AGCREGATOR is an optional transitive attribute of |ength 6.
The attribute contains the |ast AS nunber that forned the
aggregate route (encoded as 2 octets), followed by the IP
address of the BGP speaker that formed the aggregate route
(encoded as 4 octets). Usage of this attribute is described
inb5. 1.7

twork Layer Reachability Information
This variable length field contains a Iist of |IP address
prefixes. The length in octets of the Network Layer
Reachability Information is not encoded explicitly, but can be
cal cul ated as:

UPDATE nessage Length - 23 - Total Path Attributes Length -
Unf easi bl e Routes Length

wher e UPDATE nessage Length is the value encoded in the fixed-
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size BGP header, Total Path Attribute Length and Unfeasible
Routes Length are the values encoded in the variable part of
t he UPDATE nessage, and 23 is a conbined [ ength of the fixed-
size BGP header, the Total Path Attribute Length field and the
Unf easi bl e Routes Length field.

Reachability information is encoded as one or nore 2-tuples of
the form<length, prefix> whose fields are described bel ow

o m e e e e e e e e e o +
| Length (1 octet) |
oo e e e oo oo - +
| Prefix (variable) |
o m e e e e e eee oo s +

The use and the neaning of these fields are as foll ows:
a) Length:

The Length field indicates the length in bits of the IP
address prefix. A length of zero indicates a prefix that
mat ches all | P addresses (with prefix, itself, of zero
octets).

b) Prefix:

The Prefix field contains | P address prefixes foll owed by
enough trailing bits to make the end of the field fall on an
octet boundary. Note that the value of the trailing bits is
irrel evant.

The mininmum |l ength of the UPDATE message is 23 octets -- 19 octets
for the fixed header + 2 octets for the Unfeasible Routes Length + 2
octets for the Total Path Attribute Length (the val ue of Unfeasible
Routes Length is 0 and the value of Total Path Attribute Length is
0).

An UPDATE nessage can advertise at npbst one route, which may be

descri bed by several path attributes. Al path attributes contained
in a given UPDATE nessages apply to the destinations carried in the
Net wor k Layer Reachability Information field of the UPDATE nessage.

An UPDATE nessage can list multiple routes to be withdrawn from
service. Each such route is identified by its destination (expressed
as an | P prefix), which unanmbiguously identifies the route in the
context of the BGP speaker - BGP speaker connection to which it has
been previously been advertised.
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An UPDATE nessage may advertise only routes to be w thdrawn from
service, in which case it will not include path attributes or Network
Layer Reachability Information. Conversely, it nay advertise only a
feasible route, in which case the W THDRAWN ROUTES fi el d need not be
present.

4.4 KEEPALI VE Message For mat

BGP does not use any transport protocol -based keep-alive nechanismto
determ ne if peers are reachable. |Instead, KEEPALIVE nessages are
exchanged between peers often enough as not to cause the Hold Tinmer
to expire. A reasonable maximumtinme between KEEPALI VE nessages
woul d be one third of the Hold Tine interval. KEEPALIVE nessages
MUST NOT be sent nore frequently than one per second. An

i mpl enentati on MAY adjust the rate at which it sends KEEPALI VE
messages as a function of the Hold Time interval.

If the negotiated Hold Tine interval is zero, then periodi c KEEPALIVE
nessages MJUST NOT be sent.

KEEPALI VE nessage consists of only nessage header and has a | ength of
19 octets.

4.5 NOTI FI CATI ON Message For nmat

A NOTI FI CATI ON nessage is sent when an error condition is detected.
The BGP connection is closed inmediately after sending it.

In addition to the fixed-size BGP header, the NOTIFI CATI ON nessage
contains the followi ng fields:

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| Error code | Error subcode | Dat a
T el I o e S S e el st (I S SR R +

T S S S S SEp S S S S S SR S U S SR S S

Error Code:

This 1-octet unsigned integer indicates the type of
NOTI FI CATION. The followi ng Error Codes have been defi ned:
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Error Code Synbol i ¢ Nane Ref erence
1 Message Header Error Section 6.1
2 OPEN Message Error Section 6.2
3 UPDATE Message Error Section 6.3
4 Hol d Ti ner Expired Section 6.5
5 Finite State Machine Error Section 6.6
6 Cease Section 6.7

Error subcode:

This 1-octet unsigned integer provides nore specific

i nformati on about the nature of the reported error. Each Error
Code may have one or nore Error Subcodes associated with it.

If no appropriate Error Subcode is defined, then a zero
(Unspecific) value is used for the Error Subcode field.

Message Header Error subcodes:

1 - Connection Not Synchronized.
2 - Bad Message Length.
3 - Bad Message Type.

OPEN Message Error subcodes:

- Unsupported Version Nunber.

- Bad Peer AS.

- Bad BGP ldentifier.

Unsupported Aut hentication Code.
- Authentication Failure.

- Unacceptabl e Hold Tine.

DU WNPE
1

UPDATE Message Error subcodes:

- Malformed Attribute List.

- Unrecogni zed Wl | -known Attribute.
- Mssing Well-known Attribute.
Attribute Flags Error.

- Attribute Length Error.

- Invalid ORIG@ N Attribute

- AS Routing Loop.

- Invalid NEXT_HOP Attribute.

O~NOOITRWN P
1

Rekhter & Li [ Page 17]



RFC 1654 BGP- 4 July 1994

9 - Optional Attribute Error
10 - Invalid Network Field.
11 - Mal fornmed AS_PATH

Dat a:

This variable-length field is used to di agnose the reason for
the NOTI FI CATION. The contents of the Data field depend upon
the Error Code and Error Subcode. See Section 6 bel ow for nore
details.

Note that the length of the Data field can be determ ned from
the nessage Length field by the formul a:

Message Length = 21 + Data Length

The m ni mum | ength of the NOTIFI CATI ON nmessage is 21 octets
(i ncludi ng message header).

5. Path Attributes
This section discusses the path attributes of the UPDATE message.
Path attributes fall into four separate categories:

1. Well-known nmandatory.
2. \Vell-known discretionary.
3. Optional transitive.
4. Optional non-transitive.

Wel | -known attributes must be recognized by all BGP inpl ementations.
Sone of these attributes are nmandatory and nust be included in every
UPDATE nessage. Qhers are discretionary and may or may not be sent
in a particul ar UPDATE nessage.

Al well-known attributes nust be passed along (after proper
updating, if necessary) to other BGP peers.

In addition to well-known attributes, each path may contain one or
nore optional attributes. It is not required or expected that al

BGP i npl ement ati ons support all optional attributes. The handling of
an unrecogni zed optional attribute is determ ned by the setting of
the Transitive bit in the attribute flags octet. Paths with
unrecogni zed transitive optional attributes should be accepted. If a
path wi th unrecogni zed transitive optional attribute is accepted and
passed al ong to other BGP peers, then the unrecognized transitive
optional attribute of that path nmust be passed along with the path to
other BGP peers with the Partial bit in the Attribute Flags octet set
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to 1. If a path with recogni zed transitive optional attribute is
accepted and passed along to other BGP peers and the Partial bit in
the Attribute Flags octet is set to 1 by some previous AS, it is not
set back to O by the current AS. Unrecogni zed non-transitive optiona
attributes nmust be quietly ignored and not passed along to other BGP
peers.

New transitive optional attributes nmay be attached to the path by the
originator or by any other ASin the path. |If they are not attached
by the originator, the Partial bit in the Attribute Flags octet is
set to 1. The rules for attaching new non-transitive optiona
attributes will depend on the nature of the specific attribute. The
docunent ati on of each new non-transitive optional attribute will be
expected to include such rules. (The description of the

MULTI _EXIT_DI SC attribute gives an exanple.) Al optional attributes
(both transitive and non-transitive) may be updated (if appropriate)
by ASs in the path.

The sender of an UPDATE nessage should order path attributes within
t he UPDATE nessage in ascending order of attribute type. The

recei ver of an UPDATE nessage must be prepared to handl e path
attributes within the UPDATE nmessage that are out of order

The sane attribute cannot appear nore than once within the Path
Attributes field of a particular UPDATE nessage.

5.1 Path Attribute Usage

The usage of each BGP path attributes is described in the follow ng
cl auses.

5.1.1 ORIAN

ORIGA N is a well-known mandatory attribute. The ORIG@ N attribute
shal | be generated by the autononbus systemthat originates the
associated routing information. It shall be included in the UPDATE
nessages of all BGP speakers that choose to propagate this

i nformati on to other BGP speakers.

5.1.2 AS _PATH
AS PATH is a wel |l -known nandatory attribute. This attribute
identifies the autononous systens through which routing information
carried in this UPDATE nessage has passed. The conponents of this
list can be AS SETs or AS SEQUENCES.

VWhen a BGP speaker propagates a route which it has |earned from
anot her BGP speaker’s UPDATE nessage, it shall nodify the route’s
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AS PATH attribute based on the |l ocation of the BGP speaker to which
the route will be sent:

a) Wien a given BGP speaker advertises the route to another BGP
speaker located in its own autonompus system the adverti sing
speaker shall not nodify the AS PATH attribute associated with the
route.

b) When a given BGP speaker advertises the route to a BGP speaker
| ocated in a nei ghboring autononbus system then the adverti sing
speaker shall update the AS PATH attribute as foll ows:

1) if the first path segnment of the AS PATH is of type

AS SEQUENCE, the | ocal systemshall prepend its own AS number
as the last el enent of the sequence (put it in the |eftnost
posi tion).

2) if the first path segment of the AS PATH is of type AS SET,
the I ocal systemshall prepend a new path segnment of type
AS_SEQUENCE to the AS_PATH, including its own AS nunber in that
segnent .

VWhen a BGP speaker originates a route then

a) the originating speaker shall include its own AS nunber in
the AS PATH attribute of all UPDATE nessages sent to BGP
speakers | ocated in neighboring autonomous systens. (In this
case, the AS nunber of the originating speaker’s autononous
systemw || be the only entry in the AS PATH attribute).

b) the originating speaker shall include an enpty AS PATH
attribute in all UPDATE nessages sent to BGP speakers | ocated
in its own autononmous system (An enpty AS PATH attribute is
one whose length field contains the value zero).

5. 1. 3 NEXT_HOP

The NEXT_HOP path attribute defines the | P address of the border
router that should be used as the next hop to the networks listed in
the UPDATE nessage. |If a border router belongs to the same AS as its
peer, then the peer is an internal border router. Oherwise, it is an
external border router. A BGP speaker can advertise any interna
border router as the next hop provided that the interface associ ated
with the I P address of this border router (as specified in the
NEXT_HOP path attribute) shares a conmon subnet with both the |oca
and renote BGP speakers. A BGP speaker can advertise any externa
border router as the next hop, provided that the IP address of this
border router was | earned fromone of the BGP speaker’s peers, and
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the interface associated with the | P address of this border router
(as specified in the NEXT_HOP path attribute) shares a common subnet
with the | ocal and renote BGP speakers. A BGP speaker needs to be
abl e to support disabling advertisenent of external border routers.

A BGP speaker must never advertise an address of a peer to that peer
as a NEXT_HOP, for a route that the speaker is originating. A BGP
speaker nust never install a route with itself as the next hop

When a BGP speaker advertises the route to a BGP speaker located in
its own autononous system the advertising speaker shall not nodify
the NEXT_HOP attribute associated with the route. Wen a BGP speaker
receives the route via an internal link, it nay forward packets to
the NEXT_HOP address if the address contained in the attribute is on
a common subnet with the | ocal and renote BGP speakers.

5.1. 4 MULTI _EXI T_DI SC

The MULTI _EXIT DI SC attribute nay be used on external (inter-AS)
links to discrimnate anong nultiple exit or entry points to the sane
nei ghboring AS. The value of the MULTI_EXIT_DI SC attribute is a four
oct et unsi gned nunber which is called a metric. Al other factors
bei ng equal, the exit or entry point with [ower metric should be
preferred. |If received over external links, the MULTI_EXIT DI SC
attribute may be propagated over internal |inks to other BGP speakers
within the sane AS. The MUTI _EXIT DI SC attribute is never
propagated to other BGP speakers in neighboring AS s.

5.1.5 LOCAL_PREF

LOCAL _PREF is a well-known discretionary attribute that shall be
included in all UPDATE nessages that a given BGP speaker sends to the
ot her BGP speakers located in its own autonomous system A BGP
speaker shall cal cul ate the degree of preference for each externa
route and include the degree of preference when advertising a route
to its internal peers. The higher degree of preference should be
preferred. A BGP speaker shall use the degree of preference |earned
via LOCAL PREF in its decision process (see section 9.1.1).

A BGP speaker shall not include this attribute in UPDATE messages
that it sends to BGP speakers | ocated in a nei ghboring autononous
system If it is contained in an UPDATE nessage that is received from
a BGP speaker which is not located in the same aut ononmous system as
the receiving speaker, then this attribute shall be ignored by the
recei ving speaker.

Rekhter & Li [ Page 21]



RFC 1654 BGP- 4 July 1994

5.1.6 ATOM C_AGGREGATE

ATOM C_AGGREGATE is a wel | -known discretionary attribute. |f a BGP
speaker, when presented with a set of overlapping routes from one of
its peers (see 9.1.4), selects the |less specific route w thout

sel ecting the nore specific one, then the |local systemshall attach
the ATOM C AGGREGATE attribute to the route when propagating it to
ot her BGP speakers (if that attribute is not already present in the
recei ved |l ess specific route). A BGP speaker that receives a route
with the ATOM C AGGREGATE attribute shall not renpbve the attribute
fromthe route when propagating it to other speakers. A BGP speaker
that receives a route with the ATOM C AGGREGATE attri bute shall not
nmake any NLRI of that route nore specific (as defined in 9.1.4) when
advertising this route to other BGP speakers. A BGP speaker that
receives a route with the ATOM C_AGGREGATE attri bute needs to be
cogni zant of the fact that the actual path to destinations, as
specified in the NLRI of the route, while having the | oop-free
property, may traverse ASs that are not listed in the AS PATH
attribute.

5.1.7  AGCREGATOR

AGCREGATOR is an optional transitive attribute which may be incl uded
in updates which are formed by aggregation (see Section 9.2.4.2). A
BGP speaker which perforns route aggregation may add the AGGREGATOR
attribute which shall contain its own AS nunber and | P address.

6. BGP Error Handling.

This section describes actions to be taken when errors are detected
whi | e processi ng BGP nessages.

When any of the conditions described here are detected, a
NOTI FI CATI ON nessage with the indicated Error Code, Error Subcode,
and Data fields is sent, and the BGP connection is closed. If no
Error Subcode is specified, then a zero nust be used.

The phrase "the BGP connection is closed" neans that the transport
prot ocol connection has been closed and that all resources for that
BGP connecti on have been deall ocated. Routing table entries
associated with the renote peer are marked as invalid. The fact that
the routes have becone invalid is passed to other BGP peers before
the routes are deleted fromthe system

Unl ess specified explicitly, the Data field of the NOTIFI CATI ON
nmessage that is sent to indicate an error is enpty.
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6.1 Message Header error handling.

Al errors detected while processing the Message Header are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code Message Header
Error. The Error Subcode el aborates on the specific nature of the
error.

The expected value of the Marker field of the nessage header is al
ones if the nessage type is OPEN. The expected val ue of the Marker
field for all other types of BGP nessages determ ned based on the
Aut hentication Code in the BGP OPEN nessage and the actua

aut hentication nechanism (if the Authentication Code in the BGP OPEN
nessage is non-zero). |If the Marker field of the nessage header is
not the expected one, then a synchroni zation error has occurred and
the Error Subcode is set to Connection Not Synchronized.

If the Length field of the nmessage header is less than 19 or greater
than 4096, or if the Length field of an OPEN nessage is |l ess than
the minimumlength of the OPEN nessage, or if the Length field of an
UPDATE nessage is | ess than the mninmumlength of the UPDATE nessage,
or if the Length field of a KEEPALI VE nessage is not equal to 19, or
if the Length field of a NOTIFI CATI ON nmessage is | ess than the

m ni mum | engt h of the NOTIFI CATI ON nessage, then the Error Subcode is
set to Bad Message Length. The Data field contains the erroneous
Length field.

If the Type field of the nessage header is not recognized, then the
Error Subcode is set to Bad Message Type. The Data field contains
the erroneous Type field.

6.2 OPEN nessage error handling.

Al errors detected while processing the OPEN nessage are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code OPEN Message
Error. The Error Subcode el aborates on the specific nature of the
error.

If the version nunber contained in the Version field of the received
OPEN nessage i s not supported, then the Error Subcode is set to
Unsupported Version Nunmber. The Data field is a 2-octet unsigned

i nteger, which indicates the | argest |ocally supported versi on nunber
| ess than the version the renote BGP peer bid (as indicated in the
recei ved OPEN nessage).

If the Autononpus Systemfield of the OPEN nmessage i s unacceptabl e,
then the Error Subcode is set to Bad Peer AS. The determ nation of
accept abl e Aut ononbus System numbers is outside the scope of this
pr ot ocol
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If the Hold Time field of the OPEN nessage i s unacceptable, then the
Error Subcode MJST be set to Unacceptable Hold Tine. An

i mpl ementati on MJUST reject Hold Tinme val ues of one or two seconds.
An i nmpl enentati on MAY reject any proposed Hold Tinme. An

i mpl enent ati on which accepts a Hold Time MUST use the negoti ated
value for the Hold Tine.

If the BGP lIdentifier field of the OPEN nmessage is syntactically
incorrect, then the Error Subcode is set to Bad BGP Identifier
Syntactic correctness neans that the BGP Identifier field represents
a valid I P host address.

If the Authentication Code of the OPEN nessage is not recognized,
then the Error Subcode is set to Unsupported Authentication Code. |If
the Authentication Code is zero, then the Authentication Data nust be
of zero length. Oherwi se, the Error Subcode is set to

Aut henti cation Fail ure.

If the Authentication Code is non-zero, then the corresponding

aut hentication procedure is invoked. |If the authentication procedure
(based on Authentication Code and Authentication Data) fails, then
the Error Subcode is set to Authentication Failure.

6. 3 UPDATE nessage error handling.

Al errors detected while processing the UPDATE nessage are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code UPDATE Message
Error. The error subcode el aborates on the specific nature of the
error.

Error checki ng of an UPDATE nessage begi ns by exam ning the path
attributes. |If the Unfeasible Routes Length or Total Attribute
Length is too large (i.e., if Unfeasible Routes Length + Tota
Attribute Length + 23 exceeds the nessage Length), then the Error
Subcode is set to Malformed Attribute List.

If any recognized attribute has Attribute Flags that conflict with
the Attribute Type Code, then the Error Subcode is set to Attribute
Flags Error. The Data field contains the erroneous attribute (type,
| ength and val ue).

If any recognized attribute has Attribute Length that conflicts with
the expected | ength (based on the attribute type code), then the
Error Subcode is set to Attribute Length Error. The Data field
contains the erroneous attribute (type, length and val ue).

If any of the mandatory well-known attributes are not present, then
the Error Subcode is set to Mssing Wll-known Attribute. The Data
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field contains the Attribute Type Code of the m ssing well-known
attribute.

If any of the mandatory well-known attributes are not recognized,
then the Error Subcode is set to Unrecognized Well-known Attribute.
The Data field contains the unrecogni zed attribute (type, length and
val ue) .

If the ORIG N attribute has an undefined value, then the Error
Subcode is set to Invalid Oigin Attribute. The Data field contains
the unrecogni zed attribute (type, length and val ue).

If the NEXT_HOP attribute field is syntactically incorrect, then the
Error Subcode is set to Invalid NEXT HOP Attribute. The Data field
contains the incorrect attribute (type, length and value). Syntactic
correctness neans that the NEXT_HOP attribute represents a valid IP
host address. Semantic correctness applies only to the external BGP
links. It nmeans that the interface associated with the I P address, as
specified in the NEXT_HOP attribute, shares a comobn subnet with the
recei ving BGP speaker and is not the I P address of the receiving BGP
speaker. |If the NEXT_HOP attribute is semantically incorrect, the
error should be | ogged, and the the route should be ighored. 1In this
case, no NOTI FI CATI ON nmessage shoul d be sent.

The AS PATH attribute is checked for syntactic correctness. |If the
path is syntactically incorrect, then the Error Subcode is set to
Mal f ormed AS_PATH

If an optional attribute is recognized, then the value of this
attribute is checked. |If an error is detected, the attribute is
di scarded, and the Error Subcode is set to Optional Attribute Error

The Data field contains the attribute (type, length and val ue).

If any attribute appears nore than once in the UPDATE nmessage, then
the Error Subcode is set to Malforned Attribute List.

The NLRI field in the UPDATE nessage is checked for syntactic
validity. |If the field is syntactically incorrect, then the Error
Subcode is set to Invalid Network Field.

6. 4 NOTI FI CATI ON nessage error handli ng.

If a peer sends a NOTI FlI CATI ON nessage, and there is an error in that
nmessage, there is unfortunately no means of reporting this error via
a subsequent NOTI FI CATI ON nmessage. Any such error, such as an
unrecogni zed Error Code or Error Subcode, should be noticed, |ogged

| ocally, and brought to the attention of the adm nistration of the
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peer. The nmeans to do this, however, lies outside the scope of this
document .

6.5 Hold Timer Expired error handling.

If a system does not receive successi ve KEEPALI VE and/ or UPDATE
and/ or NOTI FI CATI ON nessages within the period specified in the Hold
Time field of the OPEN nessage, then the NOTI FI CATI ON nessage with
Hol d Timer Expired Error Code nust be sent and the BGP connection

cl osed.

6.6 Finite State Machine error handli ng.

Any error detected by the BGP Finite State Machine (e.g., receipt of
an unexpected event) is indicated by sending the NOTIFI CATI ON nessage
with Error Code Finite State Machine Error.

6. 7 Cease.

In absence of any fatal errors (that are indicated in this section),
a BGP peer may choose at any given time to close its BGP connection
by sendi ng the NOTI FI CATI ON nessage with Error Code Cease. However,
the Cease NOTI FI CATI ON nmessage nust not be used when a fatal error

i ndicated by this section does exist.

6.8 Connection collision detection

If a pair of BGP speakers try sinultaneously to establish a TCP
connection to each other, then two parallel connections between this
pair of speakers mght well be formed. W refer to this situation as
connection collision. Cearly, one of these connections nust be

cl osed.

Based on the value of the BGP Identifier a convention is established
for detecting which BGP connection is to be preserved when a

col lision does occur. The convention is to conpare the BGP
Identifiers of the peers involved in the collision and to retain only
the connection initiated by the BGP speaker with the higher-val ued
BGP ldentifier.

Upon recei pt of an OPEN message, the |ocal system nmust exam ne all of
its connections that are in the QpenConfirmstate. A BGP speaker may
al so exam ne connections in an OpenSent state if it knows the BGP
Identifier of the peer by neans outside of the protocol. |f anong
these connections there is a connection to a renote BGP speaker whose
BGP Identifier equals the one in the OPEN nessage, then the | oca
system perfornms the following collision resolution procedure:
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7.

1. The BGP ldentifier of the local systemis conpared to the BGP
Identifier of the renpte system (as specified in the OPEN
nessage) .

2. If the value of the local BGP Identifier is less than the
renote one, the local systemcloses BGP connection that already
exists (the one that is already in the QpenConfirmstate), and
accepts BGP connection initiated by the renpte system

3. Oherw se, the local systemcloses newy created BGP connection
(the one associated with the newly recei ved OPEN nessage), and
continues to use the existing one (the one that is already in the
penConfirmstate).

Conparing BGP Identifiers is done by treating them as (4-octet
| ong) unsigned integers.

A connection collision with an existing BGP connection that is in
Est abl i shed states causes unconditional closing of the newly
created connection. Note that a connection collision cannot be
detected with connections that are in Idle, or Connect, or Active
st at es.

Cl osing the BGP connection (that results fromthe collision
resol ution procedure) is acconplished by sendi ng the NOTI FI CATI ON
nessage with the Error Code Cease.

BGP Version Negotiation.

BGP speakers nmay negotiate the version of the protocol by naking
nmultiple attenpts to open a BGP connection, starting with the highest
versi on nunmber each supports. |f an open attenpt fails with an Error
Code OPEN Message Error, and an Error Subcode Unsupported Version
Nunber, then the BGP speaker has avail able the version nunber it
tried, the version nunber its peer tried, the version nunber passed
by its peer in the NOTIFI CATI ON nessage, and the version nunbers that
it supports. |If the two peers do support one or nbre combn
versions, then this will allow themto rapidly determ ne the highest
conmon version. |In order to support BGP version negotiation, future
versions of BGP nust retain the format of the OPEN and NOTI FI CATI ON
nmessages.

BGP Finite State machi ne.

This section specifies BGP operation in terms of a Finite State
Machine (FSM. Following is a brief sunmary and overvi ew of BGP
operations by state as determned by this FSM A condensed version
of the BGP FSMis found in Appendix 1
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itially BGPis in the Idle state.
le state:

In this state BGP refuses all incom ng BGP connections. No
resources are allocated to the peer. |In response to the Start

event (initiated by either systemor operator) the |ocal system
initializes all BGP resources, starts the ConnectRetry tiner,
initiates a transport connection to other BGP peer, while
listening for connection that may be initiated by the renote
BGP peer, and changes its state to Connect. The exact val ue of
the ConnectRetry tiner is a local matter, but should be
sufficiently large to allow TCP initialization

If a BGP speaker detects an error, it shuts down the connection
and changes its state to Idle. Getting out of the Idle state
requires generation of the Start event. |[If such an event is
generated automatically, then persistent BGP errors may result
in persistent flapping of the speaker. To avoid such a
condition it is recommended that Start events should not be
generated i mediately for a peer that was previously
transitioned to Idle due to an error. For a peer that was
previously transitioned to Idle due to an error, the tine

bet ween consecutive generation of Start events, if such events
are generated automatically, shall exponentially increase. The
value of the initial timer shall be 60 seconds. The tinme shal
be doubl ed for each consecutive retry.

Any ot her event received in the Idle state is ignored.
nnect state:

In this state BGP is waiting for the transport protoco
connection to be conpl eted.

If the transport protocol connection succeeds, the |local system
clears the ConnectRetry timer, conpletes initialization, sends
an OPEN nessage to its peer, and changes its state to OpenSent.

If the transport protocol connect fails (e.g., retransm ssion
timeout), the local systemrestarts the ConnectRetry tiner,
continues to listen for a connection that may be initiated by
the renote BGP peer, and changes its state to Active state.

In response to the ConnectRetry tiner expired event, the |oca
systemrestarts the ConnectRetry tiner, initiates a transport
connection to other BGP peer, continues to listen for a
connection that may be initiated by the renote BGP peer, and
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stays in the Connect state.
Start event is ignored in the Active state.

In response to any other event (initiated by either systemor
operator), the local systemrel eases all BGP resources
associated with this connection and changes its state to Idle.

Active state:

In this state BGP is trying to acquire a peer by initiating a
transport protocol connection

If the transport protocol connection succeeds, the |ocal system
clears the ConnectRetry timer, conpletes initialization, sends
an OPEN message to its peer, sets its Hold Tinmer to a | arge

val ue, and changes its state to OpenSent. A Hold Tinmer val ue
of 4 mnutes is suggested.

In response to the ConnectRetry tiner expired event, the |oca
systemrestarts the ConnectRetry tiner, initiates a transport
connection to other BGP peer, continues to listen for a
connection that may be initiated by the renote BGP peer, and
changes its state to Connect.

If the local systemdetects that a renpte peer is trying to
establish BGP connection to it, and the |IP address of the
renote peer is not an expected one, the | ocal systemrestarts
the ConnectRetry tinmer, rejects the attenpted connection
continues to listen for a connection that may be initiated by
the renote BGP peer, and stays in the Active state.

Start event is ignored in the Active state.

In response to any other event (initiated by either systemor
operator), the local systemrel eases all BGP resources
associated with this connection and changes its state to Idle.

OpenSent state:

In this state BGP waits for an OPEN nessage fromits peer

When an OPEN nessage is received, all fields are checked for
correctness. |f the BGP nessage header checki ng or OPEN
nessage checking detects an error (see Section 6.2), or a
connection collision (see Section 6.8) the local systemsends a
NOTI FI CATI ON nessage and changes its state to Idle.
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If there are no errors in the OPEN nessage, BGP sends a
KEEPALI VE nessage and sets a KeepAlive timer. The Hold Timer,
which was originally set to a |arge value (see above), is

repl aced with the negotiated Hold Tine val ue (see section 4.2).
If the negotiated Hold Time value is zero, then the Hold Time
timer and KeepAlive tinmers are not started. |If the value of
the Aut onompus Systemfield is the sane as the | ocal Autononous
System nunber, then the connection is an "internal" connection
otherwise, it is "external". (This will effect UPDATE
processi ng as described below ) Finally, the state is changed
to OpenConfirm

If a disconnect notification is received fromthe underlying
transport protocol, the local system closes the BGP connection
restarts the ConnectRetry tiner, while continue listening for
connection that may be initiated by the renote BGP peer, and
goes into the Active state.

If the Hold Timer expires, the |local system sends NOTI FI CATI ON
nessage with error code Hold Tiner Expired and changes its
state to Idle.

In response to the Stop event (initiated by either system or
operator) the local system sends NOTI FI CATI ON nessage with
Error Code Cease and changes its state to Ildle.

Start event is ignored in the OpenSent state.

In response to any other event the | ocal system sends
NOTI FI CATI ON nessage with Error Code Finite State Machine Error
and changes its state to Idle.

Whenever BGP changes its state from OpenSent to ldle, it closes
the BGP (and transport-level) connection and rel eases al
resources associated with that connection
enConfirm state

In this state BGP waits for a KEEPALI VE or NOTI FI CATI ON
message.

If the local systemreceives a KEEPALI VE nessage, it changes
its state to Established.

If the Hold Timer expires before a KEEPALIVE nessage is

recei ved, the local system sends NOTI FI CATI ON nessage with
error code Hold Timer Expired and changes its state to Idle.

& Li [ Page 30]



RFC 1654

BGP- 4 July 1994

If the local systemreceives a NOTI FI CATI ON nessage, it changes
its state to Idle.

If the KeepAlive tiner expires, the local systemsends a
KEEPALI VE nessage and restarts its KeepAlive tiner.

If a disconnect notification is received fromthe underlying
transport protocol, the |ocal systemchanges its state to Idle.

In response to the Stop event (initiated by either system or
operator) the local system sends NOTI FI CATI ON nessage with
Error Code Cease and changes its state to Ildle.

Start event is ignored in the OpenConfirmstate

In response to any other event the | ocal system sends
NOTI FI CATI ON nessage with Error Code Finite State Machine Error
and changes its state to Idle.

Whenever BGP changes its state from QpenConfirmto ldle, it
cl oses the BGP (and transport-|evel) connection and rel eases
all resources associated with that connection.

Est abl i shed state

Rekht er

In the Established state BGP can exchange UPDATE, NOTI FlI CATI ON
and KEEPALI VE nessages with its peer.

If the local systemreceives an UPDATE or KEEPALI VE nessage, it
restarts its Hold Tinmer, if the negotiated Hold Tinme value is
non- zer o.

If the local systemreceives a NOTI FI CATI ON nessage, it changes
its state to Idle.

If the local systemreceives an UPDATE nessage and the UPDATE
nessage error handling procedure (see Section 6.3) detects an
error, the local system sends a NOTI FlI CATI ON nessage and
changes its state to ldle.

If a disconnect notification is received fromthe underlying
transport protocol, the |ocal systemchanges its state to Idle.

If the Hold Tinmer expires, the local systemsends a

NOTI FI CATI ON nessage with Error Code Hold Tiner Expired and
changes its state to ldle.
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If the KeepAlive tiner expires, the local systemsends a
KEEPALI VE nessage and restarts its KeepAlive timer.

Each tinme the | ocal system sends a KEEPALI VE or UPDATE nessage,
it restarts its KeepAlive tiner, unless the negotiated Hold
Time value is zero.

In response to the Stop event (initiated by either system or
operator), the local system sends a NOTI FI CATI ON nessage with
Error Code Cease and changes its state to ldle.

Start event is ignored in the Established state.

In response to any other event, the |ocal system sends
NOTI FI CATI ON message with Error Code Finite State Machine Error
and changes its state to Idle.

Whenever BGP changes its state fromEstablished to Idle, it
cl oses the BGP (and transport-|evel) connection, rel eases al
resources associated with that connection, and del etes al
routes derived fromthat connection

9. UPDATE Message Handl i ng

An UPDATE nessage may be received only in the Established state.
When an UPDATE nessage is received, each field is checked for
validity as specified in Section 6. 3.

If an optional non-transitive attribute is unrecognized, it is
quietly ignored. |If an optional transitive attribute is
unrecogni zed, the Partial bit (the third high-order bit) in the
attribute flags octet is set to 1, and the attribute is retained for
propagati on to other BGP speakers.

If an optional attribute is recognized, and has a valid value, then
dependi ng on the type of the optional attribute, it is processed

| ocally, retained, and updated, if necessary, for possible
propagation to other BGP speakers.

I f the UPDATE nessage contains a non-enpty W THDRAWN ROUTES field
the previously advertised routes whose destinations (expressed as IP
prefixes) contained in this field shall be renoved fromthe Adj-RI B-
In. This BGP speaker shall run its Decision Process since the
previously advertised route is not |onger available for use.

I f the UPDATE nessage contains a feasible route, it shall be placed

in the appropriate Adj-RIB-1n, and the foll owi ng additional actions
shal | be taken:
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i) If its Network Layer Reachability Information (NLRI) is identica
to the one of a route currently stored in the Adj-RIB-I1n, then the
new route shall replace the older route in the Adj-RIB-1n, thus
implicitly withdrawing the ol der route fromservice. The BGP speaker
shall run its Decision Process since the older route is no |onger
avai |l abl e for use.

ii) If the newroute is an overlapping route that is included (see
9.1.4) in an earlier route contained in the Adj-RIB-1n, the BGP
speaker shall run its Decision Process since the nmore specific route
has inplicitly nmade a portion of the | ess specific route unavail abl e
for use.

iii) If the newroute has identical path attributes to an earlier
route contained in the Adj-RIB-In, and is nore specific (see 9.1.4)
than the earlier route, no further actions are necessary.

iv) If the newroute has NLRI that is not present in any of the
routes currently stored in the Adj-RIB-1n, then the new route shal
be placed in the Adj-RI B-In. The BGP speaker shall run its Decision
Process.

v) If the newroute is an overlapping route that is |ess specific
(see 9.1.4) than an earlier route contained in the Adj-RIB-In, the
BGP speaker shall run its Decision Process on the set of destinations
described only by the | ess specific route.

9.1 Decision Process
The Deci sion Process selects routes for subsequent advertisenent by

applying the policies in the local Policy Information Base (PIB) to
the routes stored inits Adj-RIB-1n. The output of the Decision

Process is the set of routes that will be advertised to all peers;
the selected routes will be stored in the |ocal speaker’s Adj-Rl B-
Qut .

The sel ection process is formalized by defining a function that takes
the attribute of a given route as an argunment and returns a non-
negative integer denoting the degree of preference for the route.

The function that cal cul ates the degree of preference for a given
route shall not use as its inputs any of the follow ng: the existence
of other routes, the non-existence of other routes, or the path
attributes of other routes. Route selection then consists of

i ndi vi dual application of the degree of preference function to each
feasible route, followed by the choice of the one with the highest
degree of preference.
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The Deci sion Process operates on routes contained in each Adj-RIB-In,
and is responsible for:

- selection of routes to be advertised to BGP speakers | ocated in
the | ocal speaker’s autononbus system

- selection of routes to be advertised to BGP speakers | ocated in
nei ghbori ng aut ononous systens

- route aggregation and route information reduction

The Deci sion Process takes place in three distinct phases, each
triggered by a different event:

a) Phase 1 is responsible for calculating the degree of preference
for each route received froma BGP speaker |ocated in a

nei ghbori ng aut ononbus system and for advertising to the other
BGP speakers in the |ocal autononpbus systemthe routes that have
the hi ghest degree of preference for each distinct destination.

b) Phase 2 is invoked on conpletion of phase 1. It is responsible
for choosing the best route out of all those available for each
di stinct destination, and for installing each chosen route into
the appropriate Loc-RI B

c) Phase 3 is invoked after the Loc-RI B has been nodified. It is
responsi ble for disseninating routes in the Loc-RIB to each peer
| ocated in a nei ghboring autononbus system according to the
policies contained in the PIB. Route aggregation and information
reduction can optionally be perforned within this phase.

9.1.1 Phase 1. Calculation of Degree of Preference

The Phase 1 decision function shall be invoked whenever the |ocal BGP
speaker receives an UPDATE nessage froma peer located in a

nei ghbori ng aut ononbus systemthat advertises a new route, a

repl acenent route, or a wthdrawn route.

The Phase 1 decision function is a separate process whi ch conpl etes
when it has no further work to do.

The Phase 1 decision function shall lock an Adj-RIB-In prior to
operating on any route contained within it, and shall unlock it after
operating on all new or unfeasible routes contained within it.

For each newy received or replacenent feasible route, the |ocal BGP

speaker shall determ ne a degree of preference. If the route is
| earned froma BGP speaker in the |ocal autononpus system either the

Rekhter & Li [ Page 34]



RFC 1654 BGP- 4 July 1994

val ue of the LOCAL _PREF attribute shall be taken as the degree of
preference, or the |local systemshall conpute the degree of
preference of the route based on preconfigured policy information. If
the route is |l earned froma BGP speaker in a neighboring autononous
system then the degree of preference shall be computed based on
preconfigured policy infornmation. The exact nature of this policy

i nformati on and the conputation involved is a local matter. The

| ocal speaker shall then run the internal update process of 9.2.1 to
sel ect and advertise the nost preferable route.

9.1.2 Phase 2: Route Sel ection

The Phase 2 decision function shall be invoked on conpletion of Phase
1. The Phase 2 function is a separate process which conpl etes when
it has no further work to do. The Phase 2 process shall consider al
routes that are present in the Adj-RI Bs-1n, including those received
from BGP speakers located in its own autononmous system and those
recei ved from BGP speakers | ocated in nei ghboring autononous systens.

The Phase 2 decision function shall be blocked fromrunning while the
Phase 3 decision function is in process. The Phase 2 function shal
lock all Adj-RIBs-In prior to commencing its function, and shal

unl ock them on conpl etion

If the NEXT_HOP attribute of a BGP route depicts an address to which
the | ocal BGP speaker doesn’'t have a route in its Loc-RI B, the BGP
route SHOULD be excluded fromthe Phase 2 decision function

For each set of destinations for which a feasible route exists in the
Adj -RIBs-1n, the | ocal BGP speaker shall identify the route that has:

a) the highest degree of preference of any route to the sane set
of destinations, or

b) is the only route to that destination, or

c) is selected as a result of the Phase 2 tie breaking rules
specified in 9.1.2.1.

The | ocal speaker SHALL then install that route in the Loc-RIB
replacing any route to the same destination that is currently being
held in the Loc-RIB. The |ocal speaker MJST determ ne the i medi ate
next hop to the address depicted by the NEXT _HOP attribute of the

sel ected route by performng a |l ookup in the IGP and sel ecting one of
the possible paths in the 1GP. This immedi ate next hop MJST be used
when installing the selected route in the Loc-RIB. If the route to
the address depicted by the NEXT_HOP attribute changes such that the
i medi at e next hop changes, route selection should be recal cul ated as
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speci fied above.

Unf easi bl e routes shall be removed fromthe Loc-RI B, and
correspondi ng unfeasible routes shall then be renoved fromthe Adj-
Rl Bs-1n.

9.1.2.1 Breaking Ties (Phase 2)

Inits Adj-RIBs-In a BGP speaker may have several routes to the sane
destination that have the sane degree of preference. The | oca
speaker can select only one of these routes for inclusion in the
associ ated Loc-RIB. The | ocal speaker considers all equally
preferable routes, both those received from BGP speakers |ocated in
nei ghbori ng aut ononous systens, and those received from other BGP
speakers located in the |ocal speaker’s autononmpus system

The followi ng tie-breaking procedure assunmes that for each candi date
route all the BGP speakers within an autononous system can ascertain
the cost of a path (interior distance) to the address depicted by the
NEXT_HOP attribute of the route. Ties shall be broken according to
the follow ng algorithm

a) If the local systemis configured to take into account
MULTI _EXIT DI SC, and the candidate routes differ in their
MULTI _EXIT DI SC attribute, select the route that has the
| owest value of the MIULTI_EXIT DI SC attribute.

b) O herwi se, select the route that has the | owest cost
(interior distance) to the entity depicted by the NEXT_HOP
attribute of the route. |If there are several routes with the
sanme cost, then the tie-breaking shall be broken as follows:

- if at least one of the candidate routes was advertised by
the BGP speaker in a neighboring autononous system sel ect
the route that was advertised by the BGP speaker in a
nei ghbori ng aut ononbus system whose BGP ldentifier has the
| owest val ue anong all other BGP speakers in neighboring
aut ononous syst ens;

- otherwi se, select the route that was advertised by the BGP
speaker whose BGP ldentifier has the | owest val ue.
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9.1.3 Phase 3: Route Di ssem nation

The Phase 3 decision function shall be invoked on conpletion of Phase
2, or when any of the follow ng events occur

a) when routes in a Loc-RIB to |ocal destinations have changed

b) when locally generated routes | earned by neans outside of BGP
have changed

c) when a new BGP speaker - BGP speaker connection has been
establ i shed

The Phase 3 function is a separate process which conpletes when it
has no further work to do. The Phase 3 Routing Decision function
shal | be bl ocked fromrunning while the Phase 2 decision function is
i n process.

Al routes in the Loc-RIB shall be processed into a correspondi ng
entry in the associ ated Adj-RI Bs-Qut. Route aggregation and

i nformation reduction techniques (see 9.2.4.1) nay optionally be
appl i ed.

For the benefit of future support of inter-AS nmulticast capabilities,
a BGP speaker that participates in inter-AS multicast routing shal
advertise a route it receives fromone of its external peers and if
it installs it inits Loc-RIB, it shall advertise it back to the peer
fromwhich the route was received. For a BGP speaker that does not
participate in inter-AS multicast routing such an advertisenment is
optional. Wen doing such an advertisenent, the NEXT _HOP attribute
shoul d be set to the address of the peer. An inplenentation nmay al so
optim ze such an advertisenment by truncating information in the
AS_PATH attribute to include only its own AS nunber and that of the
peer that advertised the route (such truncation requires the ORIG N
attribute to be set to INCOWLETE). |In addition an inplenentation is
not required to pass optional or discretionary path attributes with
such an advertisenent.

When the updating of the Adj-RIBs-Qut and the Forwarding |Information
Base (FIB) is conplete, the |ocal BGP speaker shall run the externa
update process of 9.2.2.

9.1.4 Overl appi ng Routes
A BGP speaker may transmit routes with overl appi ng Network Layer
Reachability Information (NLRI) to another BGP speaker. NLRI overl ap

occurs when a set of destinations are identified in non-matching
nmultiple routes. Since BGP encodes NLRI using IP prefixes, overlap
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wi Il always exhibit subset relationships. A route describing a
smal l er set of destinations (a longer prefix) is said to be nore
specific than a route describing a | arger set of destinations (a
shorted prefix); simlarly, a route describing a |larger set of
destinations (a shorter prefix) is said to be |l ess specific than a
route describing a smaller set of destinations (a |onger prefix).

The precedence relationship effectively deconposes | ess specific
routes into two parts:

- a set of destinations described only by the | ess specific
route, and

- a set of destinations described by the overlap of the |ess
specific and the nore specific routes

VWhen overl apping routes are present in the sane Adj-RIB-1n, the nore
specific route shall take precedence, in order fromnore specific to
| east specific.

The set of destinations described by the overlap represents a portion
of the less specific route that is feasible, but is not currently in
use. If a nmore specific route is later withdrawn, the set of
destinations described by the overlap will still be reachabl e using
the |l ess specific route.

I f a BGP speaker receives overl apping routes, the Decision Process
shal |l take into account the semantics of the overlapping routes. In
particular, if a BG speaker accepts the |less specific route while
rejecting the nore specific route fromthe sanme peer, then the
destinations represented by the overlap may not forward al ong the ASs
listed in the AS PATH attribute of that route. Therefore, a BGP
speaker has the foll owi ng choices:

a) Install both the | ess and the nmore specific routes
b) Install the nore specific route only
c) Install the non-overlapping part of the less specific

route only (that inplies de-aggregation)
d) Aggregate the two routes and install the aggregated route
e) Install the less specific route only

f) Install neither route
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I f a BGP speaker chooses e), then it should add ATOM C_AGGREGATE
attribute to the route. Aroute that carries ATOM C_AGGREGATE
attribute can not be de-aggregated. That is, the NLRI of this route
can not be made nore specific. Forwarding along such a route does
not guarantee that |IP packets will actually traverse only ASs |isted
in the AS PATH attribute of the route. |f a BGP speaker chooses a),
it must not advertise the nore general route w thout the nore
specific route.

9.2 Updat e- Send Process

The Updat e- Send process is responsible for advertising UPDATE
nessages to all peers. For exanple, it distributes the routes chosen
by the Decision Process to other BGP speakers which nay be located in
ei ther the same autononous system or a nei ghbori ng aut ononmous system
Rul es for information exchange between BGP speakers located in

di fferent autononous systems are given in 9.2.2; rules for

i nformati on exchange between BGP speakers | ocated in the sane

aut ononmous systemare given in 9.2.1.

Distribution of routing informati on between a set of BGP speakers,
all of which are located in the same autononous system is referred
to as internal distribution

9.2.1 Internal Updates

The Internal update process is concerned with the distribution of
routing information to BGP speakers located in the |ocal speaker’s
aut ononobus system

When a BGP speaker receives an UPDATE nessage from anot her BGP
speaker located in its own autononmpous system the receiving BGP
speaker shall not re-distribute the routing information contained in
that UPDATE message to ot her BGP speakers located in its own

aut ononous system

When a BGP speaker receives a new route froma BGP speaker in a
nei ghbori ng autononous system it shall advertise that route to al
ot her BGP speakers in its autononmous system by nmeans of an UPDATE
nmessage if any of the follow ng conditions occur

1) the degree of preference assigned to the newy received route
by the | ocal BGP speaker is higher than the degree of preference
that the | ocal speaker has assigned to other routes that have been
recei ved from BGP speakers in nei ghboring autononmous systens, or

2) there are no other routes that have been received from BGP
speakers in neighboring autononous systens, or
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3) the newy received route is selected as a result of breaking a
tie between several routes which have the hi ghest degree of
preference, and the sanme destination (the tie-breaking procedure
is specified in 9.2.1.1).

When a BGP speaker receives an UPDATE nessage with a non-enpty

W THDRAWN ROUTES field, it shall renmove fromits Adj-RIB-In al

routes whose destinations was carried in this field (as |IP prefixes).
The speaker shall take the followi ng additional steps:

1) if the correspondi ng feasible route had not been previously
advertised, then no further action is necessary

2) if the corresponding feasible route had been previously
advertised, then:

i) if anewroute is selected for advertisenment that has the
sanme Network Layer Reachability Information as the unfeasible
routes, then the local BGP speaker shall advertise the

repl acenment route

ii) if a replacenment route is not available for advertisenent,
then the BGP speaker shall include the destinations of the
unfeasible route (in formof IP prefixes) in the W THDRAW
ROUTES field of an UPDATE nessage, and shall send this nessage
to each peer to whomit had previously advertised the
correspondi ng feasible route.

Al'l feasible routes which are advertised shall be placed in the
appropriate Adj-RI Bs-Qut, and all unfeasible routes which are
advertised shall be renoved fromthe Adj-RIBs-Qut.

9.2.1.1 Breaking Ties (Internal Updates)

If a local BGP speaker has connections to several BGP speakers in

nei ghbori ng aut ononbus systens, there will be nmultiple Adj-RIBs-In
associ ated with these peers. These Adj-RIBs-I1n mght contain severa
equal |y preferable routes to the sane destination, all of which were
adverti sed by BGP speakers |ocated in nei ghboring autononous systens.
The | ocal BGP speaker shall select one of these routes according to
the follow ng rules:

a) If the candidate route differ only in their NEXT_HOP and
MULTI _EXI T_DI SC attributes, and the local systemis configured to
take into account MULTI_EXIT DI SC attribute, select the routes
that has the | owest value of the MITI _EXIT DI SC attri bute.
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b) If the |ocal systemcan ascertain the cost of a path to the
entity depicted by the NEXT_HOP attribute of the candi date route,
select the route with the | owest cost.

c) In all other cases, select the route that was advertised by the
BGP speaker whose BGP ldentifier has the | owest val ue.

9.2.2 External Updates

The external update process is concerned with the distribution of
routing information to BGP speakers |ocated in neighboring autononous
systens. As part of Phase 3 route sel ection process, the BGP speaker
has updated its Adj-RIBs-Qut and its Forwarding Table. All newy
installed routes and all newy unfeasible routes for which there is
no repl acenent route shall be advertised to BGP speakers located in
nei ghbori ng aut ononobus systens by neans of UPDATE nessage.

Any routes in the Loc-RIB nmarked as unfeasible shall be renopved.
Changes to the reachabl e destinations within its own autononous
system shall al so be advertised in an UPDATE nmessage.

9.2.3 Controlling Routing Traffic Overhead

The BGP protocol constrains the amount of routing traffic (that is,
UPDATE nessages) in order to limt both the |ink bandw dth needed to
adverti se UPDATE nessages and the processing power needed by the
Deci sion Process to digest the informati on contai ned in the UPDATE
messages.

9.2.3.1 Frequency of Route Advertisenent

The paraneter M nRout eAdverti senmentl|nterval determni nes the nininmm
amount of tine that nust el apse between advertisenent of routes to a
particul ar destination froma single BGP speaker. This rate limting
procedure applies on a per-destination basis, although the val ue of
M nRout eAdverti sementinterval is set on a per BGP peer basis.

Two UPDATE nessages sent from a single BGP speaker that advertise
feasible routes to sone common set of destinations received from BGP
speakers in nei ghboring aut ononbus systens nust be separated by at

| east M nRout eAdvertisenentlinterval. Clearly, this can only be

achi eved precisely by keeping a separate tiner for each comobn set of
destinations. This would be unwarranted overhead. Any techni que which
ensures that the interval between two UPDATE nessages sent froma
singl e BGP speaker that advertise feasible routes to some comopn set
of destinations received from BGP speakers in nei ghboring aut ononous
systenms will be at | east M nRouteAdvertisenentlinterval, and will also
ensure a constant upper bound on the interval is acceptable.

Rekhter & Li [ Page 41]



RFC 1654 BGP- 4 July 1994

Si nce fast convergence is needed within an autononobus system this
procedure does not apply for routes receives fromother BGP speakers
in the same autononpbus system To avoid long-lived black holes, the
procedure does not apply to the explicit withdrawal of unfeasible
routes (that is, routes whose destinations (expressed as |IP prefixes)
are listed in the WTHDRAWN ROUTES field of an UPDATE nessage).

This procedure does not limt the rate of route selection, but only
the rate of route advertisenent. If new routes are selected nmultiple
times while awaiting the expiration of M nRouteAdvertisenentlnterval,
the last route selected shall be advertised at the end of

M nRout eAdverti sement | nterval .

9.2.3.2 Frequency of Route Origination

The parameter M nASOrigi nationlnterval determnes the m ni num anount

of time that must el apse between successive advertisenments of UPDATE
nessages that report changes within the advertisi ng BGP speaker’s own
aut ononobus syst ens.

9.2.3.3 Jitter

To minimze the likelihood that the distribution of BGP nessages by a
gi ven BGP speaker will contain peaks, jitter should be applied to the
timers associated with M nASOri gi nationlnterval, Keepalive, and

M nRout eAdvertisementinterval. A given BGP speaker shall apply the
same jitter to each of these quantities regardl ess of the
destinations to which the updates are being sent; that is, jitter

will not be applied on a "per peer" basis.

The anmount of jitter to be introduced shall be deternined by
mul tiplying the base value of the appropriate tinmer by a random
factor which is uniformy distributed in the range fromO0.75 to 1.0.
9.2.4 Efficient Organization of Routing Information
Havi ng selected the routing information which it will advertise, a
BGP speaker may avail itself of several nmethods to organize this
information in an efficient nmanner
9.2.4.1 Informati on Reduction
Information reduction may inply a reduction in granularity of policy
control - after information is collapsed, the same policies wll
apply to all destinations and paths in the equival ence cl ass.

The Deci sion Process may optionally reduce the anpbunt of information
that it will place in the Adj-RI Bs-Qut by any of the follow ng
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net hods:
a) Net wor k Layer Reachability Information (NLRI):

Destination | P addresses can be represented as | P address
prefixes. |In cases where there is a correspondence between the
address structure and the systens under control of an autononous
systemadninistrator, it will be possible to reduce the size of
the NLRI carried in the UPDATE nessages.

b)  AS_PATHs:

AS path information can be represented as ordered AS SEQUENCEs or
unordered AS_SETs. AS SETs are used in the route aggregation

al gorithm described in 9.2.4.2. They reduce the size of the

AS PATH information by listing each AS nunmber only once,

regardl ess of how nmany times it may have appeared in multiple

AS PATHs that were aggregated

An AS_SET inplies that the destinations listed in the NLRI can be
reached t hrough paths that traverse at |east sone of the
constituent autonompus systens. AS SETs provide sufficient
information to avoid routing information | ooping; however their
use may prune potentially feasible paths, since such paths are no
longer listed individually as in the formof AS SEQUENCEs. |In
practice this is not likely to be a problem since once an IP
packet arrives at the edge of a group of autononbus systens, the
BGP speaker at that point is likely to have nore detail ed path

i nformati on and can distinguish individual paths to destinations.

9.2.4.2 Aggregating Routing Infornmation

Aggregation is the process of conbining the characteristics of
several different routes in such a way that a single route can be
advertised. Aggregation can occur as part of the decision process
to reduce the amount of routing infornmation that will be placed in
the Adj-RIBs-Qut.

Aggr egati on reduces the anount of information that a BGP speaker nust
store and exchange with other BGP speakers. Routes can be aggregated
by applying the foll ow ng procedure separately to path attributes of
like type and to the Network Layer Reachability Infornation.

Routes that have the following attributes shall not be aggregated

unl ess the corresponding attributes of each route are identical
MULTI _EXI T_DI SC, NEXT_HOP
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Path attributes that have different type codes can not be aggregated
together. Path of the sane type code nay be aggregated, according to
the follow ng rules:

ORIG@ N attribute: If at |east one route anpbng routes that are
aggregated has ORIG@ N with the val ue | NCOWLETE, then the
aggregated route nust have the ORIGA N attribute with the val ue

| NCOWPLETE. Ot herwi se, if at |east one route anong routes that are
aggregated has ORIGA@ N with the value EGP, then the aggregated
route must have the origin attribute with the value EGP. In al

ot her case the value of the ORIG@ N attribute of the aggregated
route i s | NTERNAL.

AS PATH attribute: If routes to be aggregated have identica
AS PATH attributes, then the aggregated route has the sanme AS_PATH
attri bute as each individual route.

For the purpose of aggregating AS PATH attri butes we nodel each AS
within the AS PATH attribute as a tuple <type, value> where
"type" identifies a type of the path segnent the AS belongs to
(e.g., AS SEQUENCE, AS SET), and "value" is the AS nunmber. If the
routes to be aggregated have different AS PATH attributes, then
the aggregated AS PATH attribute shall satisfy all of the

foll owi ng conditions:

- all tuples of the type AS SEQUENCE in the aggregated AS PATH
shal | appear in all of the AS PATH in the initial set of routes
to be aggregated.

- all tuples of the type AS SET in the aggregated AS PATH shal
appear in at |east one of the AS PATHin the initial set (they
may appear as either AS SET or AS SEQUENCE types).

- for any tuple X of the type AS SEQUENCE in the aggregated
AS_PATH whi ch precedes tuple Y in the aggregated AS PATH, X
precedes Y in each AS PATH in the initial set which contains Y,
regardl ess of the type of Y.

- No tuple with the sane val ue shall appear nore than once in
the aggregated AS PATH, regardl ess of the tuple’ s type.

An i npl enentati on may choose any al gorithm which conforns to these
rules. At a minimuma conformant inplenentation shall be able to
performthe followi ng algorithmthat neets all of the above

condi tions:

- determ ne the | ongest |eading sequence of tuples (as defined
above) comon to all the AS PATH attributes of the routes to be

Rekhter & Li [ Page 44]



RFC 1654 BGP- 4 July 1994

9.

9.

3

aggregated. Make this sequence the | eadi ng sequence of the
aggregated AS PATH attri bute.

- set the type of the rest of the tuples fromthe AS PATH
attributes of the routes to be aggregated to AS _SET, and append
themto the aggregated AS PATH attri bute.

- if the aggregated AS_PATH has nore than one tuple with the
same val ue (regardless of tuple' s type), elimnate all, but one
such tuple by deleting tuples of the type AS SET fromthe
aggregated AS PATH attri bute.

Appendi x 6, section 6.8 presents another algorithmthat satisfies
the conditions and allows for nore conpl ex policy configurations.

ATOM C AGGREGATE: If at |east one of the routes to be aggregated
has ATOM C_AGGREGATE path attribute, then the aggregated route
shall have this attribute as well.

AGCREGATOR: Al |l AGGREGATOR attributes of all routes to be
aggr egat ed shoul d be ignored.

Route Sel ection Criteria

CGeneral | y speaking, additional rules for conparing routes anobng
several alternatives are outside the scope of this docunment. There
are two exceptions:

- If the local AS appears in the AS path of the new route being
consi dered, then that new route cannot be viewed as better than
any other route. |If such a route were ever used, a routing | oop
woul d result.

- In order to achieve successful distributed operation, only
routes with a likelihood of stability can be chosen. Thus, an AS
nmust avoi d using unstable routes, and it nust not nmmke rapid

spont aneous changes to its choice of route. Quantifying the terns
"unstabl e" and "rapid" in the previous sentence will require
experience, but the principle is clear.

Originating BGP routes

A BGP speaker may originate BGP routes by injecting routing

i nformati on acquired by sone other neans (e.g., via an IGP) into BGP.
A BGP speaker that originates BGP routes shall assign the degree of
preference to these routes by passing themthrough the Decision
Process (see Section 9.1). These routes may al so be distributed to
ot her BGP speakers within the |ocal AS as part of the Internal update
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process (see Section 9.2.1). The decision whether to distribute non-
BGP acquired routes within an AS via BGP or not depends on the
environnent within the AS (e.g., type of I1GP) and shoul d be

controll ed via configuration.
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BGP FSM State Transitions and Actions.

Thi s Appendi x di scusses the transitions between states in the BG? FSM
in response to BGP events. The following is the list of these states
and events when the negotiated Hold Tine value is non-zero.

Rekht er

BGP St at es:

BGP Events:

& Li

OO WNPEF

OCO~NOUITA,WNE

el ol
WN RO

Idle

Connect
Active
OpensSent
penConfirm
Est abl i shed

BGP Start

BGP St op

BGP Transport connection open
BGP Transport connection cl osed
BGP Transport connection open failed
BGP Transport fatal error
ConnectRetry tinmer expired

Hol d Ti ner expired

KeepAlive tiner expired

Recei ve OPEN nessage

Recei ve KEEPALI VE nessage
Recei ve UPDATE nessages

Recei ve NOTI FI CATI ON nessage
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The foll owi ng table describes the state transitions of the BGP FSM
and the actions triggered by these transitions.

Event Acti ons Message Sent Next State
Idle (1)
1 Initialize resources none 2

Start ConnectRetry timer

Initiate a transport connection

ot hers none none 1
Connect ( 2)
1 none none 2
3 Conplete initialization OPEN 4
Cl ear ConnectRetry timer
5 Restart ConnectRetry tiner none 3
7 Restart ConnectRetry tiner none 2
Initiate a transport connection
ot hers Rel ease resources none 1
Active (3)
1 none none 3
3 Conplete initialization OPEN 4
Cl ear ConnectRetry tiner
5 Cl ose connection 3
Restart ConnectRetry tiner
7 Restart ConnectRetry tiner none 2
Initiate a transport connection
ot hers Rel ease resources none 1

OpenSent (4)
1

none none 4

4 Cl ose transport connection none 3
Restart ConnectRetry tiner

6 Rel ease resources none 1

10 Process OPEN is K KEEPALI VE 5

Process OPEN fail ed NOTI FI CATI ON 1

ot hers Cl ose transport connection NOTI FI CATI ON 1

Rel ease resources
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QpenConfirm (5)
1

4
6
9

11

13

ot hers

BGP- 4

none
Rel ease resources

Rel ease resources

Restart KeepAlive tinmer
Conplete initialization
Restart Hold Timer

Cl ose transport connection
Rel ease resources

Cl ose transport connection
Rel ease resources

Est abl i shed (6)

1
4
6
9
11
12

13

ot hers

none
Rel ease resources

Rel ease resources

Restart KeepAlive tiner
Restart Hold Tinmer

Process UPDATE is K
Process UPDATE fail ed

Cl ose transport connection
Rel ease resources

Cl ose transport connection
Rel ease resources

none
none
none

KEEPALI VE
none

NOTI FI CATI ON

none
none
none
KEEPALI VE
KEEPALI VE
UPDATE
NOTI FI CATI ON

NOTI FI CATI ON
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The following is a condensed version of the above state transition
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Appendi x 2. Conparison with RFC 1267

BGP-4 is capable of operating in an environnent where a set of
reachabl e destinations nay be expressed via a single |IP prefix. The
concept of network classes, or subnetting is foreign to BG>-4. To
accommopdat e these capabilities BGP-4 changes senmantics and encodi ng
associated with the AS PATH attribute. New text has been added to
define semantics associated with IP prefixes. These abilities allow
BGP-4 to support the proposed supernetting schene [9].

To sinplify configuration this version introduces a new attribute,
LOCAL_PREF, that facilitates route sel ection procedures.

The | NTER_AS METRIC attribute has been renamed to be MJULTI _EXI T_DI SC.
A new attribute, ATOM C _AGGREGATE, has been introduced to insure that
certain aggregates are not de-aggregated. Another new attribute,
AGCREGATOR, can be added to aggregate routes in order to advertise
whi ch AS and which BGP speaker within that AS caused the aggregation.

To insure that Hold Tiners are symretric, the Hold Tine is now
negoti ated on a per-connection basis. Hold Tinmes of zero are now
support ed.

Appendi x 3. Conparison with RFC 1163
Al'l of the changes listed in Appendix 2, plus the follow ng.
To detect and recover from BGP connection collision, a new field (BGP
Identifier) has been added to the OPEN nessage. New text (Section
6.8) has been added to specify the procedure for detecting and
recovering fromcollision
The new docunment no | onger restricts the border router that is passed
in the NEXT_HOP path attribute to be part of the same Autononobus
System as the BGP Speaker.

New docunent optim zes and sinplifies the exchange of the information
about previously reachabl e routes.

Appendi x 4. Conparison with RFC 1105
Al of the changes listed in Appendices 2 and 3, plus the foll ow ng.

M nor changes to the RFCL105 Finite State Machi ne were necessary to
accommpdate the TCP user interface provided by 4.3 BSD

The notion of Up/Down/ Horizontal relations present in RFCL105 has
been renoved fromthe protocol
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The changes in the nessage format from RFC1105 are as foll ows:

1. The Hold Tine field has been removed fromthe BGP header and
added to the OPEN nessage.

2. The version field has been renmoved fromthe BG header and
added to the OPEN nessage.

3. The Link Type field has been renoved fromthe OPEN nessage.

4. The OPEN CONFI RM nessage has been elim nated and replaced with
inmplicit confirmation provided by the KEEPALI VE nessage.

5. The format of the UPDATE nessage has been changed
significantly. New fields were added to the UPDATE nessage to
support multiple path attributes.

6. The Marker field has been expanded and its role broadened to
support authentication.

Note that quite often BGP, as specified in RFC 1105, is referred
to as BGP-1, BGP, as specified in RFC 1163, is referred to as
BGP-2, BGP, as specified in RFCL267 is referred to as BGP-3, and
BGP, as specified in this docunment is referred to as BGP-4.

Appendi x 5. TCP options that nmay be used with BGP

If a local system TCP user interface supports TCP PUSH function, then
each BGP nessage should be transmitted with PUSH flag set. Setting
PUSH fl ag forces BGP nessages to be transmitted pronptly to the
receiver.

If a local system TCP user interface supports setting precedence for
TCP connection, then the BGP transport connection should be opened
with precedence set to Internetwork Control (110) value (see al so

[6]).

Appendi x 6. I nplenentati on Reconmendati ons
This section presents sone inplenentation recomrendati ons.

6.1 Multiple Networks Per Message
The BGP protocol allows for nmultiple networks with the same AS path
and next-hop gateway to be specified in one nessage. Making use of
this capability is highly recommended. Wth one network per nessage

there is a substantial increase in overhead in the receiver. Not only
does the system overhead increase due to the reception of nultiple
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nessages, but the overhead of scanning the routing table for updates
to BGP peers and other routing protocols (and sending the associ ated
nmessages) is incurred multiple times as well. One nethod of building
nmessages contai ni ng many networks per AS path and gateway from a
routing table that is not organized per AS path is to build many
nessages as the routing table is scanned. As each network is
processed, a nessage for the associated AS path and gateway is
allocated, if it does not exist, and the new network is added to it.
If such a message exists, the new network is just appended to it. If
the message | acks the space to hold the new network, it is
transmtted, a new nessage is allocated, and the new network is
inserted into the new nessage. Wen the entire routing table has been
scanned, all allocated nessages are sent and their resources

rel eased. Maxi mum conpression is achi eved when all networks share a
gat eway and comon path attributes, making it possible to send many
networks in one 4096- byte nessage.

When peering with a BGP inpl enentati on that does not conpress

nmul tiple networks into one nessage, it nay be necessary to take steps
to reduce the overhead fromthe fl ood of data received when a peer is
acquired or a significant network topol ogy change occurs. One nethod
of doing this is tolimt the rate of updates. This will elimnate
the redundant scanning of the routing table to provide flash updates
for BGP peers and other routing protocols. A disadvantage of this
approach is that it increases the propagation |atency of routing
information. By choosing a m ninum flash update interval that is not
much greater than the tinme it takes to process the multiple nessages
this latency should be mninzed. A better method would be to read
all received messages before sendi ng updates.

6.2 Processing Messages on a Stream Protoco

BGP uses TCP as a transport nechanism Due to the stream nature of
TCP, all the data for received messages does not necessarily arrive
at the sane time. This can make it difficult to process the data as
nmessages, especially on systens such as BSD Uni x where it is not
possi bl e to determ ne how nuch data has been received but not yet
processed.

One nethod that can be used in this situation is to first try to read
just the nmessage header. For the KEEPALIVE nessage type, this is a
conpl ete nessage; for other nessage types, the header should first be
verified, in particular the total length. If all checks are
successful, the specified length, mnus the size of the nessage
header is the anpbunt of data left to read. An inplenmentation that
woul d "hang" the routing information process while trying to read
froma peer could set up a nessage buffer (4096 bytes) per peer and
fill it with data as available until a conpl ete nessage has been
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received.
6.3 Reducing route flapping

To avoi d excessive route flapping a BGP speaker which needs to
wi thdraw a destination and send an update about a nore specific or
| ess specific route shall conbine theminto the same UPDATE nessage.

6.4 BG Tiners

BGP enpl oys five timers: ConnectRetry, Hold Tine, KeepAlive,

M nASCri gi nationlnterval, and M nRout eAdvertisenentlnterval The
suggested value for the ConnectRetry timer is 120 seconds. The
suggested value for the Hold Time is 90 seconds. The suggested val ue
for the KeepAlive timer is 30 seconds. The suggested value for the
M nASOri gi nationlnterval is 15 seconds. The suggested value for the
M nRout eAdverti senmentinterval is 30 seconds.

An i npl enentation of BG MJST allow these timers to be configurable.
6.5 Path attribute ordering

| mpl ement ati ons whi ch conbi ne updat e nessages as descri bed above in
6.1 may prefer to see all path attributes presented in a known order
This permits themto quickly identify sets of attributes from

di fferent update nessages which are senantically identical. To
facilitate this, it is a useful optimzation to order the path
attributes according to type code. This optimization is entirely
opt i onal

6.6 AS SET sorting
Anot her useful optinization that can be done to sinplify this
situation is to sort the AS nunbers found in an AS SET. This
optim zation is entirely optional

6.7 Control over version negotiation
Since BGP-4 is capable of carrying aggregated routes which cannot be
properly represented in BGP-3, an inplenentation which supports BGP-4

and anot her BGP version should provide the capability to only speak
BGP-4 on a per-peer basis.

6. 8 Conpl ex AS_PATH aggregati on
An i mpl enent ati on whi ch chooses to provide a path aggregation

al gorithm which retains significant anmounts of path informati on may
wi sh to use the follow ng procedure:
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For the purpose of aggregating AS PATH attributes of two routes,
we nodel each AS as a tuple <type, value> where "type" identifies
a type of the path segnent the AS belongs to (e.g., AS_SEQUENCE
AS SET), and "value" is the AS nunber. Two ASs are said to be the
same if their corresponding <type, value> tuples are the same.

The algorithmto aggregate two AS PATH attri butes works as
foll ows:

a) ldentify the same ASs (as defined above) wthin each AS PATH
attribute that are in the sane relative order within both
AS PATH attributes. Two ASs, X and Y, are said to be in the
sane order if either:
- X precedes Y in both AS PATH attributes, or - Y precedes X
in both AS PATH attri butes.

b) The aggregated AS PATH attribute consists of ASs identified
in (a) in exactly the sanme order as they appear in the AS PATH
attributes to be aggregated. If two consecutive ASs identified
in (a) do not imediately foll ow each other in both of the

AS PATH attributes to be aggregated, then the interveni ng ASs
(ASs that are between the two consecutive ASs that are the
same) in both attributes are conbined into an AS_SET path
segnent that consists of the intervening ASs fromboth AS PATH
attributes; this segnent is then placed in between the two
consecutive ASs identified in (a) of the aggregated attribute.
If two consecutive ASs identified in (a) imrediately follow
each other in one attribute, but do not follow in another, then
the intervening ASs of the latter are conbined into an AS SET
path segnment; this segnment is then placed in between the two
consecutive ASs identified in (a) of the aggregated attribute.

If as a result of the above procedure a given AS nunber appears
nore than once within the aggregated AS PATH attribute, all, but
the last instance (rightnost occurrence) of that AS nunber shoul d
be renpved fromthe aggregated AS PATH attri bute.
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Security Considerations

Security issues are not discussed in this meno.
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