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Status of this Meno

Thi

s nmeno defines an Experinental Protocol for the Internet

conmunity. This nenp does not specify an Internet standard of any
ki nd. Discussion and suggestions for inprovenment are requested.
Distribution of this nmeno is unlimted.

Abst r act

Thi
or

s docunent recomrends that network inplenmentors who have pl anned
depl oyed an OSI NSAP addressing plan, and who wi sh to depl oy or

transition to I Pv6, should redesign a native |IPv6 addressing plan to
nmeet their needs. However, it also defines a set of mechanisnms for
the support of OSI NSAP addressing in an | Pv6 network. These
nmechani sns are the ones that MJST be used if such support is
required. This docunent also defines a mapping of |Pv6 addresses
within the OCSI address format, should this be required.
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1. General recomendation on NSAP addressing pl ans

Thi s reconmendation is addressed to network inplementors who have

al ready pl anned or depl oyed an OSI NSAP addressing plan for the usage
of OSI CLNP [1S8473] according to the OSI network | ayer addressing
plan [1S8348] using ES-1S and IS-1S routing [1S9542, |1S10589]. It
recomends how t hey shoul d adapt their addressing plan for use with

| Pv6 [ RFC1883].

The majority of known CLNP addressing plans use either the Digita
Country Code (DCC) or the International Code Designator (I1CD) formats
defined in [1S8348]. A particular exanple of this is the US
CGovernment OSI Profile Version 2 (GOSIP) addressing plan [ RFC1629].
The basi ¢ NSAP addressing schene and current inplenentations are
sunmari sed i n Annex A

[1S8348] specifies a maxi mum NSAPA ( NSAP address) size of 20 bytes
and sorme network inplenentors have desi gned address allocation
schenes whi ch nake use of this 20 byte address space.

O her NSAP addressing pl ans have been specified by the ITUT for
public data services, such as X. 25 and |1 SDN, and these can al so have
addresses up to 20 bytes in | ength.

The general recomendation is that inplenentors SHOULD design native
| Pv6 addressing plans according to [ RFC1884], but doing so as a
natural re-mapping of their CLNP addressing plans. Wile it is

i mpossible to give a general recipe for this, CLNP addresses in DCC
or 1CD format can normally be split into two parts: the high order
part relating to the network service provider and the | ow order part
relating to the user network topol ogy and host conputers.

For exanple, in sone applications of US GOSIP the high order part is
the AFl, 1CD, DFl, AA and RD fields, together occupying 9 bytes. The
| ow order part is the Area and ID fields, together occupying 8 bytes.
(The selector byte and the two reserved bytes are not part of the
addressing plan.) Thus, in such a case, the high-order part could be
repl aced by the provider part of an I Pv6 provider-based addressing
plan. An 8-byte prefix is reconmended for this case and [ RFC1884]
MJUST be followed in planning such a replacenment. The | ow order part
woul d then be mapped directly in the | oworder half of the IPv6
address space, and user site address plans are unchanged. A 6-byte
IDfield, exactly as used in US GOSIP and other CLNP addressing
plans, will be acceptable as the token for |Pv6 autoconfiguration

[ RFC1971] .

Anal ogous rul es would be applied for other CLNP addressing pl ans
simlar to US GOSIP, which is used only as a well known exanpl e.
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Three warni ngs nmust be carefully considered in every case:

1. The ES-1S/1S-1S nodel enploys a routing hierarchy down to the Area
| evel, but not all end systens in an Area need to be in the sane

physi cal subnet (on the sane "wire" or "link"). IS routers on
different links within a given Area exchange infornmation about the
end systens they can each reach directly. In contrast, the |IPv6

routi ng nodel extends down to the subnet |evel and all hosts in the
sane subnet are assuned to be on the same link. In mapping a CLNP
addressing plan into IPv6 format, w thout changi ng the physica
topol ogy, it may be necessary to add an extra level of hierarchy to
cope with this msmatch. In other words, the Area nunber cannot
blindly be mapped as a subnet nunber, unless the physical network

t opol ogy corresponds to this napping.

2. It is highly desirable that subnet addresses can be aggregated for
wi de area routing purposes, to mnimse the size of routing tables.
Thus network inplenmentors should ensure that the address prefix used
for all their subnets is the sanme, regardl ess of whether a particular
subnet is using a pure | Pv6 addressing schene or one derived froma
CLNP schene as above.

3. Some hosts have nore than one physical network interface. 1In the
ES-1S nodel, an end system nmay have nore than one NSAP address, each
of which identifies the host as a whole. Such an end systemwith
nore than one physical interface may be referenced by any one of the
NSAPs, and reached via any one of the physical connections. |In the
| Pv6 nmodel, a host may have multiple | Pv6 addresses per interface,
but each of its physical interfaces nust have its own uni que
addresses. This restriction nust be applied when nappi ng an NSAP
addressing plan into an | Pv6 addressing plan for such hosts.

Thi s docunent does not address the issues associated with mgrating

the routing protocols used with CLNP (ES-1S or IS-1S) and transition
of their network infrastructure.
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2. Summary of defined nechani sns

Thi s docunment defines four distinct nmechanisns. Al of these are
ELECTI VE mechani snms, i.e. they are not nandatory parts of an |Pv6
i mpl enentation, but if such nechanisns are needed they MJST be

i mpl enented as defined in this docunent.

Restricted NSAPA mapping into 16-byte | Pv6 address
Truncat ed NSAPA for routing, full NSAPA in |IPv6 option
Normal | Pv6 address, full NSAPA in | Pv6 option

| Pv6 address carried as OSI address

PonhE

To clarify the relationship between the first three nechani sns, note
t hat :

If the first byte of an I Pv6 address is hexadeci mal 0x02 (binary

00000010), then the remaining 15 bytes SHALL contain a restricted
NSAPA mapped as in Chapter 3 below. The term"restricted" is used
to indicate that this format is currently restricted to a subset

of the I1CD and DCC formats.

If the first byte of an I Pv6 address is hexadeci mal 0x03 (binary
00000011), then the remaining 15 bytes SHALL contain a truncated
NSAPA as described in Chapter 4 below. ElITHER a destination option
contai ning the conpl ete NSAPA of any format, as described in
Chapter 5 below, OR an encapsul ated CLNP packet, SHALL be present.

Wth any other format of |Pv6 address, a destination option
contai ning a conpl ete NSAPA, as defined in Chapter 5 bel ow, MAY be
present.

3. Restricted NSAPA in a 16-byte I Pv6 address for |ICD and DCC

Sone organi zati ons may deci de for various reasons not to followthe
above general recomrendation to redesign their addressing plan. They
may wi sh to use their existing OSI NSAP addressi ng plan unchanged for
I Pv6. It should be noted that such a decision has serious
implications for routing, since it neans that routing between such
organi zations and the rest of the Internet is unlikely to be

optim sed. An organization using both native |Pv6 addresses and NSAP
addresses for IPv6 would be likely to have inefficient interna
routing. Nevertheless, to cover this eventuality, the present
docunent defines a way to map a subset of the NSAP address space into
the I Pv6 address space. The mapping is algorithm c and reversible
within this subset of the NSAP address space.
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0 1 2 3
01234567890123456789012345678901
A S S S e i S R T S S i SR S

0-3 |0O0OO0O0O0O010| AFcode| ID (last 3 digits) | Prefix(octet 0)]
B s i S i I i S S S i i
4-7 | Prefix (octets 1 through 4)
i T S I i I S it S i
8-11 | Area (octets 0 and 1) | 1D (octets 0 and 1)
i i S i I S S s o M
12- 15| ID (octets 2 through 5)

I T S S e S S T S T S i S S

The AFcode ni bble is overl oaded, and encoded as foll ows

0000- 1001 Implied AFl value is 47 (1CD)
(0-9 decimal) AFcode is first BCD digit of the I1CD
IDI is last three BCD digits of the ICD

1010 I mplied AFl value is 39 (DCC)

(hex. A) IDl is the three BCD digits of the DCC
1011-1111 Reserved, not to be used.

(hex. B-F)

The NSEL octet is not included. It is of no use for TCP and UDP
traffic. In any case where it is needed, the mechani sm described in
the next chapter should be used.

The | ongest CLNP routing prefixes known to be in active use today are
5 octets (subdivided into AA and RD fields in US GOSIP version 2).
Thus the semantics of existing 20-octet NSAPAs can be fully mapped.
DECnet / OSI (Regi stered Trade Mark) address semantics are also fully
mapped.

It is expected that hosts using restricted NSAPAs coul d be configured
using | Pv6 auto-configuration [ RFC1971], and that they could use
normal | Pv6 nei ghbour discovery nechani sns [ RFC1970] .

Restricted NSAPAs, assum ng that they can be fully routed using |Pv6
routing protocols, may be used in |IPv6 routing headers.

3.1 Routing restricted NSAPAs
As nentioned in Chapter 1, there is a mismatch between the OSI or
GOSI P routing nmodel and the 1 Pv6 routing nodel. Restricted NSAPAs can

be routed hierarchically dowmn to the Area | evel but nust be flat-
routed within an Area. Normal |Pv6 addresses can be routed
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hi erarchically down to physical subnet (link) level and only have to
be flat-routed on the physical subnet.

Thus, packets whose destination address is a restricted NSAPA can be
routed using any normal 1Pv6 routing protocol only as far as the
Area. If the Area contains nore than one physical subnet reached by
nore than one router, no I Pv6 routing protocol can route the packet
to the correct final router. There is no solution to this problem
within the existing | Pv6 nechanisns. Presumably a fl ooding
algorithm or a suitably adapted inplenentation of ES-1S, could solve
this problem

In the absence of such a routing protocol, either the Area nunber
nmust be hierarchically structured to correspond to physical subnets,
or each Area must be linted to one physical subnet.

It is necessary in an |IPv6 network that routes may be aggregated to
mnimse the size of routing tables. If a subscriber is using both
normal | Pv6 addresses [RFCL884] and restricted NSAPAs, these two
types of address will certainly not aggregate with each other, since
they differ fromthe second nost significant bit onwards. This means
that there may be a significant operational penalty for using both
types of address with currently known routing technol ogy.

4. Truncated NSAPA used as an | Pv6 address

An NSAP address contains routing information (e.g. Routing Domain and
area/ subnet identifiers) in the formof the Area Address (as defined
in [1S10589]). The format and length of this routing information are
typically conpatible with a 16 byte | Pv6 address, and may be
represented as such using the follow ng format:

0 1 2 3

01234567890123456789012345678901

B s i S i I i S S S i i
0-3 |0O0OO0OO00O011 Hghorder octets of full NSAP address

s S S o T i i S S i (i
4-7 | NSAP address conti nued

R Rt i i i i e T I I S S S R i e S R e e i s o
8-11 | NSAP address conti nued

B s i S i I i S S S i i
12- 15| NSAP address truncated - zero pads if necessary

s S S o T i i S S i (i

I f appropriate, when used as a destination |Pv6 address, the
truncat ed NSAPA nmay be interpreted as an | Pv6 anycast address. An
anycast address may be used to identify either an | Pv6 node, or
potentially even an OSI End Systemor Internediate System For
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exanple, it mght be configured to identify the endpoints of a CLNP
tunnel, or it mght identify a particular OSI capable systemin a
particul ar subnet.

If a truncated NSAPA is used as a source address, it nust be
interpreted as a unicast address and nust therefore be uniquely
assigned within the | Pv6 address space.

If a truncated NSAPA is used as either the source or destination |IPv6
address (or both), EITHER an NSAPA destination option OR an

encapsul ated CLNP packet MJUST be present. It is the responsibility of
the destination systemto take the appropriate action for each |IPv6
packet received (e.g. forward, decapsul ate, discard) and, if
necessary, return to the originating host an appropriate | CVP error
nmessage.

If the truncated NSAPA is used to identify a router, and an NSAPA
destination option is present, then it is the responsibility of that
router to forward the conplete | Pv6 packet to the appropriate host
based upon the Destination NSAP field in the NSAPA option. This
forwardi ng process nmay be based upon static routing information (i.e.
a manual mappi ng of NSAPs to | Pv6 unicast addresses), or it may be
gat hered in an automated fashi on anal ogous to the ES-1S nmechani sm
per haps using extensions to the Nei ghbor Di scovery protoco

[ RFC1970]. The details of such a nechani sm are beyond the scope of
thi s docunent.

Thi s docunent does not restrict the formats of NSAP address that may
be used in truncated NSAPAs, but it is apparent that binary ICD or
DCC formats will be nuch easier to acconodate in an |IPv6 routing
infrastructure than the other formats defined in [|1S8348].

It is not expected that |Pv6 autoconfiguration [RFC1971] and
di scovery [RFC1970] will work unchanged for truncated NSAPAs.

Truncat ed NSAPAs are not nmeaningful within IPv6 routing headers, and
there is no way to include full NSAPAs in routing headers.

I f a packet whose source address is a truncated NSAPA causes an | CWP
nmessage to be returned for whatever reason, this | CVMP nessage nay be
di scarded rather than being returned to the true source of the
packet .
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4.1 Routing truncated NSAPAs

This is a grey area. If the truncated NSAPA retains a hierarchica
structure, it can be routed like a restricted NSAPA, subject to the
same probl em concerning the m smatch between Areas and subnets. |If
possible, in the case of a GOSIP-1ike NSAPA, it should be truncated

i mediately after the Area nunber. In this case the routing
considerations will be simlar to those for restricted NSAPAs, except
that final delivery of the packet will depend on the last |IPv6 router
being able to interpret the NSAPA destination option (or an
encapsul at ed CLNP packet).

In the general case, nothing can be said since the NSAPA coul d have
al nost any format and m ght have very little hierarchical content
after truncation. There may be many cases in which truncated NSAPAs
cannot be routed across |large regions of the |IPv6 network.

The situation for route aggregation is simlar to that described in
Section 3.1 as long as the truncated NSAPAs have | CD or DCC format.

However, if arbitrary NSAPAs are used nothing can be predicted about
route aggregati on and we rmust assune that it will be poor
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5. Carriage of full NSAPAs in |IPv6 destination option
In the case of a truncated NSAPA used as an | Pv6 address other than
for a CLNP tunnel, the full NSAPA nust be carried in a destination
option. Any format defined in [1S8348] is all owed.

The NSAPA destination option is illustrated below It has no
alignment requirenent.

The option type code is 11-0-00011 = 195 deci nal

Sour ce NSAP

S I T S T S SR

Desti nati on NSAP

e s Tt T e e e s =N =)

B T i i S S S i S S S S SR S

The I ength fields are each one octet |long and are expressed in
octets. The destination node should check the consistency of the
length fields (Option Data Length = Source NSAP Length + Dest. NSAP
Length +2). 1In case of inconsistency the destinati on node shal

di scard the packet and send an | CVP Paraneter Problem Code 2,
nessage to the packet’'s source address, pointing to the Option Data
Length field.

The boundary between the source NSAP and the destination NSAP is

sinmply aligned on an octet boundary. Wth standard 20 octet NSAPs the
total option length is 44 bytes and the Option Data Length is 42.
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The NSAP encodi ngs foll ow [|1S8348] exactly.

If this option is used, both end systems concerned SHOULD use NSAP
addresses. In the exceptional case that only one of the end systens
uses NSAP addresses, the NSAP Length field of the other SHALL be set
to zero in the NSAP destination option

This destination option is used in two cases. Firstly, an | Pv6 source
node using normal | Pv6 addresses (unicast address or anycast address)
MAY supply an NSAP destination option header for interpretation by
the 1 Pv6 destinati on node. Secondly, an |IPv6 node MAY use a truncated
NSAP address in place of a normal |Pv6 address.

| Pv6 nodes are not required to inplenment this option, except for
nodes using truncated NSAPAs other than for CLNP tunnels.

6. | Pv6 addresses inside an NSAPA

If it is required, for whatever reason, to enbed an | Pv6 address
i nside a 20-octet NSAP address, then the follow ng format MJST be
used.

A specific possible use of this enbedding is to express an | P address
within the ATM Forum address fornmat. Another possible use would be
to all ow CLNP packets that encapsul ate | Pv6 packets to be routed in a
CLNP network using the I Pv6 address architecture. Several |eading
bytes of the I Pv6 address could be used as a CLNP routing prefix.

The first three octets are an IDP in binary format, using the AFI
code in the process of being allocated to the | ANA. The AFl val ue
provisionally allocated is 35, but this requires a fornal
nodification to [1S8348]. The encoding format is as for AFl val ue 47
[1S8348]. The third octet of the IDP is known as the I CP (Internet
Code Point) and its value must be zero. Al other values are reserved
for allocation by the I ANA.

Thus an AFlI value of 35 with an I CP value of zero neans that "this
NSAPA enbeds a 16 byte | Pv6 address".

The last octet is a selector. To maintain conpatibility with both

NSAP format and | Pv6 addressing, this octet nust be present, but it
has no significance for IPv6. Its default value is zero.
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0 1 2 3

01234567890123456789012345678901

A S S S e i S R T S S i SR S
0-3 | AFl = 35 | 1CP = 0000 | 1Pv6 (byte 0)

i i S T S S S s S S S i ai i i ST
4-7 | |Pv6 (bytes 1-4) |

i s o e i e i T i S S
8-11 | | Pv6 (bytes 5-8)

e i i i o o e e R e el ik Tk (I S S e SRR R S
12- 15| | Pv6 (bytes 9-12) |

i i S T S S S s S S S i ai i i ST
16- 19| | Pv6 (bytes 13-15) |O0O000O0O0O

s S S o T i i S S i (i
Theoretically this format would all ow recursive address enbeddi ng.

However, this is considered dangerous since it mght |lead to routing
table anomalies or to | oops (conpare [ RFC1326]). Thus enbedded | Pv6
address MJUST NOT have the prefixes 0x02 or 0x03, and an NSAPA with
the I ANA AFl code MJST NOT be enbedded in an | Pv6 header

An NSAPA with the | ANA AFl code and ICP set to zero is converted to
an | Pv6 address by stripping off the first three and the twentieth
octets. Al other formats of NSAPA are handl ed according to the
previ ous Chapters of this docunent.

7. Security Considerations

Security issues are not specifically addressed in this docunent, but
it is conpatible with the I Pv6 security nechani sns [ RFC1825].
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Annex A: Sunmary of NSAP Al |l ocati ons

The Initial Domain Part (IDP) is split into Authority and For nat
Identifier (AFlI) followed by the Initial Domain ldentifier (I1Dl).
This combination is foll owed by the Domain Specific Part and
allocation within that part is donmain specific.

The following is a sumuary of current allocations:
| SO DCC Scherme

AFl = decimal 38 or binary 39 = | SO Data Country Code Schene. |ID =
3 decimal or binary digits specifying the country. 1SO allocate the
country codes. The DSP is administered by the standards authority
for each country. 1In the UK the British Standards Institution have
del egated adm nistration to the Federation of Electronics Industries
- FEl

The UK DSP is split into a single digit UK Format |ndicator (UKFI)
whi ch indicates |arge, mediumor small organisation rather like IP
addressing and a UK Domain lIdentifier (UKDI). Using binary coded

deci mal exanples only (there are binary equival ents):

UKFI = 0 is reserved UKFI = 1, UKDI = nnn, UK Donmin Specific Part
31 digits. UKFI = 2, UKDI = nnnnn, UKDSP = 29 digits nmax. UKFlI =
UKDI = nnnnnnnn, UKDSP = 26 digits max.

31
UKFI = 4 to 9 reserved

The UK Government have been allocated a UKDI in the UKFI = 1 (large
organi sation) format and have specified the breakdown of the
Government Domain Specific Part with sub domain addresses foll owed by
a station ID (which could be a MAC address) and a sel ector (which
could be a TSAP sel ection).

ITUT X 121
AFl = decimal 36 or 52, binary 37 or 53 indicates that the ID is a
14 digit max X 121 International Nunmbering Plan address (prefix, 3

digit Data Country Code, dial up data network number). The ful
X. 121 address indicates who controls the formatting of the DSP
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ITUT F.69

AFl = 40,54 or binary 41,55 indicates that the ID is a tel ex nunber
up to 8 digits |ong.

I TUT E 163

AFl = 42,56 or binary 43,57 indicates that the ID is a norma
t el ephone nunber up to 12 digits Iong.

ITUT E 164

AFl = 44,58 or binary 45,59 indicates that the ID is an | SDN nunber
up to 15 digits Iong.

| SO 6523-1CD
AFl = 46 or binary 47 indicates that the ID is an International Code
Desi gnator allocated according to |1 SO 6523. You have to be a gl oba
organi sation to get one of these. The Organisation to which the |ISO
6523 designator is issued specifies the DSP all ocation

Annex B: Additional Rationale

This annex is intended to give additional rationale, notivation and
justification for the support of NSAPAs in an | Pv6 network.

There are several nodels for OSI-1Pv6 convergence, of which address
mapping i s only one. The other nodels can be identified as

1. Dual stack coexistence, in which a CLNP network and an | Pv6
network exi st side by side indefinitely using multiprotoco
routers.

2. CLNP tunnels over |Pv6.

3. OSl transport over |Pv6.

4. OSI transport over UDP

5. OSI transport over TCP (compare RFC 1006)

The present nodel is nore fundanental, as it attenpts to unify and
reconcile the OSI and | Pv6 addressing and routing schemes, and

repl ace CLNP by I Pv6 at the network level. The rationale for this
choice is to preserve investnent in NSAPA allocation schemes, and to

open the door for peer-to-peer routing nodels between |IPv6 and bearer
services (such as ATM using NSAPA addressing. It should be noted
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that such peer-to-peer nodels are contentious at the tine of witing,
but in any case a consistent address mapping is preferable to
mul ti pl e mappi ngs.

In addition to their use to retain an existing addressing plan
certain other uses of restricted NSAPAs coul d be envisaged. They
could be used as an internediate addressing plan for a network naking
atransition fromCLNP to | Pv6. They could be used in a header
transl ati on schene for dynamic translation between | Pv6 and CLNP
They could be used to allow CLNP and IPv6 traffic to share the same
routing architecture within an organi zation ("Ships in the Day").

It should be noted that the use of full NSAPA addresses in end
systens inpacts many things. The npbst obvious are the API and DNS. |f
applications are to work nornmally, everything that has to be nodified
to cope with I Pv6 addresses has to be further nodified for ful

NSAPAs. The nechani sns defined in the present docunment are only a
smal | part of the whole.

A destination option was chosen to carry full NSAPAs, in preference
to a dedicated extension header. |In the case of an extension header
all I Pv6 nodes woul d have needed to understand its syntax merely in
order to ignore it. In contrast, internediate nodes can ignore the
destination option w thout any know edge of its syntax. Thus only
nodes interested in NSAPAs need to know anythi ng about them

Thus we end up with two classes of | Pv6 nodes:

1. Nodes knowi ng only about 16 byte addresses (including restricted
NSAPAs, which behave largely |ike any other |IPv6 addresses).

2. Nodes al so knowi ng about 20 byte NSAPAs, either as an extension of
the 1 Pv6 address space or as the CLNP address space. In either case,
regi ons of the network containing such nodes are connected to each

ot her by unicast or anycast tunnels through the 16 byte address
space. Routing, systemconfiguration, and nei ghbour discovery in the
NSAPA regions are outside the scope of the normal |Pv6 nmechani sns.
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