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Status of this Menp

This meno defines an Experinental Protocol for the Internet
conmunity. This nmenp does not specify an Internet standard of any
ki nd. Discussion and suggestions for inprovenent are requested.
Distribution of this menop is unlimted.

1. | NTRODUCTI ON SECTI ON

Thi s docunent is a description of the Enhanced Trivial File Transfer
Protocol (ETFTP). This protocol is an experinental inplenmentation of
the NETwork BLock Transfer Protocol (NETBLT), RFC 998 [1], as a file
transfer application program It uses the User Datagram Protoco
(UDP), RFC 768 [2], as its transport layer. The two protocols are

| ayered to create the ETFTP client server application. The ETFTP
programis naned after Trivial File Transfer Protocol (TFTP), RFC
1350 [3], because the source code from TFTP is used as the building
bl ocks for the ETFTP program This inplenentation also builds on but
differs fromthe work done by the National |nmagery Transm ssion
Format Standard [4].

Thi s docunent is published for discussion and coment on inproving
the throughput perfornmance of data transfer utilities over |nternet
Protocol (IP) compliant, half duplex, radio networks.

There are many file transfer prograns avail able for computer

networks. Many of these prograns are designed for operations through
hi gh-speed, low bit error rate (BER) cabled networks. In tactica
radi o networks, traditional file transfer protocols, such as File
Transfer Protocol (FTP) and TFTP, do not always performwell. This is
primarily because tactical half duplex radio networks typically
provi de sl ow speed, |ong delay, and hi gh BER conmuni cation |inks.
ETFTP is designed to allow a user to control transm ssion paraneters
to optimze file transfer rates through hal f-dupl ex radio Iinks.
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The tactical radio network used to test this application was

devel oped by the Survivabl e Adaptive Systens (SAS) Advanced

Technol ogy Denonstration (ATD). Part of the SAS ATD programwas to
address the problens associated with extending | P networks across
tactical radios. Several tactical radios, such as, SINgle Channel
Ground and Airborne Radi o Systens (SINCGARS), Enhanced Position
Location Reporting Systens (EPLRS), Mtorola LST-5C, and High
Frequency (HF) radi os have been interfaced to the system This
docunent will discuss results obtained fromusing ETFTP across a

poi nt-to-point LST-5C tactical SATellite COvhuni cations (SATCOM
link. The network includes a 25 Mz 486 Personal Computer (PC) called
the Arny Lightweight Computer Unit (LCU), Ci sco 2500 routers,
Gracilis PackeTen Network switches, Mtorola Sunburst Cryptographic
processors, a prototype forward error correction (FEC) device, and
Mot orol a LST-5C tactical Utra H gh Frequency (UHF) satellite

conmuni cati ons (SATC! OV radio. Table 1, "Network Trans fer Rates,"
descri bes the equi pmrent network connections and the bandw dth of the
physi cal nmedia interconnecting the devices.

Tabl e 1: Network Transfer Rates

o m m e e e e e e e e e me e oo o m m e e e e e e e e e me e oo +
| Equi prrent | Rate (bits per second) |
oo e e e e e e oo - oo oo e e e e e e oo - oo +
| Host Conmputer (486 PC) | 10, 000, 000 Et her net |
o e e e e e e e eaa oo o e e e e e e e eaa oo +
| Cisco Router | 10, 000, 000 Ethernet to |

| | 19,200 Serial Line Internet |
| | Protocol (SLIP) |

o e m e e e e e e e e oo oo o e m e e e e e e e e oo oo +
| Gracilis PackeTen | 19,200 SLIP to |
| | 16,000 Amateur Radio (AX 25) |
e e e +
| FEC | half rate or quarter rate |
o e e e e e e e e e e e e aa o s o e e e e e e e e e e e e aa o s +
| Sunburst Crypto | 16, 000 |
O O +
| LST-5C Radio | 16,000 |
e e e e +

During 1993, the MTRE team col |l ected data for network configurations
that were stationary and on-the-nobve. This network configuration did
not include any Forward Error Correction (FEC) at the link |ayer.
Several commercially available inplementations of FTP were used to
transfer files through a 16 kbps satellite link. FTP relies upon the
Transm ssion Control Protocol (TCP) for reliable conmunications. For
a variety of file sizes, throughput neasurenents ranged between 80
and 400 bps. At times, TCP connections could be opened, however, data
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transfers would be unsuccessful. This was nost |ikely due to the
smal | er TCP connection synchroni zati on packets, as conpared to the
TCP data packets. Because of the high bit error rate of the |ink
the smal |l er packets were rmuch nmore likely to be received without
error. In nost cases, satellite channel utilization was |ess than 20
percent. Very often a file transfer would fail because FTP

i mpl enentations would curtail the transfer due t! o the poor
conditions of the conmmu nication |ink

The current focus is to increase the throughput and channe
utilization over a point to point, half duplex link. Follow on
experiments will evaluate ETFTP's ability to work with nultiple hosts
in a nulticast scenario. Evaluation of the data collected helped to
determ ne that several factors linited data throughput. A brief
description of those limting factors, as well as, solutions that can
reduce these networking linmtations is provided bel ow

Link Quality

De

Pol

The channel quality of a typical narrowband UHF satellite |ink does
not sufficiently support data communications w thout the addition of
a forward error correction (FEC) capability. Fromthe data
collected, it was determ ned that the UHF satellite |ink supports, on
average, a 10e-3 bit error rate.

Sol ution: A narrow band UHF satellite radio FEC prototype was

devel oped that inproves data reliability, w thout excessively

i ncreasi ng synchroni zati on requi renents. The prototype FEC i ncreased
synchroni zati on requirements by |less than 50 mlliseconds (ns). The
FEC i npl ementation will inmprove an average 10e-3 BER channel to an
average 10e-5 BER channel

ays

Including satellite propagation delays, the tactical satellite radios
require approxi mately 1.25 seconds for radi o synchroni zation prior to
transmtting any data across the comruni cati on channel. Therefore,
limting the nunber of channel accesses required will permt data

t hroughput to increase. This can be achi eved by minini zing the nunber
of acknow edgments required during the file transfer. FTP generates
many acknowl edgnents whi ch decreases throughput by increasing the
nunber of satellite channel accesses required.

To clarify, when a FTP connection request is generated, it is sent
via Ethernet to the router and then forwarded to the radi o network
controller (RNC). The elapsed tine is less than 30 nms. The RNC keys
the crypto unit and 950 ns | ater nodenicrypto synchronization occurs.
After synchroni zation is achieved, the FTP connection request is
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transmtted. The transmtting termnal then drops the channel and the
nodem crypto synchroni zation is | ost. Assunming that the request was
recei ved successfully, the receiving host processes the request and
sends an acknowl edgnent. Agai n the nodem crypto have to synchronize
prior to transmtting the acknow edgnent. Propagation del ays over a
UHF satellite al so adds roughly 500 ns to the total round trip del ay.

Sol ution: When conpared to FTP, NETBLT significantly reduces the
nunber of acknow edgnments required to conplete a file transfer.
Therefore, |leveraging the features available within an inplenmentation
of NETBLT will significantly inprove throughput across the narrow
band UHF satellite communication |ink

To reduce the nunber of channel accesses required, a number of AX 25
paranmeters were nodified. These included the value of p for use
within the p-persistence link |ayer protocol, the slot tine, the
transmt tail tine, and the transmt delay tine. The p-persistence
is a random nunber threshold between 0 and 255. The slot time is the
time to wait prior to attenpting to access the channel. The transmt
tail increases the anmount of time the radio carrier is held on, prior
to dropping the channel. Transmit delay is normally equal to the

val ue of the radio synchronization tine. By adjusting these
paranmeters to adapt to the tactical satellite environment, inproved
conmuni cati on perfornance can be achieved.

First, in ETFTP, several packets within a buffer are transnitted
within one burst. If the buffer is partitioned into ten packets, each
of 1024 bytes, then 10,240 bytes of data is transnmtted with each
channel access. It is possible to configure ETFTP's burstsize to
equal the nunber of packets per buffer. Second, the transmt tai

time was increased to hold the key down on the transmtter |ong
enough to insure all of the packets within the buffer are sent in a
si ngl e channel access. These two features, together, allow the system
to transmt an entire file (exanple, 100,000 bytes) with only a
singl e channel access by adjusting buffer size. Thirdly, the ETFTP
protocol only acknow edges each buffer, not each packet. Thus, a
singl e acknow edgnent is sent fromthe receiving termnal containing
a request for the mssing packets within each buffer, reducing the
nunber of acknow edgnent packets sent. VWich in turn, reduced the
nunber of times the channel has to be turned around.

To reduce channel access tine, p-persistence was set to the maxi num
value and slot tinme to a mininumvalue. These settings support
operations for a point-to-point comunication |ink between two users.
This value of p would not be used if nore users were sharing the
satellite channel
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Backof fs

TCP's slow start and backoff algorithns inplenented in nost TCP
packages assune that packet loss is due to network congestion. Wen
operating across a tactical half duplex comrunicati on channe

dedi cated to two users, packet loss is primarily due to poor channe
quality, not network congestion. A linear backoff at the transport

| ayer is recommended. In a tactical radio network there are numerous
cases where a single host is connected to multiple radios. In a
tactical radio network, layer two will handl e channel access.

Channel access will be adjusted through parameters |ike p-persistence
and slot time. The aggregate effect of the exponential backoff from
the transport |ayer added to the random backoff of the data |ink
layer, will in nost cases, cause the radio network to miss many
networ k access opportunities. A linear backoff will reduce the nunber
m ssed data |link network access opportunities

Sol ution: Tunabl e paraneters and tiners have been nodified to
resenbl e those suggested by NETBLT.

Packet Size

In a tactical environnent, channel conditions change rapidly.
Continuously transmtting | arge packets under 10e-3 BER conditions
reduces effective throughput.

Sol ution: Packet sizes are dynamically adjusted based upon the
success of the buffer transfers. If 99 percent of all packets wthin
a buffer are received successfully, packet size can be increased to a
negoti ated value. |f 50 percent or nore of all packets within a

buf fer are not successfully delivered, the packet size can be
decreased to a negoti ated val ue.

2. PROTOCOL DESCRI PTI ON

Thr oughout this docunment the term packet is used to describe a
datagram that includes all network overhead. A block is used to
describe information, wthout any network encapsul ation

The original source files for TFTP, as downl oaded from ftp. uu. net,
were nodified to i nplement the ETFTP/ NETBLT protocol. These sane
files are listed in "UNI X Network Programm ng" [5].

ETFTP was i npl enented for operations under the Santa Cruz Operations
(SCO UNIX. In the service file, "/etc/services", an addition was
made to support "etftp" at a tenporary well known port of "1818"
using "UDP" protocol. The file, "/etc/inetd.conf", was nodified so
the "inetd" programcould autostart the "etftpd" server when a
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connection request cane in on the well known port.

As stated earlier, the transport layer for ETFTP is UDP, which wll
not be discussed further here. This client server application |ayer
protocol is NETBLT, with four notable differences.

The first change is that this NETBLT protocol is inplenmented on top
of the UDP layer. This allowed the NETBLT concepts to be tested

wi t hout nodifying the operating systenis transport or network |ayers.
Tabl e 2, "Four Layer Protocol Mdel," shows the protocol stack for
FTP, TFTP and ETFTP.

Tabl e 2: Four Layer Protocol Mode

o m o e e e e e e e e e e e e e e meemee—aao - +
| PROTOCOL STACK |
oo oo oo oo +
| APPLI CATION | FTP | TETP | ETETP/ NETBLT |
oo oo oo oo +
| TRANSPORT | TCP | UDP | UDP |
oo oo oo oo +
| NETWORK 1P |
oo oo oo oo +
| LI NK | Et hernet, SLIP, AX 25 |
oo oo oo oo +

The second change is a carryover from TFTP, which allows files to be
transferred in netascii or binary nodes. Anew T bit flag is assigned
to the reserved field of the OPEN nessage type.

The third change is to re-negotiate the DATA packet size. This change
affects the OPEN, NULL- ACK, and CONTROL_OK nessage types. A new R
bit is assigned to the reserved field of the OPEN nessage type.

The fourth change is the addition of two new fields to the OPEN
nessage type. The one field is a two byte integer for radio delay in
seconds, and the next field is two bytes of padding.

The ETFTP data encapsulation is shown in Table 3, "ETFTP Data
Encapsul ation,". The Ethernet, SLIP, and AX 25 headers are mutually
exclusive. They are stripped off and added by the appropriate

har dwar e | ayer.
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Tabl e 3: ETFTP Data Encapsul ati on

e e e e S +
| Et her net (14) | | | ETFTP/ |
| SLI P(2) | | P(20) | UDP( 8) | NETBLT(24) | DATA(1448) |
| AX. 25(20) | | | | |
e e e e Fommm e e e e oo +

2.1 MESSAGE TYPES AND FORNATS

Here are the ETFTP/ NETBLT nessage types and formats.

MESSAGES VALUES

OPEN 0 dient request to open a new connection
RESPONSE 1 Server positive acknow edgment for OPEN
KEEPALI VE 2 Reset the tiner

QT 3 Sender normal C ose request

QUI TACK 4 Receiver acknow edgnent of QUIT
ABORT 5 Abnornal close
DATA 6 Sender packet containing data
LDATA 7 Sender |ast data bl ock of a buffer
NULL- ACK 8 Sender confirmation of CONTROL_OK changes
CONTROL 9 Receiver request to
(€O 0 Start transnmit of next buffer
(01 1 Acknowl edge compl ete buffer
RESEND 2 Retransmit request
REFUSED 10 Server negative acknow edgment of OPEN
DONE 11 Recei ver acknow edgrment of QUIT.

Packets are "l ongword-aligned", at four byte word boundaries.
Variable Il ength strings are NULL term nated, and padded to the four
byte boundary. Fields are listed in network byte order. Al the
nmessage types share a common 12 byte header. The comon fields are:

Checksum | P conpliant checksum
Version Current version ID

Type NETBLT nessage type

Length Total byte | ength of packet

Local Port My port ID

For ei gn Port Remote port ID

Paddi ng Pad as necessary to 4 byte boundary

The OPEN and RESPONSE nessages are simlar and shown in Table 4,

"OPEN and RESPONSE Message Types,". The client string field is used
to carry the filenane to be transferred.
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Tabl e 4: OPEN and RESPONSE Message Types

1 2 3
12345678901234567890123456789012
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Checksum | Version | Type |
S TR S S TR S R +

| Lengt h | Local Port

. . . . +
| Forei gn Port | Longword Ali gnment Paddi ng

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Connection ID

S TR S S S +
| Buf fer size |
. . . . +
| Transfer size

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| DATA Packet size | Bur st si ze |
S TR S S S +
| Burstrate | Deat h Ti nmer Val ue
. . . . +
| Reser ved( MBZ) | Rl T| ¢ M Maxi mum # Qut standi ng Buffers

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| *Radi o Del ay | * Paddi ng

S TR S S TR S +
|Cient String | Longword Ali gnment Paddi ng
. . . . +

Connection ID The uni que connecti on number

Buf fer size Byt es per buffer
Transfer size The length of the file in bytes
DATA Packet size Byt es per ETFTP bl ock
Bur st si ze Concat enat ed packets per burst
Burstrate M1 liseconds per burst
Deat h Ti ner Seconds before closing idle Iinks
Reserved Mbit is node: O=read/put, 1=wite/get
C bit is checksum O=header, 1=al
*T bit is transfer: O=netascii, 1=binary

*R bit is re-negotiate: O=off, 1=on
Max # Qut Buffs Maxi mum al | owed un-acknow edged buffers
Radi o Del ay *Seconds of delay fromsend to receive
Paddi ng *Unused
Client String Fi | enane.

The KEEPALI VE, QUI TACK, and DONE messages are identical to the comon

header, except for the nessage type val ues. See Table 5, "KEEPALI VE,
QUI TACK, and DONE Message Types,".
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Tabl e 5: KEEPALI VE, QUI TACK, and DONE Message Types

1 2 3
12345678901234567890123456789012
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Checksum | Version | Type |
S TR S S TR S R +

| Lengt h | Local Port

. . . . +
| Forei gn Port | Longword Ali gnment Paddi ng

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +

The QUI T, ABORT, and REFUSED nessages allow a string field to carry
the reason for the nessage. See Table 6, "QUI T, ABORT, and REFUSED
Message Types,".

Table 6: QU T, ABORT, and REFUSED Message Types

1 2 3
12345678901234567890123456789012
Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - +
| Checksum | Ver si on | Type |
Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - +

| Lengt h | Local Port

. . . . +
| Forei gn Port | Longword Ali gnment Paddi ng

Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - +
| Reason for QU T/ ABORT/ REFUSED . .

Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - +
| | Longword Ali gnment Paddi ng
. . . . +

The DATA and LDATA nessages make up the bul k of the messages
transferred. The | ast packet of each buffer is flagged as an LDATA
nessage. Each and every packet of the last buffer has the reserved L
bit set. The hi ghest consecutive sequence nunber is used for the
acknow edgnent of CONTROL nessages. It should contain the ID nunber
of the current CONTROL nessage being processed. Table 7, "DATA and
LDATA Message Types,", shows the DATA and LDATA formats.
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Tabl e 7: DATA and LDATA Message Types

1 2 3
12345678901234567890123456789012
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Checksum | Version | Type |
S TR S S TR S R +

| Lengt h | Local Port

. . . . +
| Forei gn Port | Longword Ali gnment Paddi ng

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Buf f er Number

S TR S S S +
| H gh Consecutive Seq Num Rcvd | Packet Number

. . . . +
| Dat a Area Checksum Val ue | Reserved (MBZ2) | L
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +

Buf f er Number The first buffer number starts at O

H Con Seq Num The acknow edgnent for CONTROL nessages
Packet Number The first packet nunber starts at O
Dat a Checksum  Checksum for data area only

Reser ved L: the last buffer bit: O=fal se, 1l=true

The NULL- ACK nmessage type is sent as a response to a CONTROL_OK
nessage that nodifies the current packet size, burstsize, or
burstrate. In acknow edgi ng the CONTROL_OK nessage, the sender is
confirm ng the change request to the new packet size, burstsize, or
burstrate. If no nodifications are requested, a NULL-ACK nessage is
unnecessary. See Table 8, "NULL-ACK Message Type," for further
details.

Tabl e 8: NULL- ACK Message Type

1 2 3
12345678901234567890123456789012
S S S S +
| Checksum | Ver si on | Type |
. . . . +

| Lengt h | Local Port

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Forei gn Port | Longword Ali gnment Paddi ng

S T S S TR S +
| H gh Consecutive Seq Num Rcvd | New Burstsize

. . . . +
| New Burstrate | *New DATA Packet size |
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
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The CONTROL nmessages have three subtypes: GO OK, and RESEND as shown
in Tabl es 9-12. The CONTROL nessage comon header may be foll owed by
any number of |ongword aligned subtype nmessages.

Tabl e 9: CONTROL Message Conmon Header

1 2 3
12345678901234567890123456789012
. . . . +
| Checksum | Ver si on | Type |
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Lengt h | Local Port |
S TR S S TR S +
| Forei gn Port | Longword Ali gnment Paddi ng |
. . . . +

Tabl e 10: CONTROL_GO Message Subtype

1 2 3
12345678901234567890123456789012
. . . . +
| Subt ype | Paddi ng | Sequence Number |
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Buf f er Number |
S TR S S S +

Tabl e 11: CONTROL_COK Message Subtype

1 2 3
12345678901234567890123456789012
S S S S +
| Subt ype | Paddi ng | Sequence Numnber |
. . . . +
| Buf f er Number |
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| New O f ered Burstsize | New O fered Burstrate |
S TR S S TR S +
| Current Control Tinmer Value | * New DATA Packet size |
. . . . +
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Tabl e 12: CONTROL_RESEND Message Subtype

1 2 3
12345678901234567890123456789012
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +

| Subt ype | Paddi ng | Sequence Nunber

S R S R S TR S +
| Buf fer Number

. . . . +
| Nunber of M ssing Packets | Longword Ali gnment Paddi ng

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| Packet Number (2 bytes) | .

Foemmeiiiaaaaas S S TR S +
| | Longword Al'i gnment Paddi ng
. . . . +

2.2 ETFTP COVWWAND SET

Being built from TFTP source code, ETFTP shares a significant portion
of TFTP' s design. Like TFTP, ETFTP does NOT support user password

val i dation. The program does not support changing directories (i.e.
cd), neither can it list directories, (i.e. Is). Al filenanes nust
be given in full paths, as relative paths are not supported. The
internal finite state machine was nodified to support NETBLT nessage

types.

The NETBLT protocol is inplemented as closely as possible to what is
described in RFC 998, with a few exceptions. The client string field
in the OPEN nmessage type is used to carry the filenane of the file to
be transferred. Netascii or binary transfers are both supported. If
enabl ed, new packet sizes, burstsizes, and burstrates are re-
negoti at ed downwards when half or nore of the blocks in a buffer
require retransmssion. If 99% of the packets in a buffer is
successfully transferred w thout any retransm ssions, packet size is
re-negoti at ed upwards.

The interactive commands supported by the client process are simlar
to TFTP. Here is the ETFTP conmand set. Optional paraneters are in
square brackets. Presets are in parentheses.

? hel p, displays command |i st
asci i node ascii, appends CR-LF per line
aut oadapt t oggl es backoff function (on)

baudr at e baud baud rate (16000 bits/sec)

bi nary node binary, image transfer

bl ocksi ze bytes packet size in bytes (512 bytes/bl ock)

buf f er bl ock bl ks buf fer size in blocks (128 bl ocks/ buff)
bur stsi ze packets burst size in packets (8 bl ocks/burst)
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connect host [p] establ i sh connection with host at port p
exit ends program

get rfile Ifile copy renote file to local file

hel p same as ?

node choice set transfer node (binary)

mul tibuff num nunber of buffers (2 buffers)

put Ifile rfile copy local file to renpte file

qui t same as exit

radi odel ay sec transnission delay in seconds (2 sec)
status display network parameters

trace toggl es debug display (off).

2.3 DATA TRANSFER AND FLOW CONTROL
This is the scenario between client and server transfers:

Cient sends OPEN for connection, blocksize, buffersize, burstsize,
burstrate, transfer node, and get or put. See Mbit of reserved
field.

Server sends a RESPONSE with the agreed paraneters.
Recei ver sends a CONTROL_QGO request sending of first buffer.

Sender starts transfer by reading the file into multiple nenory
buffers. See Figure 1, "File Segnmentation,". Each buffer is divided
according to the nunmber of bytes/bl ock. Each bl ock beconmes a DATA
packet, which is concatenated according to the bl ocks/burst. Bursts
are transmtted according to the burstrate. Last data bl ock is

fl agged as LDATA type.

+---+ +---+ I S I I I S I I
| | 0| vl 140131 ----12011]1]0]
| | | +---+ Fo-oF -t - -+ Fo-oF -t - -+
| | +- | | --> oo+ - - -+ Fo-o -+ - - -+
I --> | 1] Ll 131 ----12]11]]0]
+---+ +---+ +--- 4 +-- -+ Fo--F oo+ - -+

File Mul ti Buffers Bl ocks per Burst

Figure 1. File Segnentation

Recei ver acknow edges buffer as CONTROL_OK or CONTROL_RESEND.

I f bl ocks are mssing, a CONTROL_RESEND packet is transmtted. If
hal f or nore of the blocks in a buffer are mssing, an adaptive

algorithmis used for the next buffer transfer. If no bl ocks are
m ssing, a CONTROL_OK packet is transmtted.
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Sender re-transnits bl ocks until receipt of a CONTROL_OK. |f the
adaptive algorithmis set, then new paraneters are offered, in the
CONTROL_OK nessage. The priority of the adaptive algorithmis:

- Reduce packetsize by half (MN = 16 bytes/packet)
- Reduce burstsize by one (MN = 1 packet/burst)
- Reduce burstrate to actual tighttiner rate

If new paraneters are valid, the sender transmts a NULL- ACK packet,
to confirmthe changes.

Recei ver sends a CONTROL_QGO to request sending next buffer.
At end of transfer, sender sends a QU T to close the connection
Recei ver acknow edges the cl ose request with a DONE packet.
2.4 TUNABLE PARAMETERS
These paraneters directly affect the throughput rate of ETFTP.

Packet si ze The packetsize is the nunber of 8 bit bytes per
packet. This nunber refers to the user data bytes in a block, (frame),
excl usi ve of any network overhead. The packet size has a valid range
from16 to 1,448 bytes. The Maxi mrum Transfer Unit (MIU) inplenmented in
nost comerci al network devices is 1,500 bytes. The de-facto industry
standard is 576 byte packets.

Buf f er bl ock The bufferblock is the nunber of blocks per buffer.
Each i npl enentati on may have restrictions on avail able nenory, so the
buf fersize is calculated by nultiplying the packetsize tines the

buf f er bl ocks.

Baudr at e The baudrate is the bits per second transfer rate of
the slowest link (i.e., the radios). The baudrate sets the speed of
the sending process. The sending process cannot detect the actua
speed of the network, so the user nmust set the correct baudrate.

Bur st si ze The burstsize in packets per burst sets how many
packets are concatenated and burst for transm ssion efficiency. The
burstsize times the packetsize nust not exceed the avail able menory of
any intervening network devices. On the Ethernet portion of the
network, all the packets are sent al nbst instantaneously. It is
necessary to wait for the network to drain down its nenory buffers,
before the next burst is sent. The sending process needs to regul ate
the rate used to place packets into the network.
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Radi odel ay The radiodelay is the tine in seconds per burst it
takes to synchronize with the radio controllers. Any additiona

har dwar e del ays should be set here. It is the aggregate delay of the
link |ayer, such as transmitter key-up, FEC, crypto synchronization
and propagation del ays.

These paraneters above are used to calculate a burstrate, which is the
length of tine it takes to transmit one burst. The ov is the overhead
of 72 bytes per packet of network encapsul ation. A byte is defined as
8 bits. The burstrate value is:

burstrate = (packetsize+ov)*burstsize*8/ baudrate

In a effort to calculate the round trip time, when data is flowing in
one direction for nmost of the transfer, the OPEN and RESPONSE nessage
types are timed, and the tactical radio delays are estimted. Using
only one packet in each direction to estinmate the rate of the link is
statistically inaccurate. It was decided that the radio delay should
be a constant provided by the user interface. However, a default

val ue of 2 seconds is used. The granularity of this value is in
seconds because of two reasons. The first reason is that the UNI X
supports a sleep function in seconds only. The second reason is that
in certain applications, such as deep space probes, a 16-bit integer
maxi mum of 32, 767 seconds woul d suffice.

2.5 DELAYS AND TI MERS
From t hese paraneters, several tiners are derived. The control tiner

is responsible for measuring the per buffer rate of transfer. The
SENDER copy is nicknaned the | oosetiner.

| ooseti mer (burstrate+radi odel ay) *buf f er bl ock/ bur st si ze

The RECEI VER copy of the tiner is nicknaned the tighttimer, which
nmeasures the el apsed tine between CONTROL_GO and CONTROL_OK packets.
The tighttiner is returned to the SENDER to all ow the protocol to
adjust for the speed of the network.

The retransmt tiner is responsible for neasuring the network receive
data function. It is used to set an alarmsignal (SIGALRM to
interrupt the network read. The retransmt timer (wait) is initially
set to be the greater of twice the round trip or 4 tines the

radi odel ay, plus a constant 5 seconds.
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wait = MAX ( 2*roundtriptine, 4*radiodelay ) + 5 seconds
and
alarmtimeout = wait.

Each tinme the sane read tinmes out, a five second backoff is added to
the next wait. The backoff is necessary because the initial user
supplied radi odelay, or the initial measured round trip tinme may be
i ncorrect.

The retransmt tinmer is set differently for the RECEI VER during a
buffer transfer. Before the arrival of the first DATA packet, the
original alarmtinme out is used. Once the DATA packets start

arriving, and for the duration of each buffer transfer, the RECElIVER
alarmtime out is reset to the expected arrival time of the | ast DATA
packet (bl ockstogo) plus the delay (wait). As each DATA packet is
received, the alarmis decrenented by one packet interval. This sane
algorithmis used for receiving mssing packets, during a RESEND

al arnti neout = bl ockstogo*burstrate/burstsize + wait

The death tinmer is responsible for neasuring the idle tine of a
connection. In the ETFTP program the death tiner is set to be equa
to the accunulated tine of ten re-transm ssions plus their associated
backoffs. As such, the death timer value in the OPEN and RESPONSE
nessage types i s un-necessary. In the ETFTP program this field could
be used to transfer the radi o delay val ue instead of creating the two
new fi el ds.

The keepalive tinmer is responsible for resetting the death tiner.
This timer will trigger the sending of a KEEPALI VE packet to prevent
the remote host fromclosing a connection due to the expiration of
its death timer. Due to the nature of the ETFTP server process, a
keepal ive timer was not necessary, although it is inplenented.

2.6 TEST RESULTS

The NETBLT protocol has been tested on other high speed networks

bef ore, see RFC 1030 [6]. These test results in Tables 13 and 14,
"ETFTP Performance,” were gathered fromfiles transferred across the
networ k and LST-5C TACSAT radi os. The radi os were connected together
via a coaxial cable to provide a "clean" link. Aclean link is
defined to a BER of 10e-5. The throughput rates are defined to be the
file size divided by the elapsed time resulting in bits per second
(bps). The elapsed tinme is neasured fromthe time of the "get" or
"put” command to the conpletion of the transfer. This is an al

i nclusive time neasurenent based on user perspective. It includes the
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connection tinme, transfer tine, error recovery tine, and di sconnect
time. The user concept of elapsed tinme is the length of tine it takes
to copy a file fromdisk to disk. These results show only the average
performances, including the occasional packet re-transm ssions. The
networ k configuration was set as:

ETFTP Par aneters:

Fil esize 101, 306 bytes

Radi odel ay 2 seconds

Buf f ersi ze 16, 384- 131,072 bytes
Packet si ze 512- 2048 bytes

Bur st si ze 8- 16 packet s/ bur st

Gracilis PackeTen Parameters:

0 TX Del ay 400 m |l iseconds

1 P Persist 255 [range 1-255]

2 Slot Time 30 mlliseconds

3 TX Tail 300 nilliseconds
4 Rcv Buffers 8 2048 bytes/buffer

5 1dl e Code Fl ag

Radi o Par anet ers:

Baudr at e 16, 000 bps
Encryption on

Tabl e 13: ETFTP Performance at 8 Packets/Burst in Bits/ Second

S S S S S +
| buf f ersi ze | packetsi ze | packetsi ze | packetsize | packetsize

| (bytes) | 2, 048 bytes]| 1, 448 bytes| 1,024 bytes| 512 bytes
TSR TSR TSR TSR TSR +
| 16, 384 | 7,153 | 6, 952 | 6, 648 | 5, 248
S S S S S +
| 32,768 | 7,652 | 7,438 | 7,152 | 4,926
R R R R R +
| 65, 536 | 8,072 | 8, 752 | 8,416 | 5, 368
TSR TSR TSR TSR TSR +
| 131,072 | 8, 828 | 9,112 | 7,888 | 5,728
S S S S S +
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Tabl e 14: ETFTP Performance at 16 Packets/Burst in Bits/Second

e e e e e +
| buf f ersi ze | packetsi ze | packetsi ze | packetsize | packetsize

| (bytes) | 2, 048 bytes| 1, 448 bytes| 1,024 bytes|512 bytes
SR SR SR SR SR +
| 16, 384 | 5,544 | 5, 045 | 4,801 | 4,570

e e e e e +
| 32,768 | 8, 861 | 8, 230 | 8,016 | 7, 645
S S S S S +
| 65, 536 | 9,672 | 9,424 | 9, 376 | 8, 920
SR SR SR SR SR +
| 131,072 | 10, 432 | 10, 168 | 9,578 | 9,124

e e e e e +

2.7 PERFORMANCE CONSI DERATI ONS

These tests were perforned across a tactical radio link with a
nmaxi mum data rate of 16000 bps. In testing ETFTP, it was found that
the delay associated with the half dupl ex channel turnaround time was
the biggest factor in throughput perfornmance. Therefore, every
attenpt was nade to minimze the nunber of times the channel needed
to be turned around. Obviously, the easiest thing to do is to use as
big a buffer as necessary to read in a file, as acknow edgnents
occurred only at the buffer boundaries. This is not always feasible,
as avail abl e storage on disk could easily exceed avail able nenory.
However, the current ETFTP buffersize is set at a maxi num of 524,288
byt es.

The | arger packetsizes al so i nproved performance. The linmt on
packetsi ze is based on the 1500 byte MrU of network store and forward
devices. In a high BER environnent, a | arge packetsize could be
detrimental to success. By reducing the packetsize, even though it
negatively inpacts performance, reliability is sustained. Wen used
in conjunction with FEC, both performance and reliability can be

mai nt ai ned at an acceptable | evel.

The burstsize translates into how long the radio transmtters are
keyed to transnit. In ETFTP, the ideal situation is to have the first
packet of a burst arrive in the radio transmt buffer, as the |ast
packet of the previous burst is just finished being sent. In this
way, the radio transmtter woul d never be dropped for the duration of
one buffer. In a nmulti-user radio network, a full buffer transm ssion
woul d be inconsiderate, as the transmit cycle could |ast for severa
m nutes, instead of seconds. In measuring voice conmuni cations,
typical transmt durations are on the order of five to twenty
seconds. This means that the buffersize and burstsize could be
adjusted to have simlar transm ssion durations.
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4. SECURI TY CONSI DERATI ONS

The ETFTP programis a security |oophole in any UN X environment.
There is no user/password validation. Al the problens associated to
TFTP are repeated in ETFTP. The server program rmust be owned by root
and setuid to root in order to work. As an experinental prototype
program the security issue was overl ooked. Since this protocol has
proven too be a viable solution in tactical radio networks, the
security issues will have to be addressed, and corrected.
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6. GLOSSARY
ATD Advanced Technol ogy Denpnstrati on
AX. 25 Amat eur Radi o X. 25 Protocol
BER Bit Error Rate
EPLRS Enhanced Position Location Reporting Systens
ETFTP Enhanced Trivial File Transfer Protocol
FEC Forward Error Correction
FTP File Transfer Protocol
HF H gh Frequency
LCU Li ght wei ght Conputer Unit
ns mlliseconds
MTU Maxi mum Transfer Unit
NETBLT NETwor k Bl ock Transfer protocol
NI TFS Nati onal |nagery Transm ssion Format Standard
PC Per sonal Comput er
RNC Radi o Network Controll er
SAS Survi vabl e Adaptive Systens
SATCOM SATel lite COwviruni cati ons
SCO Santa Cruz Operations
SI NCGARS SI Ngl e Channel Ground and Airborne Radi o Systens
SLI P Serial Line Internet Protocol
TACO2 Tacti cal Conmmuni cati ons Protocol 2
TCP Transm ssi on Control Protocol
TFTP Trivial File Transfer Protocol
UDP User Datagram Prot ocol
UHF Utra H gh Frequency

* Modification from NETBLT RFC 998.
* The new packet size is a nodification to the NETBLT RFC 998.
* The new packet size is a nodification to the NETBLT RFC 998.
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