Net wor k Wor ki ng G- oup P. Vixie
Request for Comments: 1996 | SC
Updates: 1035 August 1996
Cat egory: Standards Track
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Status of this Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this nemo is unlimted.

Abst ract

This meno descri bes the NOTI FY opcode for DNS, by which a naster
server advises a set of slave servers that the master’s data has been
changed and that a query should be initiated to di scover the new

dat a.

1. Rationale and Scope

1.1. Slow propagation of new and changed data in a DNS zone can be
due to a zone's relatively long refresh times. Longer refresh tines
are beneficial in that they reduce |oad on the naster servers, but
that benefit comes at the cost of long intervals of incoherence anobng
authority servers whenever the zone is updated.

1.2. The DNS NOTI FY transaction allows naster servers to informslave
servers when the zone has changed -- an interrupt as opposed to pol
nodel -- which it is hoped will reduce propagation delay while not
unduly increasing the masters’ |load. This specification only allows
slaves to be notified of SOA RR changes, but the architechture of

NOTI FY is intended to be extensible to other RR types.

1.3. This document intentionally gives nore definition to the roles
of "Master," "Slave" and "Stealth" servers, their enuneration in NS
RRs, and the SOA MNAME field. |In that sense, this docunent can be
consi dered an addendumto [ RFC1035].
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2. Definitions and Invariants
2.1. The following definitions are used in this document:

Sl ave an authoritative server whi ch uses zone transfer to
retrieve the zone. All slave servers are named in
the NS RRs for the zone.

Mast er any authoritative server configured to be the source
of zone transfer for one or nore slave servers.

Primary Master master server at the root of the zone transfer
dependency graph. The primary naster is nanmed in the
zone’s SOCA MNAME field and optionally by an NS RR
There is by definition only one prinmary naster server
per zone.

Stealth like a slave server except not listed in an NS RR for
the zone. A stealth server, unless explicitly
configured to do otherwise, will set the AA bit in
responses and be capable of acting as a master. A
stealth server will only be known by other servers if
they are given static configuration data indicating
its existence.

Notify Set set of servers to be notified of changes to sone
zone. Default is all servers named in the NS RRset,
except for any server also named in the SOA MNAME
Sone inmplementations will permt the name server
administrator to override this set or add elenments to
it (such as, for exanple, stealth servers).

2.2. The zone's servers nust be organi zed into a dependency graph
such that there is a primary master, and all other servers nust use
AXFR or I XFR either fromthe primary nmaster or from some slave which
is also a naster. No loops are permtted in the AXFR dependency

gr aph.

3. NOTI FY Message

3.1. Wen a naster has updated one or nore RRs in which slave servers
may be interested, the naster may send the changed RR s nane, cl ass,

type, and optionally, new RDATA(sS), to each known sl ave server using
a best efforts protocol based on the NOTIFY opcode.

3.2. NOTIFY uses the DNS Message Format, although it uses only a

subset of the available fields. Fields not otherw se described
herein are to be filled with binary zero (0), and inplenentations
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nmust ignore all messages for which this is not the case.

3.3. NOTIFY is simlar to QUERY in that it has a request nessage with
the header QR flag "clear" and a response nessage with QR "set". The
response nmessage contains no useful information, but its reception by
the master is an indication that the slave has received the NOTIFY
and that the master can renpve the slave fromany retry queue for
this NOTI FY event.

3.4. The transport protocol used for a NOTIFY transaction will be UDP
unl ess the master has reason to believe that TCP is necessary; for
exanple, if a firewall has been installed between master and sl ave,
and only TCP has been allowed; or, if the changed RRis too large to
fit in a UDP/ DNS dat agram

3.5. If TCP is used, both naster and slave nust continue to offer
nane service during the transaction, even when the TCP transaction is
not maki ng progress. The NOTIFY request is sent once, and a
“"timeout" is said to have occurred if no NOTIFY response is received
within a reasonabl e interval

3.6. If UDP is used, a master periodically sends a NOTIFY request to
a slave until either too nmany copies have been sent (a "tinmeout"), an
| CMP nessage indicating that the port is unreachable, or until a

NOTI FY response is received fromthe slave with a matching query ID
QNAMVE, | P source address, and UDP source port numnber

Not e:

The interval between transm ssions, and the total nunber of
retransm ssi ons, should be operational paraneters specifiable by
the nanme server adm nistrator, perhaps on a per-zone basis.
Reasonabl e defaults are a 60 second interval (or timeout if
using TCP), and a maxi numof 5 retransmissions (for UDP). It is
consi dered reasonable to use additive or exponential backoff for
the retry interval.

3.7. A NOTIFY request has QDCOUNT>0, ANCOUNT>=0, AUCQOUNT>=0,
ADCOUNT>=0. | f ANCOUNT>0, then the answer section represents an
unsecure hint at the new RRset for this <QNAME, QCLASS, QTYPE>. A

sl ave receiving such a hint is free to treat equivilence of this
answer section with its local data as a "no further work needs to be
done" indication. |f ANCOUNT=0, or ANCOUNT>0 and the answer section
differs fromthe slave’'s |ocal data, then the slave should query its
known nmasters to retrieve the new data

3.8. In no case shall the answer section of a NOTlIFY request be used

to update a slave's local data, or to indicate that a zone transfer
needs to be undertaken, or to change the slave’'s zone refresh tinmers.
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Only a "data present; data sanme" condition can lead a slave to act
differently if ANCOUNT>0 than it would if ANCOUNT=0.

3.9. This version of the NOTIFY specification nakes no use of the
authority or additional data sections, and so conform ng

i mpl enent ati ons shoul d set AUCOUNT=0 and ADCOUNT=0 when transmitting
requests. Since a future revision of this specification nay define a
backwar ds conpati ble use for either or both of these sections,

current inplementations rmust ignore these sections, but not the
entire nessage, if AUCOUNT>0 and/or ADCOUNT>O0.

3.10. If a slave receives a NOTIFY request froma host that is not a
known nmaster for the zone containing the QNAMVE, it should ignore the
request and produce an error nessage in its operations |og.

Not e:
This inplies that slaves of a nultihomed master nust either know
their master by the "closest"” of the naster’s interface
addresses, or nust know all of the master’s interface addresses.
QO herwi se, a valid NOTIFY request might conme from an address
that is not on the slave's state list of masters for the zone,
whi ch woul d be an error.

3.11. The only defined NOTIFY event at this tine is that the SOA RR
has changed. Upon conpletion of a NOTIFY transaction for QIYPE=SOA,
the slave shoul d behave as though the zone given in the QNAME had
reached its REFRESH i nterval (see [RFC1035]), i.e., it should query
its masters for the SOA of the zone given in the NOTI FY QNAME, and
check the answer to see if the SOA SERI AL has been increnented since
the last tine the zone was fetched. |If so, a zone transfer (either
AXFR or | XFR) should be initiated.

Not e:
Because a deep server dependency graph nmay have multiple paths
fromthe primary master to any given slave, it is possible that
a slave will receive a NOTIFY fromone of its known masters even
though the rest of its known nasters have not yet updated their
copi es of the zone. Therefore, when issuing a QUERY for the
zone's SOA, the query should be directed at the known master who
was the source of the NOTIFY event, and not at any of the other
known masters. This represents a departure from [ RFC1035],
whi ch specifies that upon expiry of the SOA REFRESH i nterval,
all known masters should be queried in turn

3.12. If a NOTIFY request is received by a slave who does not

i mpl enent the NOTIFY opcode, it will respond with a NOTI MP
(uni npl emented feature error) nessage. A master server who receives
such a NOTI MP shoul d consider the NOTIFY transaction conplete for
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that sl ave.
4. Details and Exanpl es

4.1. Retaining query state information across host reboots is
optional, but it is reasonable to sinply execute an SOA NOTI FY
transaction on each authority zone when a server first starts.

4.2. Each slave is likely to receive several copies of the sane

NOTI FY request: One fromthe primary master, and one from each ot her
slave as that slave transfers the new zone and notifies its potentia
peers. The NOTIFY protocol supports this nmultiplicity by requiring
that NOTIFY be sent by a slave/master only AFTER it has updated the
SOA RR or has determ ned that no update is necessary, which in
practi ce means after a successful zone transfer. Thus, barring

delivery reordering, the | ast NOTIFY any slave receives will be the
one indicating the | atest change. Since a slave always requests SOAs
and AXFR/I XFRs only fromits known nasters, it will have an

opportunity to retry its QUERY for the SOA after each of its masters
have conpl eted each zone update

4.3. If a master server seeks to avoid causing a |arge nunmber of

si mul t aneous out bound zone transfers, it may delay for an arbitrary
I ength of tinme before sending a NOTIFY nessage to any given sl ave.
It is expected that the tine will be chosen at random so that each
slave will begin its transfer at a unique tinme. The delay shall not
in any case be |longer than the SOA REFRESH ti ne.

Not e:
This del ay should be a paraneter that each prinmary nmaster nane
server can specify, perhaps on a per-zone basis. Random del ays
of between 30 and 60 seconds woul d seem adequate if the servers
share a LAN and the zones are of noderate size

4.4. A slave which receives a valid NOTIFY should defer action on any
subsequent NOTIFY with the same <@QNAME, QCLASS, QTYPE> until it has
conpl eted the transacti on begun by the first NOTIFY. This duplicate
rejection is necessary to avoid having nultiple notifications lead to
pumrel i ng the master server.
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4.5 Zone has Updated on Prinary Master

Primary master sends a NOTIFY request to all servers naned in Notify
Set. The NOTIFY request has the followi ng characteristics:

query I D (new)

op: NOTI FY (4)
resp: NOERROR
flags: AA

gcount : 1

gnarme: (zone nane)
gcl ass: (zone cl ass)
gt ype: T_SOA

4.6 Zone has Updated on a Slave that is also a Master

As above in 4.5, except that this server’s Notify Set may be
different fromthe Primary Master’s due to optional static
specification of |ocal stealth servers.

4.7 Slave Receives a NOTIFY Request from a Master

VWen a sl ave server receives a NOIlI FY request fromone of its locally
desi gnated masters for the zone enclosing the given QNAME, with
QTYPE=SOA and QR=0, it should enter the state it would if the zone's
refresh timer had expired. It will also send a NOTIFY response back
to the NOTIFY request’s source, with the follow ng characteristics:

query I D (sane)

op: NOTI FY (4)
resp: NOERROR
flags: R AA
gcount: 1

gnharme: (zone nane)
gcl ass: (zone cl ass)
gt ype: T_SOA

This is intended to be identical to the NOTIFY request, except that
the QR bit is also set. The query ID of the response rmust be the
same as was received in the request.

4.8 Master Receives a NOTI FY Response from S|l ave
When a nmaster server receives a NOTIFY response, it deletes this

gquery fromthe retry queue, thus conpleting the "notification
process” of "this" RRset change to "that" server.
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5. Security Considerations

We believe that the NOTIFY operation’s only security considerations
are:

1. That a NOTIFY request with a forged | P/ UDP source address can
cause a slave to send spurious SOA queries to its nasters,
| eading to a benign denial of service attack if the forged
requests are sent very often.

2. That TCP spoofing could be used against a slave server given
NOTI FY as a means of synchroni zing an SOA query and UDP/ DNS
spoofing as a neans of forcing a zone transfer.

6. References
[ RFC1035]
Mockapetris, P., "Domain Nanes - |nplenentation and
Speci fication", STD 13, RFC 1035, Novenber 1987.

[ 1 XFR]
Onhta, M, "lIncrenmental Zone Transfer", RFC 1995, August 1996.

7. Aut hor’s Address
Paul Vi xi e
I nternet Software Consortium
St ar Route Box 159A
Woodsi de, CA 94062

Phone: +1 415 747 0204
EMai | : paul @i x. com

Vi xi e St andards Track [ Page 7]






