Net wor k Wor ki ng Group C. Perkins
Request for Comments: 2004 | BM
Cat egory: Standards Track Cct ober 1996

M ni mal Encapsul ation within IP
Status of This Menp

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
Oficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this nenmo is unlimted.

Abst r act

Thi s docunent specifies a nmethod by which an | P datagram may be
encapsul ated (carried as payload) within an I P datagram wth | ess
overhead than "conventional” |P encapsul ation that adds a second IP
header to each encapsul ated datagram Encapsul ation i s suggested as
a neans to alter the normal 1P routing for datagranms, by delivering
themto an internmedi ate destination that woul d ot herw se not be

sel ected by the (network part of the) IP Destination Address field in
the original I P header. Encapsulation nmay be serve a variety of

pur poses, such as delivery of a datagramto a nobile node using
Mobile | P.

1. Introduction

Thi s docunent specifies a method by which an | P datagram rmay be
encapsul ated (carried as payload) within an I P datagram wth |ess
over head than "conventional” |IP encapsul ation [4] that adds a second
| P header to each encapsul ated datagram Encapsul ation is suggested
as a neans to alter the normal |IP routing for datagrans, by
delivering themto an internediate destination that would ot herw se
not be selected by the (network part of the) |IP Destination Address
field in the original I P header. The process of encapsul ati on and
decapsul ati on of a datagramis frequently referred to as "tunneling"
the datagram and the encapsul ator and decapsul ator are then
considered to be the the "endpoints" of the tunnel; the encapsul ator
node is refered to as the "entry point" of the tunnel, and the
decapsul ator node is refered to as the "exit point" of the tunnel
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2. Mdtivation

The Mobile I P working group has specified the use of encapsul ation as
a way to deliver packets froma nobile node’s "honme network"” to an
agent that can deliver datagrans |ocally by conventional means to the
nobil e node at its current |ocation away fromhone [5]. The use of
encapsul ati on may al so be indi cated whenever the source (or an
internediate router) of an | P datagram nust influence the route by
which a datagramis to be delivered to its ultimate destination

O her possible applications of encapsul ation include multicasting,
preferential billing, choice of routes with selected security
attributes, and general policy routing.

See [4] for a discussion concerning the advantages of encapsul ation
versus use of the IP | oose source routing option. Using |IP headers
to encapsul ate | P datagrams requires the unnecessary duplication of
several fields within the inner IP header; it is possible to save
sone additional space by specifying a new encapsul ati on nechani sm
that elimnates the duplication. The schene outlined here cones from
the Mobile IP Wrking Goup (in earlier Internet Drafts), and is
simlar to that which had been defined in [2].

3. Mninmal Encapsul ation

A mniml forwardi ng header is defined for datagrans which are not
fragmented prior to encapsulation. Use of this encapsul ating nethod
is optional. M ninmal encapsul ati on MUST NOT be used when an origina
datagramis already fragnmented, since there is no roomin the mninm
forwardi ng header to store fragmentation information. To encapsul ate
an | P datagram using mninmal encapsul ati on, the mninmal forwarding
header is inserted into the datagram as foll ows:

T + T +
| | | |
| | P Header | | Modi fied | P Header |
| | | |
e T +
| | | M niml Forwardi ng Header
| | S +
| | P Payl oad | |
| | | |
| | | | P Payl oad |
o e e e e e + | |
| |
e +
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The | P header of the original datagramis nodified, and the m ni nal
forwardi ng header is inserted into the datagramafter the | P header
foll owed by the unnmodified | P payl oad of the original datagram (e.g.
transport header and transport data). No additional |IP header is
added to the datagram

In encapsul ating the datagram the original |IP header [6] is nodified
as follows:

- The Protocol field in the | P header is replaced by protoco
nunber 55 for the m nimal encapsul ati on protocol

- The Destination Address field in the IP header is replaced by the
| P address of the exit point of the tunnel

- |If the encapsulator is not the original source of the datagram
the Source Address field in the I P header is replaced by the IP
address of the encapsul ator.

- The Total Length field in the |P header is increnented by the
size of the mniml forwarding header added to the datagram
This incremental size is either 12 or 8 octets, depending on
whet her or not the Original Source Address Present (S) bit is set
in the forwardi ng header

-  The Header Checksumfield in the IP header is reconmputed [6] or
updated to account for the changes in the |IP header described
here for encapsul ati on.

Note that unlike IP-in-1P encapsulation [4], the Time to Live
(TTL) field in the I P header is not nodified during encapsul ation;
if the encapsulator is forwarding the datagram it will decrenent
the TTL as a result of doing normal IP forwarding. Also, since
the original TTL remains in the |IP header after encapsul ation,
hops taken by the datagramw thin the tunnel are visible, for
exanple, to "traceroute".
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The format of the mininal forwarding header is as foll ows:

0 1 2 3

01234567890123456789012345678901
B s i S i I i S S S i i
| Pr ot ocol | S| reserved | Header Checksum |
e s T i i e e R R S s ok ik i R SR S S
| Original Destination Address |
Lk e e i o O i i SEI TR N N S

(if present) Oiginal Source Address
B o S T e e e i i TE I TR T S S S S A e i i el it S B R

Pr ot ocol
Copied fromthe Protocol field in the original |IP header.
Original Source Address Present (S)
0 The Oiginal Source Address field is not present. The
length of the minimal tunneling header in this case is
8 octets.
1 The Original Source Address field is present. The
| ength of the mininmal tunneling header in this case is
12 octets.
reserved
Sent as zero; ignored on reception.
Header Checksum
The 16-bit one’'s conpl ement of the one’'s conpl ement sum of all
16-bit words in the mnimal forwardi ng header. For purposes of
conputing the checksum the value of the checksumfield is O.
The I P header and | P payload (after the m ninmal forwarding
header) are not included in this checksum conputati on.
Oiginal Destination Address

Copied fromthe Destination Address field in the original IP
header .

Original Source Address
Copied fromthe Source Address field in the original |IP header.

This field is present only if the Original Source Address
Present (S) bit is set.
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When decapsul ating a datagram the fields in the mninal forwarding
header are restored to the IP header, and the forwardi ng header is
renoved fromthe datagram In addition, the Total Length field in
the I P header is decremented by the size of the mniml forwarding
header renoved fromthe datagram and the Header Checksumfield in
the I P header is reconputed [6] or updated to account for the changes
to the | P header described here for decapsul ation

The encapsul ator may use existing | P nechanisns appropriate for
delivery of the encapsul ated payload to the tunnel exit point. |In
particul ar, use of IP options are allowed, and use of fragmentation
is allowed unless the "Don't Fragment" bit is set in the |IP header
This restriction on fragnentation is required so that nodes enpl oyi ng
Path MIU Di scovery [3] can obtain the information they seek

4. Routing Failures
The use of any encapsul ati on nethod for routing purposes brings wth
it increased susceptibility to routing |oops. To cut down the
danger, a router should follow the same procedures outlined in [4].

5. 1 CVWP Messages fromwi thin the Tunne

| CMP nessages are to be handl ed as specified in [4], including the
mai nt enance of tunnel "soft state".

6. Security Considerations

Security considerations are not addressed in this docunent, but are
generally simlar to those outlined in [4].

7. Acknow edgenents
The original text for nmuch of Section 3 was taken fromthe Mbile IP

draft [1]. Thanks to David Johnson for inproving consistency and
nmaki ng many ot her inprovenents to the draft.
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