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does not specify an Internet standard of any kind. Distribu
this nmeno is unlinted.

Abstract

Ni ntod does not specify a particular solution for nmulticasti
Rat her, Ninrod may use any of a nunber of energing multicast
techniques. W identify the requirements that N nmrod has of
solution for multicast support. W conpare existing approac
multicasting within an internetwork and di scuss their advant
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support multicast in N nrod using the scheme currently being
devel oped within the I ETF - nanely, the Protocol |ndpendent
(PIM protocol.
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1 Introduction

The nature of emerging applications such as videoconferencing, renote
cl assroom etc. nakes the support for multicasting essential for any
future routing architecture. Milticasting is performed by using a
nul ticast delivery tree whose | eaves are the nulticast destinations.

Ni ntod does not propose a solution for the multicasting problem
There are two chief reasons for this. First, nulticasting is a non-
trivial problemwhose requirenents are still not well understood.
Second, a nunber of groups (for instance the |IDVR working group of
the 1ETF) are studying the problemby itself and it is not our
intention to duplicate those efforts.

This attitude towards nulticasting is consistent with Ninrod s
general philosophy of flexibility, adaptability and increnenta
change.

While a nulticasting solution per se is not part of the "core" Ninrod
architecture, N nrod does require that the solution have certain
characteristics. It is the purpose of this docunent to di scuss sone
of these requirements and eval uate approaches towards neeting them

Thi s docunent is organized as follows. In section 2 we discuss why
nmulticasting is treated a little differently than unicast despite the
fact that the former is essentially a generalization of the latter.
Foll owing that, in section 4 we discuss current approaches toward
multicasting . 1In section 5 we give an exanple of how N nrod

mul ticasting may be done using PIM[DEF+94a]. For readers who do not
have the tinme to go through the entire docunment, a sunmary is given
at the end.

Thi s docunent uses nany terns and concepts fromthe N nrod
Architecture document [CCS96] and some terns and concepts (in section
5) fromthe Ninmrod Functionality docunment [RS96]. Mich of the

di scussi on assunes that you have read at |east the N nrod

Archi tecture docunent [CCS96].
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2 Milticast vs Unicast

We begin by looking at the sinlarities and differences between

uni cast routing and multicast routing. Both unicast and nulticast
routing require two phases - route generation and packet forwarding.
In the case of unicast routing, Ninrod specifies nodes of packet
forwarding; route generation itself is not specified but left to the
particular routing agent. For nulticasting, Ninrod | eaves both route
generation and packet forwardi ng nechani sns unspecified. To explain
why, we first point out three aspects that make multicasting quite

di fferent from unicasting

0 Groups and group dynamism In nulticasting, the destinations are part
of a group, whose nmenbership is dynanic. This brings up the foll ow ng
i ssues :

- An association between the nulticast group and the El Ds and
| ocators of the menbers conprising that group. This is especially
rel evant in the case of sender initiated nulticasting and policy
support.

- A mechanismto accommodate new group nenbers in the delivery in
response to addition of menbers, and a nechanismto "prune" the
delivery in response to departures.

o State creation. Mst solutions to multicasting can essentially be
viewed as creating state in routers for nulticast packet forwarding.
Based on who creates the state, multicasting solutions differ. In
mul ticasting, we have several options for this - e.g., the sender, the
receivers or the internedi ate routers.

0 Route generation. Even nore so than in unicast routing, one can choose
froma rich spectrumof heuristics with different tradeoffs between a
nunber of parameters (such as cost and delay, algorithmc tine
conplexity and optimality etc.). For instance, some heuristics produce
a lowcost tree with high end-to-end del ay and sone produce trees that
give the shortest path to each destination but with a higher cost.
Heuristics for nulticasting are a significant research area today, and
we expect advances to result in sophisticated heuristics in the near
future.

Noting that there are various possible conbinations of route
generation, group dynam sm handling and state creation for a solution
and that each sol ution conceivably has applications for which it is
the nost suitable, we do not specify one particular approach to
multicasting in Ninrod. Every inplenentation of Nimrod is free to
use its own multicasting technique, as long as it neets the goals and
requirenments of Ninrod. However, for interoperability, it is
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necessary that certain things are agreed upon - for instance, the
structure of the forwarding i nformati on database that they create (we
di scuss this in nmore detail in section 4).

Thus, we do not discuss the details of any nulticast solution here,
only its requirenents in the context of Nintrod. Specifically, we
structure the discussion in the renmainder of this docunent on the
followi ng two thenes :

o What are the goals that we want to nmeet in providing multicasting in
Ni nrod, and what specific requirenents do these goals inmply for the
nmul ti cast sol ution?

o What are sonme of the approaches to nulticasting being discussed
currently, and how rel evant are each of these approaches to N nrod?

3 C©Goals and Requirenents

The chief goals of Nimrod multicasting and their inplications on
solution requirenents are as foll ows:

1. Scalability. N nrod multicasting nust scale in terms of the size of
the internetwork, the nunber of groups supported and the nunber of
nmenbers per group. It nust also support group dynamismefficiently.
This has the following inplications for the solution

0 Routers not on the direct path to the multicast destinations should
not be involved in state managenent. |In a network with a |arge
nunber of routers, a solution that does involve such routers is
unlikely to scale.

olt is likely that there will be a nunber of applications that have
a few menbers per group (e.g., nedical imaging) and a number of
applications that have a | arge nunber of nenbers per group (e.g.
news distribution). N nrod nmulticasting should scale for both
these situations. |If no single nechani sm adequately scal es for
both sparse and dense group nenberships simultaneously, a
conbi nati on of nechani sns shoul d be consi dered.

o In the face of group nmenbership change, there nust be a facility
for incremental addition or deletion of "branches” in the
nmulticast tree. Reconstructing the tree fromscratch is not likely
to scale.
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olt is likely that we will have sone well-known groups (i.e., groups
which are nore or |ess permanent in existence) and sone ephenera
groups. The dynam cs of group nenbership are likely to be
different for each class of groups, and the solution should take
that into account as appropriate.

2. Policy support. This includes both quality of service (QOS) as
wel | as access restrictions, although currently, demand is probably
hi gher for QOS. In particular, every path froma source to each
destination in the multicast group should satisfy the requested
quality of service and conformto the access restrictions. The
inmplications for the multicasting solution are

olt is likely that nany nulticasting applications will be cost
conscious in addition to having strict quality of service bounds
(such as delay and jitter). Balancing these will necessitate

dealing with sone new paranmeters - e.g., the tree cost (sumof the
"cost" of each link), the tree delay (maxi rum nean and vari ance
in end-to-end del ay) etc.

o In order to support policy-based routing, we need to know where the
destinations are (so that we can decide what route we can take to

them). In such a case, a nechanismthat provides an association
between a group id and a set of destination |ocators is probably
required.

o Sone policy constraints are likely to be destination specific. For
i nstance, a domain mght refuse transit service to traffic going to
certain destination domains. This presents certain unique problens
- in particular, for a single group, nmultiple trees may need to be
built, each tree "servicing" disjoint partitions of the multicast
desti nati ons.

3. Resource sharing. Milticasting typically goes hand in hand with | arge
traffic volume or applications with a high demand for resources.
These, in turn, inply efficient resource managenent and sharing if
possi ble. Therefore, it is inportant that we place an enphasis on
interaction with resource reservation. For instance, N nrod must be
able to provide informati on on which tree resources are shareabl e and
whi ch are not so that resource reservation may use it while allocating
resources to flows.

4. Interoperability. There are two issues in this context. First, the
sol ution nust be independent of mechanisnms that provide the solution
with information it needs. For instance, nmany nulticast solutions
(e.g., PIM nake use of information supplied by unicast routing
protocols. The multicast solution nmust not be dependent on which
uni cast protocol is used.
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Second, a nulticast solution nust interoperate with other multicast
solutions in the construction of a delivery tree. This inplies sone
ki nd of "agreenent" at some "level". For instance, the agreement
could be that everybody use the same structure for storing forwarding
information in the routers. Since the delivery tree is defined by the
nature of forwarding infornmation in the routers and not by the
particul ar mechanismused to create that information, nultiple

i mpl ement ati ons can coexi st.

4 Approaches

The approaches to multicasting currently in operation and those being
consi dered by the I ETF include the follow ng

1. Distance vector multicast routing protocol (DVMRP)[DC90]. This
approach is based upon di stance-vector routing information distribution
and hop-by-hop forwarding. It uses Reverse Path Forwardi ng (RPF)[ DV/8]
- a distributed algorithmfor constructing an internetwork broadcast
tree. DVMRP uses a nodified RPF algorithm essentially a truncated
broadcast tree, to build a reverse shortest path sender-based nulticast
delivery tree. A reverse shortest path froms to d is a path that uses
the sane internedi ate nodes as those in the shortest path fromd to
s (If the paths are synmetric (i.e., cost the sane) in either
direction, the reverse shortest path is sane as the shortest path.)

An inplenentation of RPF exists in the current Internet in what

is conmmonly referred to as the MBONE. An inprovenent to this is in the
process of being deployed. It incorporates "prune" nessages to
truncate further the routers not on the path to the destinations and
"graft" messages to undo this truncation, if |ater necessary.

The main advantage of this schene is that it is sinple. The ngjor
handicap is scalability. Two issues have been raised in this
context[ BFC93]. First, if Sis the nunber of active sources and G
the nunber of groups, then the state overhead is (GS) and mi ght be
unaccept abl e when resources are linmted. Second, routers not on a
nmulticast tree are involved (in terns of sending/tracking prune and
graft messages) even though they mght not be interested in the
particul ar source-group pair. The perfornmance of this schene is
expected to be relatively poor for large networks with sparsely

di stributed group menbership. Furthernore, no support for policies
or QOS is provided.

2. Core Based Trees (CBT)[BFC93]. This schene uses a single tree shared
by all sources per group. This tree has a single router as the core
(with additional routers for robustness) from which branches enanate.
The chief distinguishing characteristic of CBT is that it is receiver
initiated, i.e., receivers wishing to join a multicast group find the
tree (or its core) and attach thenselves to it, wthout any
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participation fromthe sources.

The chief notivation behind this schenme is the reduction of the state
overhead, to (G, in conparison to DVVRP and Pl M descri bed bel ow).

Al so, only routers in the path between the core and the potentia
menbers are involved in the process. Core-based tree formation and
packet flow are decoupled fromunderlying unicast routing.

The main di sadvantage is that packets no | onger traverse the shortest
path fromthe source to their destinations. The perfornmance in
general depends on judicious placement of cores and coordination
between them Traffic concentration on links incident to the core is
another problem There is also a dependence on network entities (in
ot her administrative domains, for instance) for resource reservation
and policy routing.

3. Protocol Independent Multicasting (PIM[DEFJ93]. Yet another approach
based on the receiver initiated philosophy, this is designed to reap
the advantages of DVMRP and CBT. Using a "rendezvous point", a
concept simlar to the core discussed above, it allows for the
si mul t aneous exi stence of shared and source-specific nulticast trees.
In the steady state, data can be delivered over the reverse shortest
path fromthe sender to the receiver (for better end-to-end del ay) or
over the shared tree.

Using two nodes of operation, sparse and dense, this provides

i mproved perfornmance, both when the group nmenbership in an
internetwork is sparse and when it is dense. It is however, a
conplex protocol. A limtation of PIMis that the shortest paths are
based on the reverse netrics and therefore truly "shortest" only when
the links are synmetric.

4. Multicast Open Shortest Path First (MOSPF)[My92]. Unlike the
abovenenti oned approaches, this is based on link-state routing
i nformation distribution. The packet forwarding mechanismis
hop- by-hop. Since every router has conplete topology information,
every router conputes the shortest path multicast tree from any
source to any group using Dijkstra's algorithm |If the router
doi ng the computation falls within the tree conputed, it can
determ ne which links it nust forward copies onto.
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MOSPF i nherits advantages of OSPF and |ink-state distribution, nanely
| ocal i zed route conputation (and easy verification of |oop-freedonj,
fast convergence to |link-state changes etc. However, group nmenbership
information is sent throughout the network, including links that are
not in the direct path to the nmulticast destinations. Thus, |ike
DVMRP, this is npst suitable for small internetworks, that is, as an
i ntra-domai n routing nechani sm

5. Inter-Domain Policy Routing (IDPR)[Ste]. This approach uses
link-state routing information distribution |ike MOSPF, but uses
source-speci fied packet forwarding. Using the link-state
dat abase, the source generates a policy nmulticast route to the
destinations. Using this, the |IDPR path-setup procedure sets up
state in internediate entities for packet duplication and
forwardi ng. The state contains informati on about the next-hop
entities for the nulticast flow \Wen a data packet arrives,
it is forwarded to each next hop entity obtained fromthe state.

Anmong t he advantages of this approach are its ability to support
policy based multicast routing with ease and i ndependence
(flexibility) in the choice of nulticasting algorithmused at the
source. |IDPR also allows resource sharing over nultiple multicast
trees. The major disadvantage is that it nakes it relatively nore
difficult to handl e group nenbershi p changes (additions and

del eti ons) since such changes nust be first communicated to the
source of the tree which will then add branches appropriately.

We now di scuss the applicability of these approaches to Ni nrod.
Conmon to all of the approaches described is the fact that we need to
set up state in the internmediate routers for nulticast packet
forwarding. The approaches differ mainly on who initiates the state
creation - the sender (e.g., IDPR, PIM, the receiver (e.g., CBT,

PIM or the routers thenselves create state without intitiation by
the sender or receivers (e.g., DVMRP, MOSPF).

Ni ntod should be able to accommodate both sender initiated as well as
receiver initiated state creation for multicasting. |n the renainder
of this section, we discuss the pros and cons of these approaches for
Ni nr od.

Ni ntod uses link-state routing information distribution (topol ogy
maps) and has four nodes of packet forwarding - flow node,
Connectivity Specification Chain (CSC) node, Connectivity

Speci fication Sequence (CSS) node and dat agram node [ CCS96] .
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An approach simlar to that used in IDPRis viable for nulticasting
using the flow node. The source can set up state in intermediate
routers which can then appropriately duplicate packets. For the CSC,
BTES and dat agram nodes, an approach simlar to the one used in MOSPF
is applicable. 1In these situations, the advantages and di sadvant ages
of these approaches in the context of Ninrod is simlar to the

advant ages and di sadvant ages of | DPR and MOSPF respectively.

Sender based trees can be set up using an approach simlar to |IDPR
and generalizing it to an "n" level hierarchy. A significant

advant age of this approach is policy-based routing. The source knows
about the policies of nodes that care to advertise them and can
choose a route the way it wants (i.e., not depend upon other entities
to choose the route, as in sone schenes nentioned above). Another
advantage is that each source can use the nulticast route generation
al gori thm and packet forwarding schene that best suits it, instead of
being forced to use whatever is inplemented el sewhere in the network.
Further, this approach allows for increnentally deploying new
nmulticast tree generation algorithns as research in that area

progr esses.

CBT-1i ke nethods may be used to set up receiver initiated trees.

Ni ntod provides link-state maps for generating routes and a CBT-1ike
nmethod is conpatible with this. For instance, a receiver wishing to
join a group nay generate a (policy) route to the core for that group
using its link-state map and attach itself to the tree.

A di sadvant age of sender based nethods in general seenms to be the
support of group dynamism Specifically, if there is a change in the
menbership of the group, the particul ar database which contains the
group-destinati on mappi ng nmust be updated. |In conparison, receiver
ori ented approaches seemto be able to accomobdate group dynarm sm
nore naturally.

Ni ntod does not preclude the sinultaneous existence of nultiple
approaches to nulticasting and the possibility of switching fromone
to the other depending on the dynam cs of group distributions.
Interoperability is an issue - that is, the question of whether or
not different inplementations of Ninrod can participate in the sane
tree. However, as long as there is agreenment in the structure of the
state created (i.e., the states can be interpreted uniformy for
packet forwarding), this should not be a problem For instance, a
receiver wishing to join a sender created tree night set up state on
a path between itself and a router on the tree with the sender itself
bei ng unaware of it. Packets entering the router woul d now be
additionally forwarded along this new "branch" to the new receiver.
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In conclusion, the architecture of N nrod can accommodate diverse
approaches to multicasting. Each approach has its di sadvantages with
respect to the requirements nentioned in the previous section. The
architecture does not demand that one particular solution be used,
and i ndeed, we expect that a comnbination of approaches wll be

enpl oyed and engi neered in a manner nobst appropriate to the

requi renents of the particular application or subscriber

5 A Milticasting Schene based on PIM

The Inter-Domain Multicast Routing (I DVR) working group of the I ETF
has devel oped a specification for a new nmulticast schenme, nanely,

Prot ocol | ndependent Multicasting (PIM for use in the Internet

[ DEF+94a, DEF+94b]. In this section, we decribe how the schenes
nmentioned therein nay be inplemented using the facilities provided by
Ni nr od.

We note that the path setup facility provided in Ninrod nakes it very
conducive to PIMstyle multicasting; despite the I ength of the
description given here, we assure the reader that it is quite sinple
to inmplenent PIMstyle multicasting in N nrod.

Before reading this section, we recomend that the reader acquire
sone famliarity with PIM (see [ DEF+94a, DEF+94b]).

5.1 Overview

The PIM architecture maintains the traditional |IP multicast service
nodel of receiver-initiated nenbership and is independent of any
speci fic unicast routing protocol (hence the nane).

A significant aspect of PIMis that it provides nechanisns for
establishing two kinds of trees - a shared tree, which is intended
for low "cost" multicasting and a source-based tree, intended for |ow
del ay mul ticasting.

A shared tree is rooted at a rendezvous point (RP), which is
typically a prespecified router for the nulticast group in question
In order to establish a shared tree, a designated router (DR) for a
host wishing to join a group Ginitiates a flow setup fromthe RP for
Gto the DR A source S wishing to send to a group Ginitiates a flow
setup between S and the RP for group G At the conclusion of these

fl ow setups, packets can be forwarded fromS to H through the RP. For
details on the protocol used to inplenent this flow setup pl ease
refer to [ DEF+94b].
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After the shared tree has been setup, a recipient for group G has the
option of switching to a source-based shortest path tree. In such a
tree, packets are delivered fromthe source to each recipient along
the shortest path. To establish a source-based shortest path tree,
the DR for Hlooks at the source S of the packets it is receiving via
the shared tree and establishes a flow between S and the DR The fl ow
is established along the shortest path fromthe DRto S (Thus,
strictly speaking, it is the reverse shortest path that is being
used.) Subsequently, packets can be forwarded fromS to Husing this
shortest path and thereby bypassing the RP. For details on the
protocol used to inplenment source-based trees in PIMplease refer to
[ DEF+94b] .

When a host wi shes to | eave a nmulticast group, its designated router
sends a prune nessage towards the source (for source-based trees) or
towards the RP (for shared trees). For details on this and other
features of PIMplease refer to [ DEF+94Db].

In NNmod, PIMis inplenented as follows (we refer to PIM based
multicast as Ninpin). In order to join a shared tree, an endpoint
(or an agent acting on behalf of the endpoint) wishing to join a
group G queries the association database for the EID and | ocator of
the RP for G (for well-known groups the association may be
configured). It is required that such an associati on be maintai ned
for every multicast group G The endpoint gets a route for the RP and
initiates a nmulticast flow setup to the RP (a nulticast flow setup is
simlar to an unicast flow setup described in [CCS96] except for one
feature - when a multicast flow setup request reaches a node that

al ready has that flow present, the request is not forwarded further
The new flow gets "spliced" in as a new branch of the existing
nmulticast tree). Simlarly, the source establishes a flowto the RP
The RP creates state to associate these two fl ows and now packets can
be forwarded to the endpoints fromthe source. Note that each flow
setup may be "hierarchical" and involve nmany subflows. All this,
however, is transparent to Nnpim For details on managenent of

hi erarchical flows please refer to [ CCS96].

To create the source-based tree, the representative for a recipient
node N obtains the EID or locator of the source fromthe data packets
and initiates a multicast flow setup to the source. The route agent
for the node N uses its map in order to calculate the shortest path
fromthe source to N. The flow request is sent along the reverse of
this path. W note that the "shortness" of the path is constrained
by the anount of routing information available locally. However,
since the map is available locally, one can find the actual shortest
path fromthe source to N and not use the shortest path fromNto S.
Thus, with N nrod one can actually surmount a shortcom ng of PIMw th
rel ati ve ease
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We now di scuss sone nore details of Ninpim W start with a
description of nulticast flow setup. This is the "basic"
functionality required to inplenent multicasting. Having this

"bui | di ng- bl ock" spelt out, we use this to specify the establishnent
of the shared tree (in section 5.3) and the establishnment of a
source-based tree (in section 5.4).

We only discuss sparse-node multicasting, as described in [ DEF+94a]
here. Further, to sinplify the discussion, we assume a single
Rendezvous Point per group. Finally, we "address" all entities in
terns of their EIDs alone for reasons of conciseness - the |locators
could be used in conjuction to reduce the overhead of database

| ookups.

5.2 Joining and Leaving a Tree

Ni npi m uses two control packets in order to setup a flow - the N nrod

Mul ticast Fl ow Request packet (NMFReq) and the Ninrod Milticast

Fl ow- Repl y packet (NWVFRep).

The NMFReq packet is a control packet identified by a prespecified

"payl oad type". The protocol -specific part of this packet includes

the following fields (except for the Code field, these fields are

present in the Unicast Fl ow Request packet too)

1. SSEID: The EID of the initiator of the flow

2. T-EID: The EID of the target of the flow

3. Flowid : A label denoting the flow.

4. Direction : The direction of the flow - whether fromthe initiator
to the target (FORW or fromthe target to the initiator (REVERSE)
or both (BOTH).

5. Code : Denotes whether the packet is for joining a flow
(NVMFReqg-Join) for leaving a flow (NMFReg- Prune).

6. Source Route : A sequence of node |ocators through which the packet
must travel.
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The processing of the NMFReq by a forwardi ng agent at node Nis
simlar to that of the unicast flow request (see [CCS96]), except for
the fact that now we provide the ability for the new flowto "splice"
onto an existing delivery tree or "un-splice" froman existing
delivery tree. Specifically,

o If the Code is NMFReqg-Join then the al gorithm executed by the
forwardi ng agent for node Nis shown in Figure 1

o If the Code is NMFReq-Prune then the algorithmis executed by the
forwardi ng agent at node Nis shown in Figure 2.

The NMFRep packet is used to accept or reject an NMFReg-Join or
NMFReqg- Prune. The packet format is the sanme as that for unicast flow
request. However, an NMFRep packet is generated now by the first
node N that grafts the new flowto the existing tree. This may be
different fromthe target of the NMFReq

It is required that a | eaf router keep track of all hosts currently
joined to the group and send a prune nessage only if there is no host
in the local network for the group

The NMFReq - NMFRep exchanges constitute a procedure for joining a
nmul ticast delivery tree (when the Code is Join) and for |eaving a
nmul ticast delivery tree (when the Code is Prune). W termthese
procedures Tree-Join and Tree-Leave respectively; we shall be using
t hese procedures as "buil di ng-bl ocks" in the construction of shared
trees (section 5.3) and of source-based trees (section 5.4).
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begi n
if the flowid F in NVFReg-Join is in flowlist then
if T-EID in NMFReg-Join = target in flow state for F then
if Direction in NWMFReg-Join is REVERSE or BOTH t hen
Add the node preceding N in source route to child list for F
el se
di scard packet
el se
di scard packet
el se
begi n
install state for Fin N, i.e.
assign parent (F) = node succeeding N in source route
assign child(F) node preceeding N in source route
assign target(F) = T-EID i n NMFReg-Joi n
forward NMFReq-Join to parent(F)
end
end.

Figure 1: Al gorithm executed by a forwardi ng agent for node N when
when it receives an NVMFReqg-Join

begi n
if the flowid F in NVFReg-Prune is in flowlist
then begin
del ete previous hop in source route fromchild list for F, if exists
if child list for Fis enpty
then begin
delete the flowid and state associated with it
forward to next hop in source route
end
el se di scard packet
end
el se forward to next hop in source-route
end.

Figure 2: Algorithmexecuted by a forwardi ng agent for node N when it
recei ves an NMFReq- Prune.
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5.2.1 An Exanmple

An example of how a tree is joined is given here with the help of
Figure 3. In the figure, bold lines indicate an existing tree.
Representative R on behalf of host Hjoins the tree by sending an
NVFJoi n-Req towards a target T. Wien used in the shared tree node,
the target is the RP and when used in the source tree node, it is the
source (root) of the multicast tree. Suppose that a host H wants to
join the multicast tree. The follow ng steps are executed

Step 1. A representative R of Hqueries the route agent for a route
fromT to R It obtains the route T- C B- A- R It builds a

NMFJoi n- Req packet with source route as R, A B, C, T and fl ow
as F forwards it to A

Step 2. A looks for flowF in its installed fl ow database and

doesn’t find it. It installs state for F (makes R a child and
B a parent in the nulticast tree) and sends the NMFJoi n- Req packet
to B.

Step 3. B looks for flow F in its installed fl ow database and finds it.

It adds Bto its child list and constructs an NMFJoi n- Rep packet and
sends it to A

Step 4. A forwards the packet to Rand the tree joining is conplete.
Branch B-A-R is now added to the tree.
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There are two parts to establishing a shared tree - the receiver-to-
RP conmuni cati on wherein the receiver joins the delivery tree rooted
at RP and the sender-to-RP comunication wherein the RP joins the
delivery tree rooted at the sender
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Figure 3: Illustration for the exanple describing joining an existing

mul ti cast tree.

Ranmanat han

Recei ver- RP Communi cations: Wen an endpoint wishes to join a

nmul ticast group G the endpoint representative obtains the Rendezvous
Point EID for G W assunme that the associati on database contains
such a mapping. For details on how the associ ati on database query is
i mpl enent ed, please refer [CCS96].

The representative also obtains the flowid to be used for the flow
The flowid is constructed as the tuple (RP-EID, G or an equival ent
thereof. Note that the flowid nust be unique to the particular
multicast flow This is not the only method or perhaps even the best
met hod for obtaining a flowid. Alternate methods for obtaining the
flowid are discussed in section 5.5.
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The representative then initiates a Tree-Join procedure.
The NMFReq packet fields are as foll ows:
o S-EID: The EID of the endpoint w shing to join.
o T-EID : The RP EID (obtained fromthe Associ ati on Dat abase).

o Flowid : The flowid for this group (obtained as mentioned
above).

o Direction : REVERSE (fromthe RP to the receiving endpoint).
o Code : Join.

0 Source Route : Reverse of the route obtained fromthe nap agent
for a query "fromRP-EID to Receiver-ElD".

At the first node already containing this Flowid or the RP, an
NMFRep packet is generated. The S-EID, T-EID, Direction and Flowid
fields are copied fromthe NWReq packet and the Code is set to

Joi n- Accept or Join-Refuse as the case may be. The source route is
reversed fromthe NMFReq packet .

Sender - RP Communi cati ons: Wen an endpoint wishes to send to a

mul ticast group G the endpoint representative obtains the Rendezvous
Point EID for G W assume that the associati on database contains
such a mapping. For details on how the associ ati on database query is
i mpl enent ed, please refer [CCS96].

The representative also obtains the flowid to be used for the flow
The flowid is constructed as the tuple (Sender-EID, G or an

equi val ent thereof. Note that the flowid nust be unique to the
particular multicast flow This is not the only nethod or perhaps
even the best nmethod for obtaining a flowid. Alternate methods for
obtaining the flowid are discussed in section 5.5.

The representative then sends a RP-Register Message to the RP. This
regi ster nmessage is equivalent to the Pl M Register described in

[ DEF+94b]. The RP-Regi ster nessage contains the group G and the
flowid (obtained as di scussed above) and the sender EID.

The RP then initiates a Tree-Join with the Sender EID as the target.
The NWFReq fields are as follows :

o SSEID: RP-EID

o T-EID : Sender EID (copied from RP-Regi ster Message).
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o Flowid : The flowid field from RP-Regi ster Message.
o Code : Join.
o Direction : REVERSE

0 Source Route : Reverse of the route obtained frommap agent
query "from Sender-EID to RP-EID".

The NMFRep fiel ds are obvi ous.

Shared Tree Data Forwardi ng: Packets sent fromthe source for group G
contain the Flowid used by the sender(s) and receiver(s) for setting
up the delivery tree. The packets fromthe sender are sent to the RP
where they are multicast, using the state created for the flow, into
the delivery tree rooted at the RP to all of the receivers that did a
Tree-Joi n.

5.4 Switching to a Source-Rooted Shortest Path Tree

There are two parts involved in switching to a Source-Rooted Short est
Path Tree - the receiver-source comuni cati ons wherein the receiver
joins a multicast delivery tree rooted at the source and the

recei ver- RP communi cati ons wherein the receiver | eaves the shared
tree.

Recei ver - Source Conmuni cations: An endpoint E that is receiving
packets through the shared tree fromsource S has the option of
switching to a delivery tree rooted at the source such that packets
fromS to E traverse the shortest path (using whatever netric).

The endpoint representative of E obtains the flowid to be used for
the flow The flowid is constructed equivalently to the tuple
(Source-EID, G. Note that the flowid nmust be unique to the
particular multicast flow This is not the only nethod or perhaps
even the best nethod for obtaining a flowid. Alternate nethods for
obtaining the flowid are discussed in section 5.5.

The representative for Einitiates a Tree-Join toward S with NVFReq
fields as foll ows:

o SSEID: EID of the Endpoint E.
o T-EID : EID of the source.
o Flowid : Flowid for the multicast (obtained as mentioned above).

o Code : Join.
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o Direction : REVERSE

0 Source Route : To obtain the route, the route agent is queried for
a shortest path route (based on the chosen netric, typically, the
delay) fromthe source to the endpoint. W note that the quality
of the route is constrained by the anount of routing infornmation
avail able, directly or indirectly, to the route agent. The Source
Route is the reverse of the route thus obtained.

A comment on the difference between the shortest-path trees obtained
using the RPF tree as in [DEF+94b, DC90] and the trees that are be
obt ai ned here. Wen using the RPF schene, the packets fromthe
source Sto the endpoint E follow a path that is the shortest path
fromEto S. This is the desired path if and only if the path is
symmetric in either direction. However, in the nechani sm described
here for N nrod, the packets do follow the "actual" shortest path
fromS to E whether or not the path is symmetric.

The NMFRep fi el ds are obvi ous.
Recei ver- RP Communi cations: After the receiver has joined the
source-rooted tree, it can optionally disassociate itself fromthe

shared tree. This is done by initiating a Tree-Leave procedure.

The representative sends a NMFReq packet toward the RP with the
fields as foll ows.

o SS-EID: The EID of the endpoint w shing to | eave the shared tree.
o T-EID : The RP-EID.

o Flowid : The flowid it used to join the shared tree

o Code : Prune.

o Direction : REVERSE

0 Source Route : (Cbtained as for the Tree-Join

The prune packet is processed by the internedi ate forwardi ng agents
as nmentioned in section 5.2. Wen the receiver gets back the NWFRep
packet, the receiver has left the shared tree.

Source Tree Data Forwardi ng: Packets fromthe source contain the
flowid that was used to join the source tree for a given nulticast
group. Forwarding agents sinply use the state created by the Tree-

Join procedure in order to duplicate and forward packets toward the
receivers.
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5.5 M scel | aneous |ssues

otaining the Flowld: In the above schenme the flowid for a
particul ar multicast group G was obtained by conbining the RP-EID and
the group set-id (G SID) (in case of shared tree) or by conbining the
Source-EID and the G SID (in case of source-based tree). A

di sadvantage of this approach is that the bit-length of EIDSID is
potentially high (nbre than 64 bits) and thus the flowid could be
very long. While there do exist bit-based data structures and search
algorithms (such as Patricia Trees) that nay be used for an efficient
i mpl enentation, it is worth considering sone other nmethods in |lieu of
using the EID/ SID conbination. W describe sone nethods bel ow

1. For shared trees, the flowid for a particular group G nmay be stored
and updated in the association database. Since we have to use the
associ ati on database anyway to obtain the RP-EID, these does not cause
much additional burden.

However, this cannot be used efficiently for source-based trees because

we need a flowid for each conbinati on of Source and G oup

2. The flowid for shared trees could be done as above. Wen the sender

does an RP-Register, it could send the RP the flowid that it w shes to

be used by receivers when they switch to a source-based tree. This
could be included in the RP-Register nessage. The RP could then

mul ticast that flowid to all receivers in a special packet. Wen the
receivers wish to switch, they use that flowid

This needs the definition of the "special" packet.

3. The flowid is handed out only by the source (for source-based trees)
or the RP (for shared trees). The receivers use a "dunmy" flowid in
the NVFReq when doing a Tree-Join. The correct flowid to be used is
returned in the NVWFRep nessage generated by the forwardi ng agent where
the new branch neets the existing tree. Forwarding agents in the path
of the NMFRep packet update the state information by rewiting the
dunmy flowid by the correct flowid contained in the NMVFRep packet .

This requires the re-definition of the NMFRep packet. Note that now

there nmust be space for two flowids in the NVMFRep packet - one for the

"dumy" flowid and the other for the "correct” flowid that nust
repl ace the dummy flowid

We claimthat each of the above schenes achi eves synchroni zation in
the flowid in various parts of the internetwork and that each flow
idis unique to the multicast delivery tree. A formal proof of these
clains is beyond the scope of this document.
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Dense Mode Multicast: The PIMarchitecture [ DEF+94a] includes a

mul ticast protocol when the group nenbership is densely distributed
within the internetwork. 1In this nmode, no Rendezvous Points are used
and a source rooted tree is formed based on Reverse Path Forwardi ng
in a manner simlar to that of DVMRP [ DCI0] .

We do not give details of how Ninrod can inplenent Dense Mdde
Mul ticast here.

Multiple RPs: CQur discussion above has been based on the assunption
that there is one RP per group. PIMallows nore than one RP per
group. W do not discuss nultiple-RP PIM here.

6 Security Considerations
Security issues are not discussed in this meno.

7 Summary

o Ninrod does not specify a particular multicast route generation
algorithmor state creation procedure. N nrod can acconmpdate diverse
mul ti cast techni ques and | eaves the choice of the technique to the
particul ar instantiation of N nrod.

o A solution for nulticasting within N nrod should be capabl e of:

- Scaling to large networks, |arge nunbers of multicast groups and
| arge mul ticast groups.

- Supporting policy, including quality of service and access
restrictions.

- Resource sharing
- Interoperability with other solutions.

o Miulticasting typically requires the setting up of state in internedi ate
routers for packet forwarding. The state setup may be initiated by the
sender (e.g., IDPR), by the receiver (e.g., CBT), by both (e.g., PIM
or by neither. The architecture of Ninrod provides sufficient
flexibility to acconmodat e any of these approaches.

o Areceiver-initiated nulticast protocol, PIM is being designed by the

| DVR wor ki ng group of the IETF. The facilities provided by N nrod nmake
the use of PIMas a multicast protocol quite straightforward.
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