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Aut hors’ Not e

This meno docunents a MAPOS (Multiple Access Protocol over SONET/ SDH)
version 1 extension, Switch Switch Protocol which provides dynamc
routing for unicast, broadcast, and nulticast. This docunment is NOT
the product of an I ETF working group nor is it a standards track
docunent. It has not necessarily benefited fromthe w despread and
in depth community review that standards track docunents receive.

Abst ract

Thi s docunent describes a MAPCS version 1 extension, SSP (Switch
Switch Protocol). MAPOS is a nultiple access protocol for

transm ssi on of network-protocol packets, encapsulated in Hi gh-Level
Data Link Control (HDLC) franes, over SONET/SDH. In MAPCS network, a
SONET switch provides the multiple access capability to end nodes.
SSP is a protocol of Distance Vector family and provi des unicast and
broadcast/nulticast routing for multiple SONET switch environment.

1. Introduction

Thi s docunent describes an extension to MAPOS version 1, Switch
Switch Protocol, for routing both unicast and broadcast/nulticast
franmes. MAPOS[1], Multiple Access Protocol over SONET (Synchronous
Optical Network) / SDH (Synchronous Digital Herarchy) [2][3][4][5],
is alink |ayer protocol for transm ssion of HDLC franes over

SONET/ SDH. A SONET switch provides the nmultiple access capability to
each node. SSP is a dynamic routing protocol designed for an

envi ronnent where a MAPOS network segment spans over nmultiple
switches. It is a protocol of Distance Vector famly. It provides
bot h uni cast and broadcast/multicast routing. First, this docunent
describes the outline of SSP. Next, it explains unicast and
broadcast/nulticast routing algorithns. Then, it describes the SSP
protocol in detail.
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2. Constraints in Designing SSP

SSP is a unified routing protocol supporting both unicast and
broadcast/nulticast. The forner and the latter are based on the

Di stance Vector [6][7] and the spanning tree[8] algorithm
respectively. In MAPCS version 1, a small nunber of switches is
assuned in a segnent. Thus, unlike DVMRP(Di stance Vector Milticast
Routing Protocol)[8], TRPB(Truncated Reverse Path Broadcasting) is
not supported for sinplicity. This means that nulticast frames are
treated just the sane as broadcast frames and are delivered to every
node.

In MAPCS version 1, there are two constraints regardi ng design of the
broadcast/nul ti cast routing al gorithm

(1) there is no source address field in MAPOS HDLC franes

(2) there is no TTL(Tinme To Live) field in MAPCS HDLC frames to
prevent forwarding | oop

To cope with the first issue, VRPB(Virtual Reverse Path Broadcast)
algorithmis introduced. In VRPB, all broadcast and multicast franes
are assumed to be generated by a node under a specific switch called
VSS(Virtual Source Switch). VSS is the switch which has the snall est
switch nunber in a MAPCS network. Each switch determne its place in
the spanning tree rooted from VSS i ndependently. Wenever a switch
receives a broadcast/multicast frame, it forwards the frame to al
upstream and downstream switches except for the one which has sent
the frame to the local swtch

To cope with the second issue, the forward delay timer is introduced.
Even if a switch finds a new VSS, it suspends forwarding for a tine
period. This tiner ensures that all the switches have a consistent
routing information and that they are synchronized after a topol ogy
change.

3. Unicast Routing in SSP

This section describes the address structure of MAPCS version 1 and
the SSP unicast routing based on it.
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3.1 Address Structure of MAPCS version 1

In a nultiple switch environment, a node address consists of the

swi tch nunber and the port number to which the node is connected. As
shown in Figure 1, the address length is 8 bits and the LSB is al ways
1, which indicates the end of the address field. A M5B of 0 indicates
a uni cast address. The switch and the port nunber fields are

variabl e-length. In this docunent, a unicast address is represented
as "0 <switch-nunber> <port nunber>". Note that a port numnber

i ncludes EA bit.

MSB of 1 indicates nmulticast or broadcast. In the case of broadcast,
the address field contains all 1s (Oxff in hex). In the case of

nmul ticast, the remaining bits indicate a group address. The switch
nunber field is variable-length. A multicast address is represented
as "1 <group address>".

Swi t ch Nunber (vari abl e | ength)

|
| +--- Port Nunber

Fommma - EA bit (always 1)

N

|

|

|

1 : broadcast, multicast
0 uni cast

Figure 1 Address Fornat

Fi gure 2 shows an exanmple of a SONET LAN that consists of three
switches. In this configuration, two bits of a node address are used
to indicate the switch nunmber. Node Nl is connected to port
0x03(000011 in binary) of the switch S2 nunbered 0x2. Thus, the node
address is 01000011 in binary. Node N4 has an address 01101001 in

bi nary since the connected switch nunber is 0x3 and the port nunber
is 0x09.

Mur akam & Maruyama I nf or mati onal [ Page 3]



RFC 2174 MAPOS June 1997
01000011
Fomm - - +
| node
| N1 |
[ +
01000101 | 0x03 | 0x03 00101001
Fomm o + R R Fomm o +
| node +----- + SONET +--------- + SONET +------ + node
| N2 | Ox05] Switch |0Ox09 0x05] Switch |0x09 | N3
SRR + | S2 | | S1 | SRR +
| (0x2) | | (0x1) |
Foo e - -+ Foo e - -+
| Ox07 | Ox07
| |
| | 0x03 01101001
| B [ +
LT + SONET +----- + node
0x05| Switch |0x09 | N |
| S3 | Fo-m--- +
| (0x3) |
e
| 0x07

Figure 2 Miultiple SONET Switch Environnent

3.2 Forwardi ng Unicast Franes

Mur akam & Maruyama

Uni cast frames are forwarded al ong the shortest path. For exanple,
franme fromnode N4 destined to N1 is forwarded by switch S3 and S2.
These SONET switches forwards an HDLC frane based on the destination
switch nunber contained in the destination address.

a

Each switch keeps a routing table with entries for possible
destination switches. An entry contains the subnet nask, the next hop
to the adjacent switch along the shortest path to the destination

the nmetric neasuring the total distance to the destination, and ot her
paranmeters associated with the entry such as tiners. For exanple, the
routing table in switch S1 will be as shown in Table 1. The netric
value 1 neans that the destination switch is an adjacent switch. The
value 16 means that it is unreachable. Although the val ues between 17
and 31 al so nean unreachabl e, they are special values utilized for
split horizon with poisoned reverse [8].
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o e e e e e e aa oo R Fomm e e Fom ek +
| destination | subnet | next hop | metric | ot her |
| switch | mask | port | | paraneters |
Fom e e e e oo - S Fomm oo - Fomm e m oo - Fomm e oo - +
| 01000000 | 11100000 | 00000101 | 1 | |
S SR Fomm e m e Fomm oo S +
| 01100000 | 11100000 | 00000111 | 1 | |
Fom e Fom e S Fomm e Fom o +

Table 1 An Exanmple of a Routing Table

When a switch receives a unicast frane, it extracts the sw tch nunber
fromthe destination address. If it equals to the local switch
nunber, the frane is sent to the |local node through the port
specified in the destination address. Qherw se, the switch | ooks up
its routing table for a matching destination switch number by maski ng
the destination address with the correspondi ng subnet mask. If a
matching entry is found, the frane is sent to an adjacent swi tch
through the next hop port in the entry. Oherwise, it is silently

di scarded or sent to the control processor for its error processing.

3.4 Protocol Overview

Thi s subsection describes an overview of the unicast routing protocol
and its algorithm

3.4.1 Route Exchange

SSP is a distance vector protocol to establish and maintain the
routing table. In SSP, each switch sends a routing update nessage to
every adj acent switches every FULL UPDATE TI ME (10 seconds by
default). The update nessage is a copy of the routing table, that is,
routes.

VWhen a switch receives an update nessage from an adjacent swtch
through a port, it adds the cost associated with the port, usually 1,
to every netric value in the nessage. The result is a set of new
netrics fromthe receiving switch to the destination switches. Next,
it conpares the new netrics with those of the corresponding entries
in the existing routing table. A smaller netric means a better route.
Thus, if the newnetric is smaller than the existing one, the entry
is updated with the new nmetric and next hop. The next hop is the port
fromwhich the update nessage was received. OQtherwi se, the entry is

| eft unchanged. If the existing next hop is the same as the new one,
the metric is updated regardl ess of the netric value. |If no
corresponding route is found, a newroute entry is created.
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3.4.2 Route Expiration

Assume a route to Ris advertised by a neighboring switch S. If no
updat e nessage has been received fromswitch S for the period
FULL_UPDATE_TIME * 3 (30 seconds by default) or the route is
advertised with netric 16 by switch S, the route to Ris marked as
unreachabl e by setting its netric to 16. In other words, the route to
R is kept advertised even if the route is not refreshed up-to 30
seconds.

To process this, each routing table entry has an EXPI RATI ON_TI MER (30
seconds by default, that is, FULL UPDATE TIME *3). If another switch
advertises a route to R it replaces the unreachable route. Even if a
route i s marked unreachable, the entry is kept in the routing table
for the period of FULL_UPDATE_TIME * 3. This enables the switch to
notify its neighbors of the unreachable route by sendi ng update
messages with nmetric 16. To process this, each routing table entry
has a garbage collection tinmer GC TI MER (30 seconds by default). The
entry is deleted on expiration of the tiner. Figure 3 shows this
transition.

The Last Update Expi ration Gar bage Col | ection
| | |
Rout i ng v T T T V T T T V
Tabl e Foomm--- Foomm--- Foomm--- Foomm--- Foomm--- Foomm--- X
Entry netric < 16 | netric = 16 |
----------------------- b
EXPI RATI ON_TI MER GC_TI MER
St op Advertising
|
Advertised Y
Metric -- netric <16  ------ +-- nmetric =16 ------- X

T: FULL_UPDATE_TI ME
Figure 3. Route Expiration
3.4.3 Sl ow Convergence Prevention
To prevent slow convergence of routing information, two techniques,

split horizon with poisoned reverse, and triggered update are
enpl oyed.

Mur akam & Maruyama I nf or mati onal [ Page 6]



RFC 2174 MAPGS June 1997

SN <--mmmmmme o S3 <- 82 <- Sl

(i) Before Qutage

->
Sn <-- X -- S3 <- 82 <- 81

(ii) After Qutage
Figure 4 An Exanple of Sl ow Convergence

Figure 4 shows an exanpl e of slow convergence[6]. In (i), three
switches, S1, S2, and S3, are assuned to have a route to Sn. In (ii),
the connection to Sn has di sappeared because of an outage, but S2
continue to advertise the route since there is no means for S2 to
detect the outage imediately and it has the route to Sn in its
routing table. Thus, S3 m sunderstand that S2 has the best route to
Sn and S2 is the next hop. This results in a transitive | oop between
S2 and S3. S2 and S3 increnments the netric of the route to Sn every
time they advertise the route and the | oop continues until the netric
reaches 16. To suppress the sl ow convergence problem split horizon
wi th poi soned reverse i s used.

In split horizon with poisoned reverse, a route is advertised as
unreachable to the next hop. The netric is the received nmetric val ue
plus 16. For exanmple, in Figure 4, S2 advertises the route to Sn with
the metric unreachable only to S3. Thus, S3 never considers that S2
is the next hop to Sn. This ensures fast convergence on di sappearance
of a route.

Anot her technique, triggered update, forces a switch to send an

i medi ate update instead of waiting for the next periodic update when
a switch detects a local port failure, or when it receives a nessage
that a route has becone unreachable, or that its nmetric has

i ncreased. This makes the convergence faster.

4. Broadcast/multicast Routing in SSP

This section explains VRPB al gorithmand the outline of
broadcast/nul ti cast routing protocol
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4.1 Virtual Reverse Path Broadcast/Milticast Al gorithm

SSP provi des broadcast/nulticast routing based on a spanning tree
algorithm As described in Section 2, the routing is based on the
VRPB(Virtual Reverse Path Broadcast) algorithm In VRPB, each swtch
assunes that all broadcast and multicast frames are generated by a
specific switch, VSS(Virtual Source Switch). Thus, unlike DVMRP, a
MAPCS network has only one spanning tree at any given tine.

The frames are forwarded al ong the reverse path by conputing the
shortest path fromthe VSS to all possible recipients. VSSis the
swi tch which has the | owest switch nunber in the network. Because
the routing table contains all the unicast destination addresses

i ncluding the switch nunbers, each switch can identify the VSS

i ndependently by searching for the smallest switch nunber inits
uni cast routing table.

In Figure 2, switch S1 is the VSS. Each switch deternines its place
in the spanning tree, relative to the VSS, and which of its ports are
on the shortest path tree. Thus, the spanning tree is as shown in
Figure 5. Except for the VSS, each switch has one upstream port and
zero or nore downstream ports. VSS have no upstream port, since it is
the root of the spanning tree. In Figure 2. switch S2's upstream
port is port 0x09 and it has no downstream port.

S1 (VSS)
\
/ \
/ \
S2 S3

Figure 5 VRPB Spanning Tree

VWen a switch receives a broadcast/multicast frame, it forwards the
frane to all of the upstreamsw tch, the downstream swi tches, and the
directly connected nodes. However, it does not forward to the switch
which sent the frane to it. For that purpose, a bit mapped
broadcast/nulticast routing table nay be enpl oyed. The
broadcast/nmul ti cast routing process marks all the bits corresponding
to the ports to which frames should be forwarded. The forwarding
process refers to it and broadcasts a frane to all the ports with its
correspondi ng bit marked.

4.2 Forwardi ng Broadcast/multi cast Franes
VWen a switch forwards a broadcast/multicast frame, (1) it first

decides the VSS by referring to its unicast routing table. Then, (2)
it refers to its broadcast/nulticast routing table corresponding to
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the VSS. A cache nmay be used to reduce the search overhead. (3) Based
on the routing table, the switch forwards the frane.

Figure 6 shows an exanple of S2's broadcast/nulticast routing table
for the VSS S1. It is a bit map table and each bit corresponds to a
port. The value 1 indicates that franes should be forwarded to a node
or a switch through the port. |If no bit is marked, the frane is
silently discarded. In the exanple of Figure 6, port 0x09 is the
upstream port to its VSS, that is, S1. Qther ports, ports 0x05 and
0x03 are path to N2 and N1 nodes, respectively.

OF oD OB 09 07 05 03 01 ~--- port nunber
oo oo oo oo oo oo oo oot
| oJojo]1)0] 2] 2] 0] --- 1. forward
R R R SRR SR SR S 0: inhibit

Figure 6 Broadcast/Milticast Routing Table of S2
4.3 Forwardi ng Pat h Exanpl es

Assunme that a broadcast frame is generated by N2 in Figure 2. The
frane is received by S2.

Then, S2 passes it to all the connected nodes except for the source
N2. That is, only to N1. At the sane tine, it also forwards the frane
to all its upstream and downstream switches. Since S2 has no
downstream switch, S2 forwards the frame to S1 though its upstream
port 0x09.

Sl is the VSS and it passes the frane to all the |ocal nodes, that

is, only to N3. Since it has no upstreamswitch and S2 is the switch
which sent the frame to S1, the frame is eventually forwarded only to
a downstream switch S3.

S3 passes the frane to its local node, N4. Since S3 has only an
upstream and the franme was received through that port, S3 does not
forward the frame to any switch.

The resulting path is shown in Figure 7. Although this is not the
optimal path, VRPB ,at |east, ensures that broadcast/multicast frames
are delivered all the nodes without a | oop. Figures 8 and 9 show the
forwarding path for frames generated by a node under S3 and $4,
respectively.
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+-> N3
N2 ->S2 +-> Sl +-> S3 -> M
+-> N1
Figure 7 Forwarding Path from N2

+-> N1

|
N3 -> S1 +-> S2 +-> N2

+-> S3 --> N

Figure 8 Forwarding Path from N3

+-> N3
|
N4 ->S3 +->S1 +-> S2 +-> N1

I
+-> N2

Figure 9 Forwarding Path from N4
4.4 Suppressing Routing Loop

To suppress transitive routing |loop, forward delay is enployed. A

swi tch suspends broadcast/multicast forwarding for a period after a
new VSS is found in the routing table. This prevents transitive
routing loop by waiting for all the switches to have the same routing
i nformati on and becone synchronized. In addition to controlling
sendi ng of franes by forward del ay, another mechanismis enployed to
prevent transitive routing |loop by controlling reception of frames.
That is, broadcast/nulticast franes received through ports other than
the upstream and downstream ports are di scarded.

4.5 Upstream Switch Di scovery

The upstream port is determned by the shortest reverse path to the
VSS. It is identified by referring to the next hop port of the route
to VSS in the local unicast routing table. Wien a new next hop to the
VSS is discovered, the bit corresponding to the old next hop port is
cleared, and the bit corresponding to the new one is marked as the
upstream port in the broadcast/nulticast routing table.
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4.6 Downstream Switch Di scovery

To determ ne the downstream ports, split horizon w th poi soned
reverse is enployed. Wien a switch receives a route with a nmetric
poi soned by split horizon processing through a port as described in
Section 3.4.3, the port is considered to be a downstreamport. In
Figure 2, S1 is the VSS and the route information is sent back from
S2 to S1 with netric unreachabl e based on the split horizon with

poi soned reverse. Thus, S1 knows that S2 is one of its downstreans.

4.7 Downstream Port Expiration

When a poi son reversed packet is newy received froma port, the

| ocal switch knows that a new downstream switch has appeared. Then
it marks the bit corresponding to the port and starts

FORWARD DELAY_TI MER (30second by default, that is, FULL_UPDATE TI ME *
3) for the port. The forwarding of broadcast/multicast frames to the
port is prohibited until the tiner expires. Every tine the loca
switch receives a poison reversed packet through a port, it
initializes PORT_EXPI RATI ON_TI MER(30 seconds by default, that is,
FULL_UPDATE_TI ME *3) corresponding to the port. A continuous |oss of
poi son reversed packets or a failure of downstream port results in
expiration of PORT_EXPI RATI ON_TI MER, and the corresponding bit is

cl ear ed.
First Update Last Update
| |
vT T T T T T TV
T T T i S R
Abit in
the routing 0 0 0 1 1 1 1 1 1 1 0 0 0
tabl e A A
Cmmmmmmmmm >| Cmmmmmmmmm >|
n route up N route down
| |
FORWARD_DELAY PORT_EXPI RATI ON

T: FULL_UPDATE_TI ME
Figure 10. Port Expiration

When a downstream switch di scovers another best path to the VSS or a
new VSS, it stops split horizon with poison reverse and sends

ordi nary update nessages. Wenever the | ocal switch receives an

ordi nary update nmessage fromits downstream switch, it SHOULD

i medi ately clear the corresponding bit in the routing table and stop
forwardi ng of broadcast/nulticast franes.
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4.8 Node Di scovery

VWhen a NSP[ 9] packet, requesting a node address froma port, is
received, the local switch considers that a new node is connected,
and marks the corresponding bit in the broadcast/multicast routing
table. Wien the local switch detects that the port went down as
described in [9], it clear the corresponding bit.

4.9 Invalidating The Broadcast/multicast Routing Table

VWhen a new VSS is discovered or when the VSS becones unreachable, the
entire broadcast/nulticast routing table is invalidated. That is, a
change of upstream port affects the entire broadcast/multicast

routi ng. However, a change of a downstream port does not affect
forwarding to other downstream ports, its upstream port, and nodes.

5. Detailed Protocol QOperation

Thi s section explains SSP packet format and protocol processing in
detail.

5.1 Packet For nat

Thi s subsection describes the packet encapsulation in HDLC frane and
the packet format.

5.1.1 Packet Format and Its Encapsul ation

SSP packet format is designed based on RIP[6] and its successor, RIP2
[7]. Figure 11 shows the packet format. A SSP packet is encapsul at ed
inthe information field of a MAPOS HDLC frane. The HDLC protoco
field of SSP is OxFEO5 in hex as defined by the "MAPCS Version 1

Assi gned Nunbers" [10]. The packet is sent encapsulated in a unicast
packet with the destinati on address 0000 0001, which indicates the
control processor of an adjacent swtch.
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(MSB) (LSB)
76543210765432107654321076543210
i T S e e el i e S S e ok o T

| Conmand | Ver si on | unused | SSP header
Fom e e e oo - Fom e e e oo - o e e e e e e e e e e e e aa o s + -----

| Address Family ldentifier | Al 0O
O O +

| HDLC Addr ess | an SSP
R R R T + route

| Subnet Mask | entry
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e em— o +

| Al O |

Fo o m e e MMM M e i e eiMeiaaaaeseiaeascseicaasssseaans +

| Metric |
. . e + o----

| Address Family ldentifier | Al O |

5.1

5.1

Mur

Figure 11 SSP packet format

The maxi mnum packet size is 512 octet. The first four octets is the
SSP header. The remmi nder of the nessage is conposed of 1 - 25 route
entries. Each entry is 20 octets | ong.

. 2 SSP Header

SSP header consists of a command field and a version field. The
command field is one octet |ong and hol ds one of the foll ow ng
val ues;

1 - request A request to send all or part of SSP routing table.

2 - response A nmessage containing all, or a part of the sender’s
SSP routing table. This nessage nay be sent in
response to a request, or it may be an update
nmessage generated by the sender.

The Version field indicates the version of SSP being used. The
current version nunber is 1

.3 SSP Route Entries

Each entry has an address famly identifier. It indicates an
attribute of the entry. SSP routing protocol uses 2 as its identifier
by default. The identifier O indicates unspecified. This value is
used when a switch requests other switches to send the entire SSP
routing table. A recipient of the nessage SHOULD i gnore all entries
wi t h unknown val ue.
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The HDLC address is a destination address. It may be a switch address
or a node address. The subsequent subnet nask is applied to the HDLC
address to yield the switch nunber portion. The field is 4 octet |ong
and the address is placed in the | east significant position.

Metric indicates the distance to the destination node. That is, how
many sw tches a nmessage must go through en route to the destination
node. The netric field nust contain a value between 1 and 31. The
metric of 16 indicates that the destination is not reachable and is
i gnored by recipients. The val ues between 17 and 31 are utilized for
poi soned reverse with split horizon and al so means unreachabl e. The
nmetric O indicates the local switch itself.

5.2 Routing Tabl e

Every switch has an SSP routing table. The table is a collection of
route entries - one for every destination. An entry consists of the
followi ng information;

(1) destination : A unicast destination address.

(2) subnet mask : A nmask to extract the switch address by applying
bitwi se AND with the destination address

(3) next hop port : The local port number connected to the adjacent
switch along the path to the destination

(4) netric : Distance to the destination node. The netric of an
adjacent switch is 1 and that of local switch is O.

(5) timers for unicast routing : Tinmers associated with unicast
routing such as EXPI RATI ON_TI MER and GC_TI MER

(6) flags : Various flags associated with the route such as route
change flag to indicate that the route has changed recently or it
has timed out.

(7) bit map routing table for broadcast/multicast : Each bit
corresponding to the port to an upstream or a downstream sw tch of
the spanning tree is nmarked in addition to the ports to end nodes.
Broadcast/nulticast franes are forwarded only through those ports
with their corresponding bit set. Since only one spanning tree
exists at atinme in a network, each route entry does not necessarily
have to have this field.
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(8) timers for broadcast/nulticast routing : Tinmers associated with
broadcast/nul ti cast routing such as FORWARD DELAY_TI MER and
PORT_EXPI RATI ON_TI MER. These tiners are prepared for each bit of
broadcast/nul ticast routing table.

5.3 Sendi ng Routing Messages
5.3.1 Packet Construction

Because of the split horizon with poisoned reverse, a routing nessage
di ffers depending on the adjacent switch to which the nessage is
bei ng sent. The upstreamswitch of a route, that is next hop

recei ves a nmessage which contains the corresponding route with a
nmetric between 17 and 31. Switches that are not the upstream sw tch
of any route receive the same nessage. Here, we assume that a packet
for a routing nmessage is constructed for an adjacent switch which is
connected through the |ocal port N

First, set the version field to 1, the current SSP version. Then, set
the command to "response". Set other fields which are supposed to be
zero to zero. Next, start filling in entries.

To fill in the entries, performthe follow ng for each route. The
destinati on HDLC address, netnmmsk, and its netric are put into the
entry in the packet. Routes nmust be included in the packet even if
their nmetrics are unreachabl e(16). |If the next hop port is N, 16 is
added to the netric for split horizon with poisoned reverse.

Recal | that the maxi mum packet size is 512 bytes. \When there is no
nore space in a packet, send the current nessage and start a new one.
If a triggered update is being generated, only entries whose route
change flags are set need be included.

5. 3.2 Sendi ng update

Sendi ng update nmay be triggered in any of the foll ow ng ways;

(1) Initial Update

VWen a switch first comes up, it SHOULD send to all adjacent

swi tches a request asking for their entire routing tables. The
destinati on address is 00000001. Wen a port cones on-line, the
request packet is sent to the port. The packet, requesting the
entire routing table, MJST have at least an entry with the address
famly identifier O meaning unspecified.

VWhen a switch receives a request packet, it first checks the version
nunber of the SSP header. If it is not 1, the packet is silently
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di scarded. Ot herwi se, the address fam |y identifier is examined. |If
the value is 0, the entire SSP routing table is returned in one or
nore response packets destined to 00000001. O herw se, the request
is silently discarded. Although the original R P specification
defines the partial routing table request, SSP routing protoco
omits it for the sake of sinplicity.

(2) Periodic Update

Every switch participating in the routing process sends an update

nmessage (response nessage) to all its neighbor switches once every
FULL_UPDATE _TI ME (10 seconds). For the periodic update, a response
packet (s) is used. The destination address is always 00000001. An

updat e nessage contains the entire SSP routing table. The maxi mum

packet size is 512byte. Thus, an update nmessage may require severa
packets to be packed.

(3) Triggered Update

When a route in the unicast routing table is changed or a | ocal port
goes down, the switch advertises a triggered update packet wi thout
waiting for the full update time. The difference between triggered
update and the other update is that triggered updates do not have to
include the entire routing table. Only changed entries should be

i ncluded. Triggered update nmay be suppressed if a regular periodic
update is due.

Note that when a route is advertised as unreachable (metric 16) by
an adj acent switch, update process is triggered as well as
expiration of the route in the local swtch.

(4) On Ternination

VWhen a switch goes down, it is desirable to advertise all the routes
with netric 16, that is, unreachable.

5.4 Recei ving Routing Messages
When a switch receives an update, it first checks the version nunber.

If it is not 1, the update packet is silently discarded. O herw se,
it processes the entries in it one by one.
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For each entry, the address famly identifier is checked. If it is

not 2, the entry is ignored. Otherwi se, the netric is checked. The

val ue should be between 0 and 31. An entry with illegal metric is

i gnored. Next, the HDLC address and the subnet mask is checked. An

entry with an invalid address such as broadcast is ignored. If the

entry passed all these validation checks, it is processed according
to the follow ng steps;

Step 1 - Process Poi soned Reverse

If the netric value is between 0 and 16, it is an uni cast
informati on. Go ahead to Step 2.

If the metric value is between 17 and 31, it indicates poi soned
reverse, that the |local switch has been chosen as the next hop for
the route. However, if the corresponding entry is not included in the
current routing table or the message is froma port connected to its
upstream switch, the message is illegal -- ignore it and return to
Step 1 to process the next entry. O herw se,

(1) Initialize the PORT_EXPI RATI ON_TI MER corresponding to the
downst ream port.
(2) Operate the FORWARD DELAY TIMER as foll ows;

(2-1) If the broadcast/multicast forwardi ng was al ready
enabl ed, go to (3).

(2-2) If the FORWARD DELAY_TI MER corresponding to the
downstream port was already started, increment the
timer. If the tiner expires, mark the bit in the
broadcast/nmulticast routing table corresponding to the
port and stop the tinmer.

(2-2) O herw se, start the FORWARD _DELAY_TI MER

(3) Return to Step 1 to process the next entry.

Step 2 - Process Unicast Routing Information

First, add the cost associated with the link, usually 1, to the
metric. If the result is greater than 16, 16 is used. Then, | ook up
the unicast routing table for the corresponding entry. There are two
cases.

Case 1 no corresponding entry is found
If the newnetric is 16, return to step 1 to process the next
entry. Oherw se,

(1) Create a newroute entry in the routing table
(2) Initialize EXPl RATI ON_TI MER and GC_TI MER
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(3) The port corresponding to the new route is the next _hop port
for the route. Thus, mark the bit in the broadcast/multicast
routing table corresponding to the new next_hop port and
start FORWARD DELAY TIMER |If this newroute is for the
switch with the mnimum swi tch nunber, select it as the VSS
and use its broadcast/nulticast routing table. (See NOTE 1.)

(4) Set the route change flag and i nvoke triggered update process

(5) Return to step 1 to process the next entry.

[ NOTE 1]
There are two inpl enentati ons;

(1) Prepare a spanning tree for each route and use
only one corresponding to the current VSS. In this
case, each unicast route entry has a broadcast/ uni cast
routing table.

(2) Prepare only one spanning tree corresponding to the
current VSS. In this case, a switch has only one
broadcast/nmulticast routing table.

In this docunment, the forner is assuned.

Case 2. A corresponding entry is found

In this case, the update nmessage is processed differently
according to the new netric val ue.

(a) new metric < 16 & new netric > current_netric

(1)If and only if the update is fromthe same port(next_hop
port) as the existing one,
(1-1) Update the entry
(1-2) Initialize EXPI RATION_TI MER and GC_TI MER

(2) If the corresponding bit to the port, which the update
nmessage is received, is marked in the broadcast/multicast
routing table, clear the bit.

(3) Return to Step 1 and process the next entry.

(b) new metric < 16 & new netric < current_netric

(1) Update the entry and clear the bit in the
broadcast/nulticast routing table corresponding to the old
next hop port.

(2) Initialize EXPIRATION TI MER, GC TI MER, and
PORT_EXPI RATI ON_TI MER for the new next hop port.

(3) Mark a bit in the broadcast/multicast routing table
correspondi ng to the new next _hop port and start
FORWARD_DELAY_TI MER
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(4) Set the route change flag and i nvoke triggered update with
poi soned reverse for the new next_hop.
(5) Return to Step 1 to process the next entry.

(c) new nmetric < 16 & new nmetric = current_netric

If a newroute with the sane netric value as the existing
routing table entry is received, use the old one as foll ows;

(1) If the new next hop is equal to the current one,
initialize EXPI RATION TI MER and GC _TI MER. O herwi se,
i gnore this update.

(2) If the bit corresponding to the port, fromwhich the
updat e nessage was received, is marked in the
broadcast/nulticast routing table, clear the bit.

(3) Return to Step 1 to process the next entry.

(d) the new netric = 16 & the new next hop = the current one

If the current nmetric is not equal to 16, this is a new

unreachabl e i nformati on. Then

(1) Update the entry and clear the bit in the
broadcast/nulticast routing table corresponding to the old
next hop port.

(2) If this route is for the current VSS, select a new VSS in
the valid routing table entries. Valid nmeans that the
destination is reachable.

(3) Set the route change flag and i nvoke triggered update
process to notify the unreachable route.

O herw se,
do nothing and return to Step 1 to process the next entry.

(e) the newnetric = 16 & the new next hop /= the current one
(1) If the bit corresponding to the port, from which the
updat e nessage was received, is marked in the

broadcast/nmulticast routing table, clear the bit.
(2) Return to Step 1 to process the next entry.

Mur akam & Maruyama I nf or mati onal [ Page 19]



RFC 2174 MAPGS June 1997

5.5 Timers

The tiner routine increments the following tiners and executes its
associ ated process on their expiration.

(1) EXPI RATI ON_TI MER and GC_TI MER

The EXPI RATI ON_TI MERs and GC Tl MERs of each entry in the unicast
routing table are increnented every FULL_UPDATE TI ME (10 seconds by
default). When a EXPI RATI ON Tl MER expires, the metric is changed to
unr eachabl e(16), update process is triggered, and GC TIMER is
started. When a GC TIMER expires, the entry is deleted fromthe

| ocal routing table. EXPIRATION TI MER and GC TI MER are cl eared every
time a switch receives a routing update

(2) FORWARD_DELAY_TI MER

FORWARD DELAY TIMER is conpletely handled in the receive process and
has no relation to the timer routine.

(3) PORT_EXPI RATI ON_TI MER

PORT_EXPI RATI ON_TI MERs associated with each bit in the
broadcast/nmulticast routing table are increnented every
FULL_UPDATE TI ME (10 seconds by default). When the tiner expires,
the correspondi ng downstream switch is considered to be down and the
corresponding bit in the broadcast/multicast routing table is
cleared. This timer is cleared by the receive process every tine a
poi soned reverse packet is received fromthe correspondi ng swtch.

6. Further considerations on inplenmentation
6.1 Port State

A switch assunes that every port is connected to a switch initially.
Thus, it sends update packets to every port. Wen a node is connected
to a port, the switch recognizes it by receiving an NSP request
packet, and stops sending SSP packets to the port. Wenever a swtch
detects a connection failure such as |oss of signal and out-of-
synchroni zation, it should clear the internal state table
correspondi ng of the port.

6.2 Hal f way connection problem
A port consists of two channels, transnmit and receive. Although it is
easy for a node or a switch to detect a receive channel failure,

transmt channel failure may not be detected, causing half way
connection. This results in a black hole.
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Thus, whenever a switch receives a SSP update packet froma port, it
SHOULD check the status of the corresponding transmit channel

SONET/ SDH has a feedback nechani smfor that purpose. The status of
the local transmt channel received at the rennte end can be sent
back utilizing the overhead part, FEBE(Far End Bl ock Error) and
FERF(Far End Receive Failure), of the correspondi ng receive channel

If the signals indicates that the transmit channel has a problem the
SSP packet received fromthe renpte end shoul d be silently discarded.
However, some SONET/ SDH servi ces do not provide path overhead
transparency.

Al t hough, SONET/ SDH APS( Aut omatic Protection Sw tching) can be
utilized to switch service froma failed line to a spare line, the
function is out of scope of this protocol

7. Security Considerations
Security issues are not discussed in this nmeno.
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