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Abstract

The MARS npdel (RFC2022) provides a solution to intra-LISIP

nmul ticasting over ATM establishing and nmanagi ng the use of ATM pt-
npt SVCs for IP multicast packet forwarding. Inter-LIS multicast
forwarding is achieved using Mouters, in a simlar manner to which
the "C assical |IP over ATM' nodel uses Routers to inter-connect LI Ses
for unicast traffic. The devel opnent of unicast |IP shortcut

nmechani sns (e.g. NHRP) has | ed sone people to request the

devel opnent of a Miulticast equivalent. There are a nunber of

di fferent approaches. This docunent focuses exclusively on the

probl ems associated with extending the MARS nodel to cover multiple
clusters or clusters spanning nore than one subnet. It describes a
hypot heti cal sol ution, dubbed "Very Extensive NonUni cast Service"
(VENUS), and shows how conpl ex such a service would be. It is also
noted that VENUS ultimately has the | ook and feel of a single, |arge
cluster using a distributed MARS. This docunment is being issued to
help focus ION efforts towards alternative solutions for establishing
ATM | evel multicast connections between LI Ses.

1. Introduction

The cl assical nodel of the Internet running over an ATM cl oud
consists of nultiple Logical |IP Subnets (LISs) interconnected by IP
Routers [1]. The evolving IP Milticast over ATM sol ution (the "MARS
nodel " [2]) retains the classical nodel. The LIS becomes a "MARS
Cluster", and Custers are interconnected by conventional IP

Mul ticast routers (Mouters).

The devel opnent of NHRP [3], a protocol for discovering and managi ng
uni cast forwardi ng paths that bypass IP routers, has led to sone
calls for an IP multicast equivalent. Unfortunately, the IP

mul ticast service is a rather different beast to the | P unicast
service. This docunent ains to explain how nuch of what has been

| earned during the devel opnent of NHRP nust be carefully scrutinized
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before being re-applied to the nulticast scenario. |ndeed, the
service provided by the MARS and MARS Clients in [2] are al npbst
orthogonal to the |IP unicast service over ATM

For the sake of discussion, let's call this hypothetical nulticast
shortcut discovery protocol the "Very Extensive Non-Unicast Service"
(VENUS). A "VENUS Donmin" is defined as the set of hosts fromtwo or
nore participating Logical |IP Subnets (LISs). A multicast shortcut
connection is a point to nultipoint SVC whose | eaf nodes are
scattered around the VENUS Domain. (It will be noted in section 2
that a VENUS Dormai n m ght consist of a single MARS Cl uster spanning
nmultiple LISs, or multiple MARS Clusters.)

VENUS faces a nunber of fundanental problens. The first is exploding
the scope over which individual IP/ATMinterfaces nust track and
react to I P multicast group nenbership changes. Under the classical

| P routing nodel Mouters act as aggregation points for multicast
traffic flows in and out of Clusters [4]. They also act as
aggregators of group nmenbership change information - only the | P/ ATM
interfaces within each Custer need to know the specific identities
of their local (intra-cluster) group nmenbers at any given tinmne.
However, once you have sources within a VENUS Domai n establi shing
shortcut connections the data and signaling plane aggregati on of
Mouters is lost. In order for all possible sources throughout a
VENUS Donai n to nanage their outgoing pt-npt SVCs they nust be kept
aware of MARS JO Ns and MARS LEAVEs occuring in every MARS O uster
that makes up a VENUS Donain. The nett effect is that a VENUS domain
| ooks very sinmilar to a single, large distributed MARS Cl uster.

A second problemis the inpact that shortcut connections will have on
IP level Inter Domain Multicast Routing (I DVR) protocols. Milticast
groups have nmany sources and many destinations scattered anongst the
participating Clusters. |IDVR protocols assunme that they can cal cul ate
efficient inter-Cluster multicast trees by aggregating individual
sources or group nenbers in any given Cluster (subnet) behind the
Mouter serving that Cluster. |If sources are able to sinply bypass an
Mouter we introduce a requirenment that the exi stence of each and
every shortcut connection be propagated into the |IDVR deci sion making
processes. The IDVR protocols may need to adapt when a source’s
traffic bypasses its local Mouter(s) and is injected into Mouters
at nore distant points on the IP-level multicast distribution tree.
(This issue has been |l ooked at in [7], focussing on building
forwarding trees within networks where the termnation points are
smal |l in nunber and sparsely distributed. VENUS introduces tougher
requi rements by assuming that multicast group nmenbership nay be dense
across the region of interest.)
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This docunent will focus primarily on the internal problens of a
VENUS Donmain, and | eave the IDVMR interactions for future anal ysis.

2. What does it nean to "shortcut" ?

Before going further it is worth considering both the definition of
the Cluster, and two possible definitions of "shortcut".

2.1 What is a Custer?

In [2] a MARS Cluster is defined as the set of IP/ATMinterfaces that
are willing to engage in direct, ATMIlevel pt-npt SVCs to performIP
nmul ticast packet forwarding. Each IP/ATMinterface (a MARS dient)
nust keep state information regarding the ATM addresses of each | eaf
node (recipient) of each pt-npt SVC it has open. In addition, each
MARS Client receives MARS JO N and MARS_LEAVE nessages fromthe MARS
whenever there is a requirenent that Cients around the C uster need
to update their pt-npt SVCs for a given IP nulticast group

It is worth noting that no MARS Client has any concept of how big its
local cluster is - this know edge is kept only by the MARS that a
given Client is registered with.

Fundanental ly the Cluster (and the MARS nodel as a whole) is a
response to the requirenent that any multicast |IP/ATMinterface using
pt-npt SVCs must, as group nmenbershi p changes, add and drop | eaf
nodes itself. This nmeans that sone nmechani sm spanning all possible
group menmbers within the scopes of these pt-nmpt SVCs, is required to
col l ect group nmenbership information and distribute it in a timely
fashion to those interfaces. This is the MARS Cluster, with certain
scaling limts described in [4].

2.2 LIS/ uster boundary "shortcut"

The currently popul ar definition of "shortcut” is based on the

exi stence of unicast LIS boundaries. It is tied to the notion that
LI S boundari es have physical routers, and cutting through a LIS
boundary means bypassing a router. Intelligently bypassing routers
that sit at the edges of LISs has been the goal of NHRP. Di scovering
the ATM |l evel identity of an IP endpoint in a different LIS allows a
direct SVC to be established, thus shortcutting the logical IP

topol ogy (and very real routers) along the unicast path from source
to destination.

For simplicity of early adoption RFC2022 recomrends that a Cluster’s
scope be nade equivalent to that of a LIS. Under these circunstances
the "Cassical IP" routing nodel places Mouters at LIS/ C uster
boundari es, and multicast shortcutting nust involve bypassing the
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sanme physical routing entities as unicast shortcutting. Each MARS
Cluster would be independent and contain only those IP/ATMinterfaces
that had been assigned to the sane LIS.

As a consequence, a VENUS Dormai n covering the hosts in a nunmber of

LI S/ usters woul d have to co-ordi nate each individual MARS from each
LI S/Cluster (to ensure group nmenbership updates from around t he VENUS
Domai n were propagated correctly).

2.3 Big Custer, LIS boundary "shortcut"

The MARS npdel's fundanental definition of a Cluster was deliberately
created to be independent of unicast term nology. Al though not
currently well understood, it is possible to build a single MARS
Cluster that enconpasses the nmenbers of nmultiple LISs. As expected,
inter-LIS unicast traffic would pass through (or bypass, if using
NHRP) routers on the LIS boundaries. Al so as expected, each | P/ ATM
interface, acting as a MARS Cient, would forward their IP multicast
packets directly to intra-cluster group nenbers. However, because the
direct intra-cluster SVCs woul d exi st between hosts fromthe
different LISs naking up the cluster, this could be considered a
"shortcut" of the unicast LIS boundaries.

Thi s approach i mmedi ately brings up the problemof how the |IDWR
protocols will react. Mouters only need to exist at the edges of
Clusters. In the case of a single Cluster spanning nultiple LISs,
each LIS becones hidden behind the Mouter at the Custer’s edge.
This is arguably not a big problemif the Cluster is a stub on an

I DMR protocol’s nulticast distribution tree, and if there is only a
single Mouter in or out of the Cluster. Problens arise when two or
nore Mouters are attached to the edges of the Cluster, and the
Cluster is used for transit multicast traffic. Each Mouter’s
interface is assigned a unicast identity (e.g. that of the unicast
router containing the Mouter). IDVR protocols that filter packets
based on the correctness of the upstream source may be confused at
receiving IP nulticast packets directly fromanother Mouter in the
sanme cluster but notionally "belonging” to an LIS nultiple unicast IP
hops away.

Adj usting the packet filtering algorithms of Mouters is something
that needs to be addressed by any nulticast shortcut schene. It has
been noted before and a solution proposed in [7]. For the sake of
argunent this document will assume the problem sol vable. (However, it
is important that any solution scales well under general topologies
and group nenbership densities.)
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A mlti-LIS MARS C uster can be considered a sinple VENUS Donai n.
Since it is a single Cluster it can be scaled using the distributed
MARS sol utions currently being devel oped within the | ETF [5, 6].

3. So what must VENUS | ook |ike?

A nunber of functions that occur in the MARS nodel are fundanental to
the probl em of managing root controlled, pt-nmpt SVCs. The initial
setup of the forwarding SVC by any one MARS Client requires a

qguery/ response exchange with the Cient’s |local MARS, establishing
who the current group menbers are (i.e. what |eaf nodes should be on
the SVC). Followi ng SVC establishnment conmes the managenent phase -
MARS Clients need to be kept inforned of group nenbership changes
within the scopes of their SVCs, so that |eaf nodes may be added or
dropped as appropri ate.

For intra-cluster nulticasting the current MARS approach is our
solution for these two phases.

For the rest of this document we will focus on what VENUS woul d | ook
i ke when a VENUS Donmain spans nultiple MARS Clusters. Under such

ci rcunst ances VENUS is a nechani sm co-ordinating the MARS entities of
each participating cluster. Each MARS is kept up to date with
sufficient domai n-wide information to support both phases of client
operation (SVC establishnment and SVC nmanagenent) when the SVC s
endpoi nts are outside the i medi ate scope of a client’s |ocal MARS.
Inside a VENUS Domain a MARS Client is supplied information on group
menbers fromall participating clusters.

The foll owi ng subsections | ook at the problens associated with both
of these phases independently. To a first approxi nation the probl ens
identified are independent of the possible inter-MARS mechani sms. The
reader may assune the MARS in any cluster has sonme undefined

mechani sm for communi cating with the MARSs of clusters i mediately
adjacent to its own cluster (i.e. connected by a single Mouter hop).

3.1 SVC establishnent - answering a MARS REQUEST.

The SVC establishnent phase contains a nunmber of inter-related
pr obl emns.

First, the target of a MARS REQUEST (an |IP multicast group) is an
abstract entity. Let us assune that VENUS does not require every MARS
to know the entire list of group nenbers across the participating
clusters. In this case each time a MARS REQUEST is received by a
MARS froma local client, the MARS nust construct a sequence of

MARS MJULTIs based on locally held information (on intra-cluster
nmenbers) and renotely solicited information.
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So how does it solicit this information? Unlike the unicast
situation, there is no definite, single direction to route a

MARS REQUEST across the participating clusters. The only "right"
approach is to send the MARS REQUEST to all clusters, since group
menbers may exi st anywhere and everywhere. Let us all ow one obvious
optim zation - the MARS REQUEST is propagated along the IP nulticast
forwarding tree that has been established for the target group by
what ever I DVR protocol is running at the tine.

As noted in [4] there are various reasons why a Cluster’s scope be
kept limted. Some of these (MARS Client or ATMNIC Iimtations)
inmply that the VENUS di scovery process not return nore group nenbers
in the MARS MULTIs that the requesting MARS Client can handle. This
provides VENUS with an interesting problem of propagating out the
origi nal MARS_REQUEST, but curtailing the MARS_REQUESTs propagati on
when a sufficient nunmber of group nenbers have been identified.
Viewed froma different perspective, this neans that the scope of
short cut achi evabl e by any given MARS Client may depend greatly on
the shape of the IP forwarding tree away fromits location (and the
density of group nenmbers within clusters along the tree) at the tine
the request was issued.

How might we imt the number of group nenbers returned to a given
MARS Client? Adding a limt TLV to the MARS REQUEST itself is

trivial. At first glance it mght appear that when the limt is being
reached we coul d sumarize the next cluster along the tree by the ATM
address of the Mouter into that cluster. The nett effect would be
that the MARS Client establishes a shortcut to nany hosts that are

i nside closer clusters, and passes its traffic to nore distant
clusters through the distant Mouter. However, this approach only

wor ks passably well for a very sinplistic nulticast topology (e.g. a

| i near concatenation of clusters).

In a nore general topology the IP nmulticast forwarding tree away from
the requesting MARS Client will branch a number of tines, requiring
the MARS REQUEST to be replicated al ong each branch. Ensuring that
the total nunber of returned group nmenbers does not exceed the
client’s limt becones rather nore difficult to do efficiently.
(VENUS could sinply halve the limt value each time it split a

MARS REQUEST, but this m ght cause group nmenber di scovery on one
branch to end prematurely while all the group nenbers al ong anot her
branch are di scovered w thout reaching the subdivided limt.)

Now consi der this decision nmaking process scattered across all the
clients in all participating clusters. Cients may have different
l[imts on how many group nmenbers they can handle - leading to
situations where different sources can shortcut to different
(sub)sets of the group nenbers scattered across the participating
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clusters (because the IP nulticast forwarding trees fromsenders in
different clusters may result in different di scovery paths being
taken by their MARS REQUESTS.)

Finally, when the MARS REQUEST passes a cluster where the target
group is MCS supported, VENUS nust ensure the ATM address of the MCS
is collected rather than the addresses of the actual group nenbers.
(To do otherwi se would violate the renote cluster’s intra-cluster
decision to use an MCS. The shortcut in this case nust be content to
directly reach the rempte cluster’s MS.)

(A solution to part of this problemwould be to ensure that a VENUS
Domai n never has nmore MARS Cients throughout than the clients are
capabl e of adding as |eaf nodes. This may or may not appeal to
people’'s desire for generality of a VENUS solution. It also would
appear to beg the question of why the problemof nultiple-LIS
multicasting isn't solved sinply by creating a single big MARS
Cluster.)

3.2 SVC managenent - tracking group nmenbershi p changes.

Once a client’s pt-nmpt SVC is established, it nust be kept up to
date. The consequence of this is sinple, and potentially
devastating: The MARS JO Ns and MARS LEAVEs fromevery MARS Client in
every participating cluster nust be propagated to every possible
sender in every participating cluster (this applies to groups that
are VC Mesh supported - groups that are MCS supported in sone or al
participating clusters introduce conplications described bel ow).
Unfortunately, the consequential signaling load (as all the
participating MARSs start broadcasting their MARS JO N LEAVE
activity) is not localized to clusters containing MARS Clients who
have established shortcut SVCs. Since the IP nulticast nodel is Any
to Multipoint, and you can never know where there nay be source MARS
Clients, the JONs and LEAVES nust be propagated everywhere, always,
just in case. (This is sinply a larger scale version of sending JONs
and LEAVEs to every cluster nenber over ClusterControl VC, and for
exactly the sane reason.)

The use of MCSs in sone clusters instead of VC Meshes significantly
conplicates the situation, as does the initial scoping of a client’s
shortcut during the SVC establishnment phase (described in the
precedi ng section).

In Custers where MCSs are supporting certain groups, MARS JO Ns or
MARS_LEAVEs are only propagated to MARS Clients when an MCS cones or
goes. However, it is not clear how to effectively acconmpdate the
current MARS_M GRATE functionality (that allows a previously VC Mesh
based group to be shifted to an MCS within the scope of a single
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cluster). If an MCS starts up within a single Cluster, it is possible
to shift all the intra-cluster senders to the MCS usi ng MARS_M GRATE
as currently described in the MARS nodel. However, MARS Clients in
renote clusters that have shortcut SVCs into the |local cluster also
need sone signal to shift (otherwise they will continue to send their
packets directly to the group nmenbers in the local cluster).

This is a non-trivial requirenent, since we only want to force the
renote MARS Clients to drop sonme of their |eaf nodes (the ones to
clients within the Cluster that now has an MCS), add the new MCS as a
| eaf node, and | eave all their other |eaf nodes untouched (the cut-
through connections to other clusters). Sinply broadcasting the
MARS M GRATE around all participating clusters would certainly not
wor k. VENUS needs a new control nessage with semantics of "repl aced
| eaf nodes {x, y, z} with | eaf node {a}, and | eave the rest al one".
Such a nessage is easy to define, but harder to use.

Anot her issue for SVC managenent is that the scope over which a MARS
Client needs to receive JONs and LEAVEs needs to respect the
Client’s limted capacity for handling | eaf nodes onits SVC. If the
MARS Client initially issued a MARS_REQUEST and indicated it could
handl e 1000 | eaf nodes, it is not clear how to ensure that subsequent
joins of new nenbers wont exceed that limt. Furthernore, if the SVC
est abl i shnent phase decided that the SVC would stop at a particul ar
Mouter (due to leaf node limts being reached), the Cient probably
shoul d not be receiving direct MARS JO N or MARS LEAVE nessages
pertaining to activity in the cluster "behind" this Mouter. (To do
otherwi se could lead to multiple copies of the source client’s
packets reaching group nenbers inside the renote cluster - one

versi on through the Mouter, and another on the direct SVC connection
that the source client would establish after receiving a subsequent,
gl obal MARS JO N regarding a host inside the renpte cluster.)

Anot her scenario involves the density of group nembers al ong the | DVR
multicast tree increasing with tine after the initial MARS REQUEST is
answer ed. Subsequent JONs from Cluster nmenbers may dictate that a
"“closer" Mouter be used to aggregate the source’s outbound traffic
(so as not to exceed the source’s |leaf node linmtations). Howto
dynamical ly shift between termnminating on hosts within a Cluster, and
term nating on a cluster’s edge Mouter, is an open question.

To conplicate matters further, this scoping of the VENUS donai n-w de
propagati on of MARS JO Ns and MARS LEAVEs needs to be on a per-
source- cluster basis, at least. If MARS Clients within the sane
cluster have different leaf node limts, the problemworsens. Under
such circumstances, one client may have been able to establish a
shortcut SVC directly into a renmote cluster while a second client -
in the same source cluster - may have been forced to termnate its
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shortcut on the renote cluster’'s Mouter. The first client obviously
needs to know about group nenbership changes in the renote cluster,
whi | st the second client does not. Propagating these JO N LEAVE
nmessages on ClusterControl VC in the source cluster will not work -
the MARS for the source cluster will need to explicitly send copies
of the JO N LEAVE nessages only to those MARS Cients whose prior SVC
est abl i shnent phase indicates they need them Propagation of nmessages
to indicate a VC Mesh to MCS transition within clusters may al so need
to take account of the |leaf node linmitations of MARS Clients. The
scaling characteristics of this problemare left to the readers

i magi nati on.

It was noted in the previous section that a VENUS donain coul d be
l[imted to ensure there are never nore MARS Cients than any one
client’s leaf node limt. This would certainly avoid the need to for
conpl i cated MARS JO N LEAVE propagati on mechani sms. However, it begs
the question of how different the VENUS domain then becones from a
single, large MARS O uster.

4. What is the value in bypassing Mouters?

This is a good question, since the whole aimof devel oping a shortcut
connection mechanismis predicated on the assunption that bypassing
IP level entities is always a "win". However, this is arguably not
true for multicast.

The nost inmportant observation that should be nmade about shortcut
connection scenarios is that they increase the exposure of any given
IP/ATMinterface to externally generated SVCs. If there are a
potential 1000 senders in a VENUS Domain, then you (as a group
nenber) open yourself up to a potential demand for 1000 instances of
your re-assenbly engine (and 1000 distinct incom ng SVCs, when you
get added as a | eaf node to each sender’s pt-nmpt SVC, which your

| ocal switch port nust be able to support).

It should be no surprise that the ATM Il evel scaling limts applicable
to a single MARS Cluster [4] will also apply to a VENUS Donmain. Again
we're up agai nst the question of why you'd bypass an Mouter. As
noted in [4] Mouters performa useful function of data path
aggregation - 100 senders in one cluster become 1 pt-npt SVC out of
the Mouter into the next cluster along the tree. They al so hide MARS
signaling activity - individual group menbership changes in one
cluster are hidden fromI|P/ATMinterfaces in surrounding clusters.
The | oss of these benefits nust be factored into any network desi gned
to utilize nulticast shortcut connections.
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(For the sake of conpl eteness, it nmust be noted that extrenely poor
m smat ches of | P and ATM topol ogi es may nmake M outer bypass
attractive if it inproves the use of the underlying ATM cl oud. There
may al so be benefits in renoving the additional re-

assenbl y/ segnent ati on | atenci es of having packets pass through an

M outer. However, a VENUS Domain ascertained to be small enough to
avoid the scaling limts in [4] mght just as well be constructed as
a single large MARS Cluster. A large cluster also avoids a

topol ogi cal mismatch between I P Mouters and ATM swi tches.)

5. Relationship to Distributed MARS protocol s.

The 1 ON working group is |ooking closely at the devel opnent of

di stributed MARS architectures. An outline of sone issues is provided
in[5,6]. As noted earlier in this docunent the problem space | ooks
very simlar that faced by our hypothetical VENUS Domai n. For

exanpl e, in the | oad-sharing distributed MARS nodel :

- The Cluster is partitioned into sub-clusters.

- Each Active MARS is assigned a particular sub-cluster, and uses
its own sub-ClusterControl VC to propagate JO N LEAVE messages to
menbers of its sub-cluster.

- The MARS REQUEST from any sub-cluster nmenber must return
information fromall the sub-clusters, so as to ensure that all a
group’ s menbers across the cluster are identified.

- G oup menbership changes in any one sub-cl uster nust be
i medi ately propagated to all the other sub-clusters.

There is a clear analogy to be nade between a distributed MARS
Cluster, and a VENUS Donmain made up of nultiple single-MARS C usters.
The information that nust be shared between sub-clusters in a
distributed MARS scenario is simlar to the information that nmust be
shared between Clusters in a VENUS Domai n.

The distributed MARS problemis slightly sinpler than that faced by
VENUS:

- There are no Mouters (IDVR nodes) within the scope of the
di stributed O uster.

- In a distributed MARS Cl uster an MCS supported group uses the
same MCS across all the sub-clusters (unlike the VENUS Domai n,
where conplete generality makes it necessary to cope with m xtures
of MCS and VC Mesh based Cl usters).
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6. Concl usi on.

Thi s docunent has described a hypothetical nulticast shortcut
connection schene, dubbed "Very Extensive NonUni cast Service"

(VENUS). The two phases of nulticast support - SVC establishnent,
and SVC nanagenent - are shown to be essential whether the scope is a
Cluster or a wider VENUS Donain. It has been shown that once the
potential scope of a pt-npt SVC at establishnent phase has been
expanded, the scope of the SVC managenment mechani smmust sinmilarly be
expanded. This neans tinely tracking and propagati on of group
menber shi p changes across the entire scope of a VENUS Domai n

It has al so been noted that there is little difference in result

bet ween a VENUS Donain and a | arge MARS Cluster. Both suffer fromthe
same fundamental scaling limtations, and both can be arranged to
provi de shortcut of unicast routing boundaries. However, a conpletely
general multi-cluster VENUS sol ution ends up being nore conplex. It
needs to deal with bypassed M outer boundaries, and dynamically
changi ng group nenbership densities along nulticast distribution
trees established by the I DVR protocols in use.

No sol utions have been presented. This docunment’s role is to provide
context for future devel opnents.
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Security Considerations

This meno addresses specific scaling issues associated with the

ext ension of the MARS architecture beyond that described in RFC 2022.
It is an Informational meno, and does not nandate any additiona

prot ocol behavi ors beyond those described in RFC 2022. As such, the
security inplications are no greater or less than the inplications

i nherent in RFC 2022. Shoul d enhancenents to security be required,
they would need to be added as an extension to the base architecture
in RFC 2022.
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