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ABSTRACT

Thi s docunent proposes a sinple extension to HTTP, using a new
"Meter" header, which pernits a limted form of denographic
information (colloquially called "hit-counts") to be reported by
caches to origin servers, in a nmore efficient manner than the
"cache-busting" techniques currently used. It also pernmits an origin
server to control the nunber of tinmes a cache uses a cached response,
and outlines a technique that origin servers can use to capture
referral information w thout "cache-busting."
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nt roducti on

For a variety of reasons, content providers want to be able to
collect information on the frequency with which their content is
accessed. This desire |leads to sone of the "cache-busting" done by
exi sting servers. ("Cache-busting"” is the use by servers of

techni ques intended to prevent caching of responses; it is unknown
exactly how comon this is.) This kind of cache-busting is done not
for the purpose of nmintaining transparency or security properties,
but sinmply to collect denmpgraphic information. Some cache-busting is
al so done to provide different advertising inmages to appear on the
same page (i.e., each retrieval of the page sees a different ad).

Thi s proposal supports a nodel simlar to that of publishers of
har d- copy publications: such publishers (try to) report to their
advertisers how many people read an issue of a publication at |east
once; they don’t (try to) report how many tinmes a reader re-reads an
i ssue. They do this by counting copies published, and then try to
estimate, for their publication, on average how many people read a
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e copy at |east once. The key point is that the results aren't

, but are still useful. Another nodel is that of coding
ries in such a way that the advertiser can tell which
cation produced the inquiry.

s, non-goals, and limtations

1.1 already allows origin servers to prevent caching of

nses, and evidence exists [9] that at |east sonme of the ting,
this is being done for the sole purpose of collecting counts of the

r of accesses of specific pages. Sone of this evidence is

red fromthe study of proxy traces; some is based on explicit

nents of the intention of the operators of Wb servers.

mati on collected this way mght or might not be of actual use to

eople who collect it; the fact is that they want to coll ect
ready do so.

oal of this proposal is to provide an optional performance

optim zation for this use of HITP/ 1. 1.

Thi s

The ¢

Mogul &

specification is:
Optional: no server or proxy is required to inplenent it.

Proxy-centered: there is no involvenent on the part of
end-client inplenmentations.

Solely a performance optim zation: it provides no
information or functionality that is not already avail able
in HTTP/1.1. The intent is to inprove performance overall
and reduce latency for alnobst all interactions; |atency

m ght be increased for a snall fraction of HTTP

i nteractions.

Best-efforts: it does not guarantee the accuracy of the
reported information, although it does provide accurate
results in the absence of persistent network failures or
host crashes.

Neutral with respect to privacy: it reveals to servers no
i nformati on about clients that is not already avail abl e
through the existing features of HITP/ 1. 1.

oal s of this specification do not include:

Solving the entire problem of efficiently obtaining
ext ensi ve informati on about requests nmade via proxies.

it,
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| mprovi ng the protection of user privacy (although our
proposal may reduce the transfer of user-specific
information to servers, it does not prevent it).

- Preventing or encouraging the use of |og-exchange
mechani sns.

- Avoiding all forns of "cache-busting", or even al
cache-busting done for gathering counts.

This design has certain potential limtations:

- If it is not deployed widely in both proxies and servers,
it will provide little benefit.

- It may, by partially solving the hit-counting problem
reduce the pressure to adopt nore conplete solutions, if
any becone avail abl e.

- BEven if widely deployed, it might not be widely used, and
so might not significantly inprove perfornance.

These potential limtations mght not be problens in actual practice.
1.2 Brief summary of the design

This section is included for people not wishing to read the entire
docunent; it is not a specification for the proposed design, and
over-sinplifies many aspects of the design

The goal of this designis to elimnate the need for origin servers
to use "cache-busting" techni ques, when this is done just for the
pur pose of counting the nunber of users of a resource. (Cache-
busting includes techniques such as setting i medi ate Expiration
dates, or sending "Cache-control: private" in each response.)

The design adds a new "Meter" header to HITP; the header is always
protected by the "Connection" header, and so is always hop-by-hop
Thi s mechani smallows the construction of a "netering subtree", which
is a connected subtree of proxies, rooted at an origin server. Only
those proxies that explicitly volunteer to join in the netering
subtree for a resource participate in hit-metering, but those proxies
that do volunteer are required to nake their best effort to provide
accurate counts. Wen a hit-nmetered response is forwarded outside of
the nmetering subtree, the forwardi ng proxy adds "Cache-control: s-
maxage=0", so that other proxies (outside the netering subtree) are
forced to forward all requests to a server in the netering subtree.
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NOTE: the HTTP/ 1.1 specification does not currently define a "s-
maxage" Cache-control directive. The HTTP working group has
deci ded to add such a directive to the next revision of the

HTTP/ 1.1 specification [7].

The Meter header carries zero or nore directives, simlar to the way
that the Cache-control header carries directives. Proxies nmay use
certain Meter directives to volunteer to do hit-nmetering for a
resource. |f a proxy does volunteer, the server nay use certain
directives to require that a response be hit-nmetered. Finally,
proxi es use a "count” Meter directive to report the accumnul ated hit
counts.

The Meter mechani smcan al so be used by a server to limt the nunber
of uses that a cache may nake of a cached response, before
revalidating it.

The full specification includes conplete rules for counting "uses" of
a response (e.g., non-conditional CGETs) and "reuses" (conditiona
CETs). These rules ensure that the results are entirely consistent
in all cases, except when systens or networks fail

1.3 Term nol ogy

Thi s docunent uses terns defined and explained in the HTTP/ 1.1
specification [4], including "origin server," "resource," "hop-by-
hop," "unconditional GET," and "conditional GET." The reader is
expected to be famliar with the HTTP/ 1.1 specification and its

t er m nol ogy.

The key words "MJST", "MJST NOT", "REQUI RED', "SHOULD', SHOULD NOT",
"RECOVMMENDED', "MAY", and "OPTIONAL" in this docunent are to be
interpreted as described in RFC 2119 [1].

2 Overvi ew

The design described in this docunment introduces several new features
to HITP:

- Ht-metering: allows an origin server to obtain reasonably
accurate counts of the nunber of clients using a resource
i nstance via a proxy cache, or a hierarchy of proxy caches.

- Usage-limting: allows an origin server to control the
nunber of times a cached response nay be used by a proxy
cache, or a hierarchy of proxy caches, before revalidation
with the origin server.
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These new non-nmandatory features require mnimal new protoco

support, no change in protocol version, relatively little overhead in
nessage headers. The design adds no additional network round-trips
in any critical path that directly affects user-perceived |atency
(see section 4.3 for an anal ysis).

The primary goal of hit-netering and usage-limting is to obviate the
need for an origin server to send "Cache-control: s-nmaxage=0" with
responses for resources whose value is not likely to change

i Mmediately. |n other words, in cases where the only reason for
contacting the origin server on every request that m ght otherw se be
satisfied by a proxy cache entry is to allow the server to coll ect
denographic information or to control the nunber of tines a cache
entry is used, the extension proposed here will avoid a significant
anmount of unnecessary network traffic and | atency.

Thi s design introduces one new "Meter" header, which is used both in
HTTP request nessages and HITP response nessages. The Meter header
is used to transmt a nunber of directives and reports. In
particular, all negotiation of the use of hit-nmetering and usage
limts is done using this header. No other changes to the existing
HTTP/ 1.1 specification [4] are proposed in this docunent.

Thi s design al so introduces several new concepts:

1. The concepts of a "use" of a cache entry, which is when a
proxy returns its entity-body in response to a conditiona
or non-conditional request, and the "reuse" of a cache
entry, which is when a proxy returns a 304 (Not Modified)
response to a conditional request which is satisfied by
that cache entry.

2. The concept of a hit-nmetered resource, for which proxy
caches nake a best-effort attenpt to report accurate
counts of uses and/or reuses to the origin server.

3. The concept of a usage-linited resource, for which the
origin server expects proxy caches to limt the nunber of
uses and/or reuses.

The new Meter directives and reports interact to all ow proxy caches
and servers to cooperate in the collection of denographic data. The
goal is a best-efforts approxi mation of the true nunber of uses

and/ or reuses, not a guaranteed exact count.
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The new Meter directives also allow a server to bound the inaccuracy
of a particular hit-count, by bounding the nunber of uses between
reports. It can also, for exanple, bound the nunmber of tines the
same ad i s shown because of caching.

Section 7.1 describes a way to use server-driven content negotiation
(the Vary header) that allows an HTTP origin server to flexibly
separate requests into categories and count requests by category.

| mpl ement ati on of such a categorized hit counting is likely to be a
very small nodification to nost inplenentations of Vary; some

i mpl enent ati ons may not require any nodification at all

2.1 Discussion

Mappi ng this onto the publishing nodel, a proxy cache woul d increnent
the use-count for a cache entry once for each unconditional GET done
for the entry, and once for each conditional GET that results in
sending a copy of the entry to update a client’s invalid cached copy.
Conditional GETs that result in 304 (Not Mdified) are not included
in the use-count, because they do not result in a new user seeing the
page, but instead signify a repeat view by a user that had seen it
bef ore. However, 304 responses are counted in the reuse-count.

HEADs are not counted at all, because their responses do not contain
an entity-body.

The Meter directives apply only to shared proxy caches, not to end-
client (or other single-user) caches. Single user caches shoul d not
use Meter, because their hits will be automatically counted as a
result of the unconditional GET with which they first fetch the page,
fromeither the origin-server or froma proxy cache. Their
subsequent conditional GETs do not result in a new user seeing the

page.

The nechani sm specified here counts GETs; other nethods either do not
result in a page for the user to read, aren’t cached, or are
"written-through" and so can be directly counted by the origin
server. (If, in the future, a "cachable POST" cane into existence
whereby the entity-body in the POST request was used to select a
cached response, then such POSTs woul d have to be treated just like
GETs.) The applicability of hit-netering to any new HTTP met hods
that m ght be defined in the future is currently unspecifiable.

In the case of multiple caches along a path, a proxy cache does the

obvi ous sunmation when it receives a use-count or reuse-count in a
request from another cache.
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3 Desi gn concepts

In order to allow the introduction of hit-metering and usage-liniting
wi thout requiring a protocol revision, and to ensure a reasonably

cl ose approxi mation of accurate counts, the negotiation of netering
and usage-limting is done hop-by-hop, not end-to-end. |If one
considers the "tree" of proxies that receive, store, and forward a
specific response, the intent of this design is that within sone
(possibly null) "netering subtree", rooted at the origin server, al
proxies are using the hit-netering and/or usage-linmting requested by
the origin server.

Proxies at the |eaves of this subtree will insert a "Cache-control
s- maxage=0" directive, which forces all other proxies (belowthis
subtree) to check with a | eaf of the netering subtree on every
request. However, it does not prevent them from storing and using
the response, if the revalidation succeeds.

No proxy is required to inplenent hit-metering or usage-limnting.
However, any proxy that transmts the Meter header in a request MJST
i mpl ement every unconditional requirement of this specification

wi t hout exception or amendnent.

This is a conservative design, which my sonetinmes fail to take
advantage of hit-netering support in proxies outside the netering
subtree. However, it is likely that without the reliability offered
by a conservative design, nanagers of origin servers with

requi rements for accurate approxi mations will not take advantage of
any hit-metering proposal.

The hit-nmetering/usage-linting nechanismis designed to avoid any
extra network round-trips in the critical path of any client request,
and (as much as possible) to avoi d excessively |engthening HITP
messages.

The Meter header is used to transmt both negotiation information and
nureri ¢ information.

A formal specification for the Meter header appears in section 5; the
foll owi ng di scussion uses an informal approach to inmprove clarity.

3.1 Inplenentation of the "nmetering subtree"”

The "nmetering subtree" approach is inplenented in a sinple,
straightforward way by defining the new "Meter" header as one that
MJST al ways be protected by a Connecti on header in every request or
response. l.e., if the Meter header is present in an HITP nessage,
t hat nessage:
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1. MJST contain "Connection: neter", and MJST be handl ed
according to the HTTP/ 1.1 specification of the Connection
header .

2. MJUST NOT be sent in response to a request froma client
whose version nunber is |ess than HTTP/ 1. 1.

3. MUST NOT be accepted froma client whose version nunber is
| ess than HTTP/ 1. 1.

The reason for the latter two restrictions is to protect against
proxi es that might not properly inplenment the Connecti on header
Q herwi se, a subtree that includes an HTTP/ 1.0 proxy m ght
erroneously appear to be a nmetering subtree.

Note: It appears that for the Connection header mechanismto
function correctly, a systemreceiving an HTTP/ 1.0 (or | ower-
versi on) nmessage that includes a Connection header nust act as if
this header, and all of the headers it protects, ought to have
been renmoved fromthe nessage by an internediate proxy.

Al t hough RFC2068 does not specifically require this behavior, it
appears to be inplied. Oherw se, one could not depend on the
stated property (section 14.10) that the protected options "MJST
NOT be comuni cated by proxies over further connections." This
shoul d probably be clarified in a subsequent draft of the HTTP/ 1.1
speci fication.

Thi s specification does not, in any way, propose a nodification of
the specification of the Connection header

Fromthe point of view of an origin server, the proxies in a metering
subtree work together to obey usage linits and to maintain accurate
usage counts. \When an origin server specifies a usage limt, a proxy
in the netering subtree may subdivide this limt among its children
in the subtree as it sees fit. Simlarly, when a proxy in the
subtree receives a usage report, it ensures that the hits represented
by this report are sunmed properly and reported to the origin server.

VWen a proxy forwards a hit-nmetered or usage-limted response to a
client (proxy or end-client) not in the netering subtree, it MJST
omt the Meter header, and it MJUST add "Cache-control: s-nmaxage=0" to
the response.
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3.2 Format of the Meter header

The Meter header is used to carry zero or nore directives. Miltiple
Met er headers may occur in an HTTP message, but according to the
rules in section 4.2 of the HITP/ 1.1 specification [4], they may be
conbined into a single header (and shoul d be so conbi ned, to reduce
over head) .

For exanple, the foll ow ng sequence of Meter headers

Met er: max-uses=3
Meter: max-reuses=10
Met er: do-report

may be expressed as
Met er: max-uses=3, max-reuses=10, do-report
3.3 Negotiation of hit-netering and usage-liniting

An origin server that wants to collect hit counts for a resource, by
simply forcing all requests to bypass any proxy caches, woul d respond
to requests on the resource with "Cache-control: s-maxage=0". (An
origin server wishing to prevent HTTP/ 1.0 proxies frominproperly
caching the response could also send both "Expires: <now>", to
prevent such caching, and "Cache-control: nmax-age=NNNN', to all ow
newer proxies to cache the response).

The purpose of the Meter header is to obviate the need for "Cache-
control : s-maxage=0" within a netering subtree. Thus, any proxy may
negotiate the use of hit-nmetering and/or usage-limting with the
next-hop server. |If this server is the origin server, or is already
part of a netering subtree (rooted at the origin server), then it may
conpl ete the negotiation, thereby extending the netering subtree to

i ncl ude the new proxy.

To start the negotiation, a proxy sends its request with one of the
following Meter directives:

will-report-and-limt
indicates that the proxy is willing and able to
return usage reports and will obey any usage-limts.

wont - report i ndicates that the proxy will obey usage-limts but
wi Il not send usage reports.
wont-1limt i ndicates that the proxy will not obey usage-linmts

but will send usage reports.
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A proxy willing to neither obey usage-limts nor send usage reports
MUST NOT transnmit a Meter header in the request.

By definition, an enpty Meter header
Met er :
is equivalent to "Meter: will-report-and-limt", and so, by the
definition of the Connection header (see section 14.10 of the
HTTP/ 1.1 specification [4]), a request that contains
Connection: Meter

and no explicit Meter header is equivalent to a request that contains

Connection: Meter
Meter: will-report-and-limt

This nmakes the default case nore efficient.

An origin server that is not interested in netering or usage-liniting
the requested resource sinply ignores the Meter header

If the server wants the proxy to do hit-netering and/or usage-
l[imting, its response should include one or nore of the follow ng
Meter directives:

For hit-netering:

do-report specifies that the proxy MJST send usage reports to
the server.

dont - report specifies that the proxy SHOULD NOT send usage
reports to the server.

ti meout =NNN sets a netering tinmeout of NNN minutes, fromthe tine
that this response was originated, for the reporting
of a hit-count. |If the proxy has a non-zero hit

count for this response when the tineout expires, it
MJST send a report to the server at or before that
time. Inplies "do-report”.

By definition, an enpty Meter header in a response, or any Meter

header that does not contain "dont-report", neans "Meter: do-report”;
this makes a common case nore efficient.
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Note: an origin server using the netering tineout nmechanismto
bound the coll ection period over which hit-counts are obtained
shoul d adjust the tinmeout values in the responses it sends so that
all responses generated within that period reach their metering
timeouts at or before the end of that period.

If the origin server sinply sends a constant netering tinmeout T

with each response for a resource, the reports that it receives

will reflect activity over a period whose duration is between T

and N*T (in the worst case), where N is the maxi mum depth of the
metering subtree

For usage-limting

max- uses=NNN sets an upper limt of NNN "uses" of the response,
not counting its inmediate forwarding to the
requesting end-client, for all proxies in the
foll owi ng subtree taken together.

max-reuses=NNN sets an upper limt of NNN "reuses" of the response
for all proxies in the followi ng subtree taken
t oget her.

When a proxy has exhausted its allocation of "uses" or "reuses" for a
cache entry, it MJST revalidate the cache entry (using a conditiona
request) before returning it in a response. (The proxy SHOULD use
this revalidation nmessage to send a usage report, if one was
requested and it is time to send it. See sections 3.4 and 3.5.)

These Meter response-directives apply only to the specific response
that they are attached to.

Note that the limt on "uses" set by the nmax-uses directive does
not include the use of the response to satisfy the end-client
request that caused the proxy’s request to the server. This
counting rule supports the notion of a cache-initiated prefetch: a
cache may issue a prefetch request, receive a nmax-uses=0 response,
store that response, and then return that response (w thout
reval i dati on) when a client nakes an actual request for the
resource. However, each such response may be used at npbst once in
this way, so the origin server maintains precise control over the
nunmber of actual uses.

A server MJST NOT send a Meter header that would require a proxy to

do sonething that it has not yet offered to do. A proxy receiving a
Met er response-directive asking the proxy to do sonething it did not
vol unteer to do SHOULD ignore that directive.
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A proxy receiving a Meter header in a response MJST either obey it,
or it MJST revalidate the correspondi ng cache entry on every access.
(l.e., if it chooses not to obey the Meter header in a response, it
MJST act as if the response included "Cache-control: s-maxage=0".)

Note: a proxy that has not sent the Meter header in a request for
the given resource, and which has therefore not volunteered to
honor Meter directives in a response, is not required to honor
them If, in this situation, the server does send a Meter header
in a response, this is a protocol error. However, based on the
robustness principle, the proxy may choose to interpret the Meter
header as an inplicit request to include "Cache-control: s-
nmaxage=0" when it forwards the response, since this preserves the
apparent intention of the server.

A proxy that receives the Meter header in a request may ignore it
only to the extent that this is consistent with its own duty to the
next-hop server. |If the received Meter request header is

i nconsistent with that duty, or if no Meter request header is
received and the response fromthe next-hop server requests any form
of metering or Iimting, then the proxy MJST add "Cache-control: s-
maxage=0" to any response it forwards for that request. (A proxy
SHOULD NOT add or change the Expires header or max-age Cache-contro
directive.)

For exanple, if proxy A receives a CET request fromproxy B for
URL X with "Connection: Meter", but proxy A's cached response for
URL does not include any Meter directives, then proxy A may ignore
the metering offer from proxy B.

However, if proxy A has previously told the origin server "Meter:
wont-limt" (inmplying will-report), and the cached response
contains "Meter: do-report”, and proxy B s request includes
"Meter: wont-report", then proxy B's offer is inconsistent with
proxy A's duty to the origin server. Therefore, in this case
proxy A nust add "Cache-control: s-nmaxage=0" when it returns the
cached response to proxy B, and rmust not include a Meter header in
this response.

If a server does not want to use the Meter nechanism and will not
want to use it any tine soon, it may send this directive:

wont - ask recomends that the proxy SHOULD NOT send any Meter
directives to this server.
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The proxy SHOULD renenber this fact for up to 24 hours. This avoids
virtually all unnecessary overheads for servers that do not wish to
use or support the Meter header. (This directive also inplies
"dont-report".)

3.4 Transm ssion of usage reports

To transmit a usage report, a proxy sends the foll owi ng Meter header
in a request on the appropriate resource:

Met er: count =NNN MW

The first integer indicates the count of uses of the cache entry
since the last report; the second integer indicates the count of
reuses of the entry (see section 5.3 for rules on counting uses and
reuses). The transmi ssion of a "count" directive in a request with
no other Meter directive is also defined as an inplicit transm ssion
of a "will-report-and-limt" directive, to optinmze the combpn case.
(A proxy not willing to honor usage-limts would send "Meter:

count =NNN MMM wont-limt" for its reports.)

Note that when a proxy forwards a client’s request and receives a
response, the response that the proxy sends imediately to the
requesting client is not counted as a "use". |.e., the reported
count is the nunber of tines the cache entry was used, and not the
nunber of times that the response was used.

A proxy SHOULD NOT transmit "Meter: count=0/0", since this conveys no
useful information.

Usage reports MJST al ways be transmitted as part of a conditiona
request (such as a GET or HEAD), since the information in the
conditional header (e.g., |If-Mdified-Since or |If-None-Match) is
required for the origin server to know which instance of a resource
is being counted. Proxys forwardi ng usage reports up the metering
subtree MJUST NOT change the contents of the conditional header, since
otherwise this would result in incorrect counting.

A usage report MJST NOT be transnmitted as part of a forwarded request
that includes multiple entity tags in an |If-None-Match or |f-Match

header .
Note: a proxy that offers its willingness to do hit-netering
(report usage) nust count both uses and reuses. It is not

possi ble to negotiate the reporting of one but not the other
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3.5 Wien to send usage reports

A proxy that has offered to send usage reports to its parent in the
nmetering subtree MJUST send a usage report in each of these
situati ons:

1. When it forwards a conditional CET on the resource
i nstance on behalf of one of its clients (if the GET is
condi tional on at nobst one entity-tag).

2. Wien it forwards a conditional HEAD on the resource
i nstance on behal f of one of its clients.

3. When it nust generate a conditional CGET to satisfy a
client request because the max-uses limt has been
exceeded.

4. Upon expiration of a netering tineout associated with a
cache entry that has a non-zero hit-count.

5. Wien it renmpves the correspondi ng non-zero hit-count entry
fromits storage for any reason incl uding:

- the proxy needs the storage space for another
hit-count entry.

- the proxy is not able to store nore than one response
per resource, and a request forwarded on behalf of a
client has resulted in the receipt of a new response
(one with a different entity-tag or | ast-nodified
time).

Note that a cache m ght continue to store hit-count information
even after having del eted the body of the response, so it is
not necessary to report the hit-count when del eting the body;

it is only necessary to report it if the proxy is about to
"forget" a non-zero val ue.

(Section 5.3 explains how hit-counts becone zero or non-zero.)

If the usage report is being sent because the proxy is about to
renove the hit-count entry fromits storage, or because of an expired
netering timeout:

- The proxy MUST send the report as part of a conditiona
HEAD request on the resource instance.
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- The proxy is not required to retry the HEAD request if it
fails (this is a best-efforts design). To inprove
accuracy, however, the proxy SHOULD retry fail ed HEAD
requests, subject to resource constraints.

- The proxy is not required to serialize any other operation
on the conpletion of this request.

Not e: proxy inplementors are strongly encouraged to batch severa
HEAD- based reports to the sane server, when possible, over a
singl e persistent connection, to reduce network overhead as much
as possible. This may involve a non-naive al gorithmfor
schedul i ng the deletion of hit-count entries.

If the usage count is sent because of an arriving request that also
carries a "count" directive, the proxy MJST conbine its own (possibly
zero) use and reuse counts with the arriving counts, and then attenpt
to forward the request.

However, the proxy is not required to forward an arriving request
with a "count" directive, provided that:

- it can reply to the request using a cached response, in
conpliance with other requirenents of the HITP
speci fication.

- such a response does not exceed a nmax-uses limt.

- it is not required to forward the request because of an
expired netering tinmeout.

If an arriving request carries a "count" directive, and the proxy no
| onger has a cache entry for the resource, the proxy MJST forward the
"count" directive. (This is, in any case, what a proxy w thout a

sui tabl e cache entry would normally do for any valid request it
receives.)

3.6 Subdivision of usage-limts
VWhen an origin server specifies a usage limt, a proxy in the
metering subtree may subdivide this limt anmong its children in the
subtree as it sees fit.
For exanple, consider the situation with two proxies P1 and P2, each

of which uses proxy P3 as a way to reach origin server S. |nagine
that S sends P3 a response with
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Met er: nmax-uses=10

The proxies use that response to satisfy the current requesting end-
client. The max-uses directive in this exanple allows the

conbi nati on of P1, P2, and P3 together to satisfy 10 additional end-
client uses (unconditional CGETs) for the resource.

Thi s specification does not constrain how P3 divides up that

al l ocation anong itself and the other proxies. For exanple, P3 could
retain all of max-use allocation for itself. |In that case, it would
forward the response to P1 and/or P2 with

Met er: max-uses=0

P3 might also divide the allocation equally among P1 and P2,
retai ning none for itself (which my be the right choice if P3 has
few or no other clients). 1In this case, it could send

Met er: max-uses=5

to the proxy (P1 or P2) that nade the initial request, and then
record in some internal data structure that it "owes" the other proxy
the rest of the allocation.

Note that this freedomto choose the nmax-uses value applies to the
origin server, as well. There is no requirement that an origin
server send the sane max-uses value to all caches. For example, it

m ght make sense to send "nmax-uses=2" the first time one hears froma
cache, and then double the value (up to some maximumlimt) each tine
one gets a "use-count"” fromthat cache. The idea is that the faster
a cache is using up its max-use quota, the nore likely it will be to
report a use-count val ue before renoving the cache entry. Al so, high
and frequent use-counts inply a correspondi ng high efficiency benefit
fromallow ng caching.

Again, the details of such heuristics would be outside the scope of
this specification.

4 Anal ysis

This section includes informal anal yses of several aspects of hit-
net eri ng:

1. the accuracy of results when applied to counting users
(section 4.1).

2. the problem of counting users whose browsers do not
i ncl ude caches, such as Network Conputers (section 4.2).
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3. delays inmposed on "critical paths" for HITP operations
(section 4.3).

4.1 Approxi mation accuracy for counting users

For many (but not all) service operators, the single npbst inportant
aspect of the request streamis the nunber of distinct users who have
retrieved a particular entity within a given period (e.g., during a
given day). The hit-netering nechanismis designed to provide an
origin server with an approxi mati on of the nunber of users that
reference a given resource. The intent of the design is that the
precision of this approximtion is consistent with the goals of
sinmplicity and optional inplenmentation

Al most all Web users use client software that maintains |ocal caches,
and the state of the art of |ocal-caching technology is quite
effective. (Section 4.2 discusses the case where end-client caches
are small or non-existent.) Therefore, assunming an effective and
persi stent end-client cache, each individual user who retrieves an
entity does exactly one CGET request that results in a 200 or 203
response, or a 206 response that includes the first byte of the
entity. If a proxy cache maintains and reports an accurate use-count
of such retrievals, then its reported use-count will closely

approxi nate the nunber of distinct users who have retrieved the
entity.

There are sone circunstances under which this approxi mati on can break
down. For exanple, if an entity stays in a proxy cache for much

| onger than it persists in the typical client cache, and users often
re-reference the entity, then this schene will tend to over-count the
nunber of users. O, if the cache-nmanagenent policy inplenented in
typical client caches is biased against retaining certain kinds of
frequently re-referenced entities (such as very |l arge inages), the
use-counts reported will tend to overestimte the user-counts for
such entities.

Browser | og anal ysis has shown that when a user revisits a resource,
this is al nost al ways done very soon after the previous visit, alnost
always with fewer than eight intervening references [11]. Although
this result mght not apply universally, it inplies that al nost al
reuses will hit in the end-client cache, and will not be seen as
uncondi ti onal GETs by a proxy cache.

The existing (HTTP/ 1.0) "cache-busting" nechani sns for counting

di stinct users will certainly overestinmate the nunber of users behind
a proxy, since it provides no reliable way to distinguish between a
user’s initial request and subsequent repeat requests that m ght have
been conditional CGETs, had not cache-busting been enpl oyed. The
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"Cache-control: s-maxage=0" feature of HTTP/ 1.1 does allow the
separati on of use-counts and reuse-counts, provided that no HTTP/ 1.0
proxy caches intervene.

Note that if there is doubt about the validity of the results of
hit-metering a given set of resources, the server can enpl oy cache-
busting techniques for short periods, to establish a baseline for
validating the hit-netering results. Various approaches to this
probl em are discussed in a paper by Janmes Pitkow [9].

4.2 \What about "Network Computers"?

The analysis in section 4.1 assuned that "al nost all Wb users" have
client caches. |f the Network Conputers (NC) nodel becones popul ar
however, then this assunption may be faulty: npbst proposed NCs have
no di sk storage, and relatively little RAM Many Personal Digita
Assi stants (PDAs), which sonetimes have network access, have simlar
constraints. Such client systens nmay do little or no caching of HITP
responses. This nmeans that a single user mght well generate nany
uncondi tional CGETs that yield the sane response froma proxy cache.

First note that the hit-metering design in this docunent, even wth
such clients, provides an approximtion no worse than available with
unnodi fied HITP/1.1: the counts that a proxy would return to an
origin server would represent exactly the nunber of requests that the
proxy would forward to the server, if the server sinply specifies
"Cache-control: s-maxage=0".

However, it may be possible to inprove the accuracy of these hit-
counts by use of some heuristics at the proxy. For exanple, the
proxy might note the I P address of the client, and count only one GET
per client address per response. This is not perfect: for exanple,

it fails to distinguish between NCs and certain other kinds of hosts.
The proxy might also use the heuristic that only those clients that
never send a conditional CGET should be treated this way, although we
are not at all certain that NCs will never send conditional CETs.

Since the solution to this probl emappears to require heuristics
based on the actual behavior of NCs (or perhaps a new HTTP protoco
feature that allows unanbi guous detection of cacheless clients), it
appears to be premature to specify a solution.

4.3 Critical-path delay anal ysis
In systens (such as the Web) where latency is at issue, there is
usually a tree of steps which depend on one another, in such a way

that the final result cannot be acconplished until all of its
predecessors have been. Since the tree structure adnits sone
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parallelism it is not necessary to add up the timngs for each step
to discover the latency for the entire process. But any single path
through this dependency tree cannot be parallelized, and the | ongest
such path is the one whose length (in units of seconds) deternines

the overall latency. This is the "critical path", because no matter
how much shorter one nakes any other path, that cannot change the
overall latency for the final result.

If one views the final result, for a Wb request, as rendering a page
at a browser, or otherw se acting on the result of a request, clearly
some network round trips (e.g., exchanging TCP SYN packets if the
connection doesn’'t already exist) are on the critical path. This
hit-metering design does add sone round-trips for reporting non-zero
counts when a cache entry is renmoved, but, by design, these are off
any critical path: they nmay be done in parallel with any other
operation, and require only "best efforts”, so a proxy does not have
to serialize other operations with their success or failure.

Clearly, anything that changes network utilization (either increasing
or decreasing it) can indirectly affect user-perceived |latency. Qur
expectation is that hit-metering, on average, will reduce |oading and
so even its indirect effects should not add network round-trips in
any critical path. But there m ght be a few specific instances where
the added non-critical-path operations (specifically, usage reports
upon cache-entry renpval) delay an operation on a critical path.

This is an unavoi dabl e problemin datagram networks.

5 Specification
5.1 Specification of Meter header and directives
The Meter general -header field is used to:

- Negotiate the use of hit-nmetering and usage-limting anong
origin servers and proxy caches.

- Report use counts and reuse counts.

| mpl ement ati on of the Meter header is optional for both proxies and
origin servers. However, any proxy that transmts the Meter header
in a request MJST inplenent every requirenent of this specification
wi t hout exception or anmendnent.

The Meter header MJST al ways be protected by a Connection header. A
proxy that does not inplenment the Meter header MUST NOT pass it
through to another system (see section 5.5 for how a non-cachi ng
proxy may conply with this specification). |If a Meter header is
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received in a nessage whose version is less than HTTP/ 1.1, it MJST be
i gnored (because it has clearly flowed through a proxy that does not
i mpl ement Meter).

A proxy that has received a response with a version |less than
HTTP/ 1.1, and therefore froma server (or another proxy) that does
not inplenment the Meter header, SHOULD NOT send Meter request
directives to that server,

bandwi dt h.
server. |f the proxy
such a server,
directives.

Al l

proxi es sendi ng the Meter

because these woul d sinmply waste

Thi s reconmendati on does not apply if the proxy is
currently hit-metering or

usage-limting any responses fromt hat
receives a HITP/ 1.1 or higher response from

it should cease its suppression of the Meter

header MUST adhere to the "netering

subtree" design described in section 3.

Meter =

neter-directive

"Meter" "-

O#neter-directive

net er-request-directive
net er-response-directive
nmeter-report-directive

neter-request-directive =

"Will-report-and-limt"
"wont -report"”
"wont-limt"

meter-report-directive =

| "count" "=" 1*DIAT "/" 1*DIGAT

net er-response-directive =
"max-uses" "=" 1*DIAT

| "max-reuses” "=" 1*DIGAT

| "do-report”

| "dont-report"

| "timeout" "=" 1*DIAT

| "wont-ask"

A meter-request-directive or
in an HITP request message.

nmeter-report-directive may only appear
A meter-response-directive may only

appear in an HITP response directive.
An enpty Meter header in a request nmeans "Meter: will-report-and-
[imt". An enpty Meter header in a response, or any other response
i ncluding one or nore Meter headers without the "dont-report" or
"wont - ask” directive, inplies "Meter: do-report”.
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The neaning of the neter-request-directives are as foll ows:

will-report-and-limnit
indicates that the proxy is willing and able to
return usage reports and will obey any usage-limts.

wont - report i ndicates that the proxy will obey usage-limts but
wi Il not send usage reports.
wont -limt i ndicates that the proxy will not obey usage-linits

but will send usage reports.

A proxy willing neither to obey usage-linmts nor to send usage
reports MUST NOT transnit a Meter header in the request.

The neaning of the neter-report-directives are as foll ows:
"= 1*DIET /" 1*DIA T
Both digit strings encode decimal integers. The
first integer indicates the count of uses of the
cache entry since the last report; the second integer
i ndi cates the count of reuses of the entry.

count

Section 5.3 specifies the counting rules.
The neani ng of the neter-response-directives are as foll ows:

max-uses "=" 1*DIG T
sets an upper limt on the nunber of "uses" of the
response, not counting its imediate forwarding to
the requesting end-client, for all proxies in the
foll owi ng subtree taken together.

max-reuses "=" 1*DIGAT
sets an upper limt on the nunber of "reuses" of the
response for all proxies in the follow ng subtree
taken toget her.

do-report specifies that the proxy MJST send usage reports to
the server.

dont -report specifies that the proxy SHOULD NOT send usage
reports to the server.

"= 1*DIAT
sets a metering timeout of the specified nunber of
m nutes (not seconds) after the origination of this
response (as indicated by its "Date" header). If the

ti meout
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Section 5.3 specifies the counting rules,
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proxy has a non-zero hit count for this response when
the tinmeout expires, it MJST send a report to the
server at or before that time. Tineouts should be

i mpl enented with an accuracy of plus or mnus one
mnute. Inplies "do-report”.

specifies that the proxy SHOULD NOT send any Meter
headers to the server. The proxy should forget this
advice after a period of no nore than 24 hours.

and in particular specifies

a sonewhat non-obvious interpretation of the max-uses val ue.

5.2 Abbreviations for Meter directives
To allow for the npst efficient possible encoding of Meter headers,
we define abbreviated fornms of all Meter directives. These are
exactly semantically equivalent to their non-abbreviated
counterparts. All systens inplenmenting the Meter header MJST
i mpl ement both the abbreviated and non-abbrevi ated forns.
| mpl ement ati ons SHOULD use t he abbreviated fornms in normal use.
The abbreviated forns of Meter directive are shown below, with the
correspondi ng non-abbreviated literals in the coments:
Abb- Meter = "Meter" ":" O#abb-meter-directive
abb-neter-directive = abb-meter-request-directive
| abb-neter-response-directive
| abb-meter-report-directive
abb-neter-request-directive =
"w' ; "will-report-and-limt"
| "x" ; "wont-report"
| "y" ; "wont-limt"
abb-neter-report-directive =
| "c" "=" 1*DIAT"/" 1*DIAT ; "count”
abb-neter-response-directive =
"u" "=" 1*DIAT ; "max-uses"
| "r" "=" 1*DIGAT ; "max-reuses"
| "d" ; "do-report"
| "e" ; "dont-report”
| "t" "=" 1*DIAT ; "tinmeout”
| "n" ; "wont - ask”
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Not e: al t hough the Abb-Meter BNF rule is defined separately from
the Meter rule, one may freely m x abbreviated and non-abbrevi at ed
Meter directives in the sane header

5.3 Counting rules

Not e: pl ease renenber that hit-counts and usage-counts are

associ ated with individual responses, not with resources. A cache
entry that, over its lifetine, holds nore than one response is

al so not a "response", in this particul ar sense.

Let R be a cached response, and V be the value of the Request-URl and
sel ecting request-headers (if any, see section 14.43 of the HITP/ 1.1
specification [4]) that would select Rif contained in a request. W
define a "use" of R as occurring when the proxy returns its stored
copy of Rin a response with any of the follow ng status codes: a 200
(OK) status; a 203 (Non-Authoritative Information) status; or a 206
(Partial Content) status when the response contains byte #0 of the
entity (see section 5.4 for a discussion of Range requests).

Note: when a proxy forwards a client’s request and receives a
response, the response that the proxy sends imediately to the
requesting client is not counted as a "use". |I|.e., the reported
count is the nunber of tines the cache entry was used, and not the
nunber of times that the response was used.

We define a "reuse" of R as as occurring when the proxy responds to a
request selecting Rwith a 304 (Not Mdified) status, unless that
request is a Range request that does not specify byte #0 of the
entity.

5.3.1 Counting rules for hit-metering

A proxy participating in hit-netering for a cache response R

mai ntains two counters, CU and CR, associated with R \Wen a proxy
first stores Rinits cache, it sets both CUand CRto 0 (zero).

When a subsequent client request results in a "use" of R the proxy
increnents CU. Wen a subsequent client request results in a "reuse"
of R the proxy increments CR  Wen a subsequent client request

selecting R (i.e., including V) includes a "count" Meter directive,
the proxy increments CU and CR using the correspondi ng values in the
di rective.

When the proxy sends a request selecting R (i.e., including V) to the
i nbound server, it includes a "count" Meter directive with the
current CU and CR as the parameter values. |If this request was

caused by the proxy’ s receipt of a request froma client, upon
recei pt of the server’s response, the proxy sets CU and CRto the
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nunber of uses and reuses, respectively, that may have occurred while
the request was in progress. (These nunbers are likely, but not
certain, to be zero.) If the proxy’s request was a final HEAD based
report, it need no longer maintain the CU and CR val ues, but it may
al so set themto the nunber of intervening uses and reuses and retain
t hem

5.3.2 Counting rules for usage-liniting

A proxy participating in usage-limting for a response R maintains
either or both of two counters TU and TR, as appropriate, for that
resource. TU and TR are increnmented in just the same way as CU and
CR, respectively. However, TU is zeroed only upon receipt of a
"max- uses" Meter directive for that response (including the initia
receipt). Sinmlarly, TRis zeroed only upon receipt of a "max-
reuses" Meter directive for that response.

A proxy participating in usage-limting for a response R also stores
val ues MJ and/or MR associated with R Wen it receives a response
including only a max-uses value, it sets MJto that value and MR to
infinity. Wen it receives a response including only a max-reuses
value, it sets MRto that value and MJto infinity. Wen it receives
a response including both max-reuses and nmax-reuses values, it sets
MJ and MR to those val ues, respectively. Wen it receives a
subsequent response including neither nax-reuses nor nax-reuses
values, it sets both MJand MR to infinity.

If a proxy participating in usage-limting for a response R receives
a request that would cause a "use" of R and TU >= MJ, it MJST

forward the request to the server. |If it receives a request that
woul d cause a "reuse" of R and TR >= MR, it MJST forward the request
to the server. |If (in either case) the proxy has already forwarded a

previous request to the server and is waiting for the response, it
shoul d del ay further handling of the new request until the response
arrives (or times out); it SHOULD NOT have two revalidation requests
pendi ng at once that select the sane response, unless these are Range
requests sel ecting different subranges.

There is a special case of this rule for the "max-uses" directive: if
the proxy receives a response with "max-uses=0" and does not forward
it to a requesting client, the proxy should set a flag PF associ at ed
with R If Ris true, then when a request arrives while if TU >= MJ
if the PF flag is set, then the request need not be forwarded to the
server (provided that this is not required by other caching rules).
However, the PF flag MJST be cleared on any use of the response.
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Note: the "PF" flag is so naned because this feature is usefu
only for caches that could issue a "prefetch" request before an
actual client request for the response. A proxy not inplenenting
prefetching need not inplenent the PF flag.

5.3.3 Equivalent algorithns are all owed

Any ot her algorithmthat exhibits the sane external behavior (i.e.
generates exactly the same requests fromthe proxy to the server) as
the one in this section is explicitly all owed.

Note: in nost cases, TUw Il be equal to CU and TR will be
equal to CR The only two cases where they could differ are:

1. The proxy issues a non-conditional request for the
resource using V, while TU and/or TR are non-zero, and
the server’s response includes a new "max-uses" and/or
"max-reuses" directive (thus zeroing TU and/or TR, but
not CU and CR).

2. The proxy issues a conditional request reporting the
hit-counts (and thus zeroing CU and CR, but not TU or
TR), but the server’s response does not include a new
"max- uses" and/or "max-reuses" directive.

To solve the first case, the proxy has several inplenentation
options

- Always store TU and TR separately from CU and CR

- Create "shadow' copies of TU and TR when this situation
ari ses (anal ogous to "copy on wite").

- CGenerate a HEAD based usage report when the
non- condi ti onal request is sent (or when the
"max-uses=0" is received), causing CU and CR to be
zeroed (anal ogous in sone ways to a "nenory barrier"
i nstruction).

In the second case, the server inplicitly has renoved the
usage-limt(s) on the response (by setting MJ and/or MR to
infinity), and so the fact that, say, TUis different from CU
is not significant.

Note: It may al so be possible to elimnate the PF flag by
sendi ng extra HEAD based usage-report requests, but we
recomend against this; it is better to allocate an extra bit
per entry than to transmt extra requests.
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5.4 Counting rules: interaction with Range requests

HTTP/ 1.1 allows a client to request sub-ranges of a resource. A
client mght end up issuing several requests with the net effect of
recei ving one copy of the resource. For unifornmty of the results
seen by origin servers, proxies need to observe a rule for counting
these references, although it is not clear that one rule generates
accurate results in every case.

The rul e established in this specification is that proxies count as a
"use" or "reuse" only those Range requests that result in the return
of byte #0 of the resource. The rationale for this rule is that in
al nost every case, an end-client will retrieve the beginning of any
resource that it references at all, and that it will seldomretrieve
any portion nore than once. Therefore, this rule appears to neet the
goal of a "best-efforts" approximation

5.5 I npl enentati on by non-cachi ng proxies

A non-caching proxy may participate in the nmetering subtree; this is
strongly recomended.

A non-caching proxy (HTTP/ 1.1 or higher) that participates in the
netering subtree SHOULD forward Meter headers on both requests and
responses, with the appropriate Connection headers.

I f a non-caching proxy forwards Meter headers, it MJST conmply with
these restrictions:

1. If the proxy forwards Meter headers in responses, such a
response MJUST NOT be returned to any request except the
one that elicited it.

2. Once a non-caching proxy starts forwardi ng Meter headers,
it should not arbitrarily stop forwarding them (or else
reports may be |ost).

A proxy that caches some responses and not others, for whatever
reason, may choose to inplement the Meter header as a cachi ng proxy
for the responses that it caches, and as a non-caching proxy for the
responses that it does not cache, as long as its external behavior
with respect to any particularly response is fully consistent with
this specification.
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5.6 Inplenentation by cooperating caches

Several HTTP cache inpl ementations, nost notably the Harvest/ Squid
cache [2], create cooperative arrangements between several caches.

I f such caches use a protocol other than HITP to comruni cate between
t hensel ves, such as the Internet Cache Protocol (ICP) [12], and if
they inplenment the Meter header, then they MJST act to ensure that
their cooperation does not violate the intention of this

speci fication.

In particular, if one menber of a group of cooperating caches agrees
with a server to hit-neter a particul ar response, and then passes
this response via a non-HITP protocol to a second cache in the group
the caches MJUST ensure that the server which requested the nmetering
receives reports that appropriately account for any uses or resues
made by the second cache. Simlarly, if the first cache agreed to
usage-limt the response, the total number of uses by the group of
caches MUST be Iimted to the agreed-upon nunber.

6 Exanpl es
6.1 Exanpl e of a conplete set of exchanges
Thi s exanpl e shows how the protocol is intended to be used nost of
the tinme: for hit-netering without usage-limting. Entity bodies are
omitted.
A client sends request to a proxy:
CGET http://foo.combar.htm HITP/ 1.1
The proxy forwards request to the origin server:
GET /bar.htm HTTP/ 1.1
Host: foo0.com
Connection: Meter
thus offering (inplicitly) "will-report-and-limt".
The server responds to the proxy:
HTTP/ 1.1 200 XK
Date: Fri, 06 Dec 1996 18:44:29 GMI
Cache-control : nmax-age=3600

Connection: neter
Et ag: "abcde"
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thus (inmplicitly) requiring "do-report"” (but not requiring
usage-linting).

The proxy responds to the client:

HTTP/ 1.1 200 K

Date: Fri, 06 Dec 1996 18:44:29 GVII

Et ag: "abcde"

Cache-control : nax-age=3600, proxy-nustcheck
Age: 1

Since the proxy does not knowif its client is an end-system or a
proxy that doesn't do nmetering, it adds the "proxy-nustcheck"
directive.

Anot her client soon asks for the resource:
CGET http://foo.combar.htm HITP/ 1.1

and the proxy sends the same response as it sent to the other client,
except (perhaps) for the Age val ue.

After an hour has passed, a third client asks for the response:
CET http://foo.combar.htm HITP/ 1.1

But now t he response’s nax-age has been exceeded, so the proxy
reval i dates the response with the origin server:

CGET /bar.html HITP/ 1.1
| f- None- Mat ch: "abcde"
Host: foo.com
Connection: Meter
Meter: count=1/0

thus simultaneously fulfilling its duties to validate the response
and to report the one "use" that wasn't forwarded.

The origin server responds:

HTTP/ 1.1 304 Not Mbdified

Date: Fri, 06 Dec 1996 19:44:29 GVI
Cache-control : nmax-age=3600

Et ag: "abcde"

so the proxy can use the original response to reply to the new

client; the proxy also zeros the use-count it associates with that
response.
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Anot her client soon asks for the resource:
GET http://foo.combar.htm HITP/ 1.1
and the proxy sends the appropriate response.

After another few hours, the proxy decides to renove the cache entry.
When it does so, it sends to the origin server:

HEAD /bar.htmd HTTP/ 1.1
| f - None- Mat ch: "abcde"
Host: foo0.com
Connection: Meter

Meter: count=1/0

reporting that one nore use of the response was satisfied fromthe
cache.

6.2 Protecting against HITP/ 1.0 proxies

An origin server that does not want HTTP/ 1.0 caches to store the
response at all, and is willing to have HITP/ 1.0 end-systemclients
generate excess CGETs (which will be forwarded by HTTP/ 1.0 proxies)
could send this for its reply:

HTTP/ 1.1 200 K

Cache-control : nmax- age=3600
Connection: neter

Et ag: "abcde”

Expires: Sun, 06 Nov 1994 08:49: 37 GMI

HTTP/ 1.0 caches will see the ancient Expires header, but HTTP/ 1.1
caches will see the max-age directive and will ignore Expires.

Not e: al t hough nost major HITP/ 1.0 proxy inplenmentati ons observe
the Expires header, it is possible that sone are in use that do
not. Use of the Expires header to prevent caching by HTTP/ 1.0
proxi es mght not be entirely reliable.

6.3 Mre el aborate exanpl es

Here is a request froma proxy that is willing to hit-neter but is
not willing to usage-limt:

GET /bar.htm HTTP/ 1.1
Host: foo.com
Connection: Meter
Meter: wont-limt
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Here is a response froman origin server that does not want hit
counting, but does want "uses" linmted to 3, and "reuses" linmted to

6:

HTTP/ 1.1 200 K

Cache-control : max-age=3600

Connection: meter

Et ag: "abcde"

Expires: Sun, 06 Nov 1994 08:49:37 GMI

Met er: max-uses=3, max-reuses=6, dont-report

Here is the sane exanple with abbreviated Meter directive nanes:

HTTP/ 1.1 200 K

Cache-control : nmax-age=3600
Connection: neter

Et ag: "abcde”

Expires: Sun, 06 Nov 1994 08:49: 37 GMI
Meter: u=3,r=6, e

7 Interactions with content negotiation

This section describes two aspects of the interaction between hit-
netering and "content-negoti ated" resources:

1. treatnent of responses carrying a Vary header (section
7.1).

2. treatment of responses that use the proposed Transparent
Content Negoti ati on nechani sm (section 7.2).

7.1 Treatnent of responses carrying a Vary header

Separate counts shoul d be kept for each conbination of the headers
naned in the Vary header for the Request-URl (what [4] calls "the

sel ecting request-headers"), even if they map to the sane entity-tag.
This rule has the effect of counting hits on each variant, if there
are multiple variants of a page avail abl e.

Mogul

Note: This interaction between Vary and the hit-counting
directives allows the origin server a lot of flexibility in

speci fying how hits should be counted. In essence, the origin
server uses the Vary nmechanismto divide the requests for a
resource into arbitrary categories, based on the request- headers.
(W will call these categories "request-patterns".) Since a proxy
keeps its hit-counts for each request-pattern, rather than for
each resource, the origin server can obtain separate statistics
for many aspects of an HTTP request.
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For exanple, if a page varied based on the value of the User-Agent
header in the requests, then hit counts would be kept for each
different flavor of browser. But it is in fact nore general than
that; because multiple header conbinations can map to the sane
variant, it also enables the origin server to count the nunber of
times (e.g.) the Swahili version of a page was requested, even though
it is only available in English.

If a proxy does not support the Vary nechanism then [4] says that it
MJUST NOT cache any response that carries a Vary header, and hence
need not inplement any aspect of this hit-counting or usage-limting
design for varying resources.

Note: this also inplies that if a proxy supports the Vary
mechanismbut is not willing to maintain i ndependent hit-counts
for each variant response in its cache, then it must foll ow at

| east one of these rules:

1. It nmust not use the Meter header in a request to offer
to hit-meter or usage-linit responses.

2. If it does offer to hit-meter or usage-linit responses,
and then receives a response that includes both a Vary
header and a Meter header with a directive that it
cannot satisfy, then the proxy must not cache the
response.

In other words, a proxy is allowed to partially inplenent the
Vary mechanismw th respect to hit-metering, as long as this has
no externally visible effect on its ability to conply with the
Met er specification.

Thi s approach works for counting al nbst any aspect of the request
stream without enbeddi ng any specific list of countable aspects in
the specification or proxy inplenentation

7.2 Interaction with Transparent Content Negoti ation
[ A description of the interaction between this design and the
proposed Transparent Content Negotiation (TCN) design [6] will be
made available in a |l ater docunent.]

8 A Note on Capturing Referrals
It is alleged that sone advertisers want to pay content providers,

not by the "hit", but by the "nibble" -- the nunber of people who
actually click on the ad to get nore information
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Now, HTTP al ready has a mechanismfor doing this: the "Referer"
header. However, perhaps it ought to be disabled for privacy reasons
-- according the HITP/ 1.1 spec:

"Because the source of the link may be private information or nmay
reveal an otherwi se private information source, it is strongly
recomrended that the user be able to sel ect whether or not the
Referer field is sent."

However, in the case of ads, the source of the link actually wants to
let the referred-to page know where the reference cane from

This does not require the additi on of any extra nechani sm but rather
can use schenes that enbed the referrer in the URl in a nmanner
simlar to this:

htt p: // www. bl ah. conf ad-ref erence?fronrsitel

Such a URI should point to a resource (perhaps a CA script) which
returns a 302 redirect to the real page

htt p: // www. bl ah. coni ad-r ef er ence. ht m

Proxi es which do not cache 302s will cause one hit on the redirection
page per use, but the real page will get cached. Proxies which do
cache 302s and report hits on the cached 302s will behave optinally.

Thi s approach has the advantage that it works whether or not the
end-client has disabled the use of Referer. Conbined with the rest
of the hit-metering proposal in this design, this approach allows,
for exanple, an advertiser to know how often a reference to an
advertisement was made froma particul ar page.

9 Alternative proposals

There m ght be a nunber of other ways of gathering denographic and
usage i nformation; other mechanisnms m ght respond to a different set
of needs than this proposal does. This proposal certainly does not
precl ude the proposal or deploynent of other such mechani sms, and
many of them may be conpl enentary to and conpatible with the
mechani sm proposed here

There has been sone specul ation that statistical sanpling nmethods
m ght be used to gather reasonably accurate data. One such proposa
is to mani pul ate cache expiration tines so that sel ected resources
are uncachabl e for carefully chosen periods, allow ng servers to
accurately count accesses during those periods. The hit-netering
nmechani sm proposed here is entirely conplenmentary to that approach
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since it could be used to reduce the cost of gathering those counts.
James Pitkow has witten a paper conparing an earlier draft of this
hit-metering proposal with sanpling approaches [9].

Phillip Hallam Baker has proposed using a | og-exchange protocol [5],
by which a server could request a proxy’'s logs by nmaking an HTTP
request to the proxy. This proposal asserts that it is "believed to
operate correctly in configurations involving nultiple proxies", but
it is not clear that this is true if an outer proxy is used as a

(one-way) firewall. The proposal also | eaves a nunber of open
i ssues, such as how an origin server can be sure that all of the
proxies in the request subtree actually support |og-exchange. It is

al so not clear how this proposal couples a proxy's support of |og-
exchange to a server’'s permnission to cache a response.

For general background on the topic of Wb measurenment standards, see
the di scussion by Thomas P. Novak and Donna L. Hoffman [8]. Also see
the "Privacy and Denographics Overvi ew' page nmaintai ned by by the
World Wde Web Consortium|[10], which includes a pointer to sone
tentative proposals for gathering consuner denographics (not just
counting references) [3].

Security Considerations

Wi ch outbound clients should a server (proxy or origin) trust to
report hit counts? A nalicious proxy could easily report a |arge
nunber of hits on sonme page, and thus perhaps cause a | arge paynent
to a content provider froman advertiser. To help avoid this
possibility, a proxy may choose to only relay usage counts received
fromits outbound proxies to its inbound servers when the proxies
have authenticated thensel ves usi ng Proxy-Authorization and/or they
are on a list of approved proxies.

It is not possible to enforce usage limts if a proxy is willing to
cheat (i.e., it offers to limt usage but then ignores a server’s
Meter directive).

Regardi ng privacy: it appears that the design in this document does
not reveal any nore information about individual users than would

al ready be reveal ed by inplenentation of the existing HITP/ 1.1
support for "Cache-control: max-age=0, proxy-revalidate" or "Cache-

control: s-maxage=0". It may, in fact, help to conceal certain
aspects of the organizational structure on the outbound side of a
proxy. In any case, the conflict between user requirenents for

anonymty and origin server requirenents for denographic information
cannot be resolved by purely technical neans.
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Copyright (C The Internet Society (1997). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplnmentation nmay be prepared, copied, published
andand distributed, in whole or in part, without restriction of any
ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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