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Abst r act

This meno describes the procedures and criteria for revi ew ng
reliable multicast protocols within the Transport Area (TSV) of the
|ETF. Wthin today’'s Internet, inmportant applications exist for a
reliable multicast service. Sone exanples that are driving reliable
mul ticast technol ogy are coll aborative workspaces (such as

whi t eboard), data and software distribution, and (nore specul atively)
web caching protocols. Due to the nature of the technical issues, a
singl e commonly accepted technical solution that solves all the
demands for reliable nmulticast is likely to be infeasible [ RW nutes
1997] .

A nunber of reliable nmulticast protocols have already been devel oped
to solve a variety of problenms for various types of applications.

[ Fl oyd97] describes one wi dely depl oyed exanple. How should these
protocols be treated within the | ETF and how shoul d the | ETF gui de
the devel opnent of reliable multicast in a direction beneficial for
the general Internet?
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The TSV Area Directors and their Directorate have outlined a set of

revi ew procedures that address these questions and set criteria and

processes for the publication as RFCs of Internet-Drafts on reliable
mul ticast transport protocols.

1.0 Background on | ETF Processes and Procedures

In the ETF, work in an area is directed and nanaged by the Area
Directors (ADs), who have authority over the chartering of working
groups (W) .

In addition, ADs review individually submtted (not by Wss)
Internet-Drafts about work that is relevant to their areas prior to
publication as RFCs (Experinental, Informational or, in rare cases,
St andards Track). The review is done according to the guidelines set
out in the Internet Standards Process, RFC 2026 [Inet StdProc96].

The purpose of this docunent is to present the criteria that will be
used by the TSV ADs in reviewing reliable nulticast Internet-Drafts
for any form of RFC publication.

For I-Ds submitted for Standards Track publication, these criteria
must be nmet or else the ADs will decline to support publication of
the docunent, which suffices to prevent publication. For |-Ds
submitted as Experinental or Informational, these criteria nust be
met or else, at a mininum the Ads will reconmend publishing the I-D
with an | ESG note prepended stating that the protocol fails to conply
with these criteria.

2.0 Introduction

There is a strong application demand for reliable nulticast.

W despread use of the Internet makes the econony of multicast
transport attractive. The current Internet multicast nodel offers
best-effort many-to-many delivery service and offers no guarantees.
One-to-nany and fewto-few services may beconme nore inportant in the
future. Reliable nmulticast transports add delivery guarantees, not
necessarily like those of reliable unicast TCP, to the group-delivery
nodel of multicast. A panel of sone major users of the Internet,
convened at the 38th IETF, articulated reliable bulk transfer

mul ticast as one of their nost critical requirenents [DiffServBOF97].
Exanpl es of applications that could use reliable bulk multicast
transfer include collaborative tools, distributed virtual reality,
and software upgrade services.

To nmeet the growi ng denmand for reliable nulticast, there is a |large

nunber of protocol proposals. A few were published as RFCs before
the inpact of congestion fromreliable nulticast was fully
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appreci ated, and these should be deprecated [DeprRFCs]. Two surveys
of other publications are [DiotCrowd7], [CObraczka98].

As we discuss in Section 3, the issues raised by reliable nulticast
are considerably nore conplex than those related to reliable unicast.
In particular, in today's Internet, reliable nulticast protocols
could do great danmage through causi ng congestion disasters if they
are wi dely used and do not provi de adequate congestion control

Because of the conplexity of the technical issues, and the abundance
of proposed solutions, we are putting in place review procedures that

are nore explicit than usual. W conpare this action with an | ESG
action taken in 1991, RFC 1264 [Routing91l], when community experience
with standard Internet dynami c routing protocols was still limted

and extra revi ew was deermed necessary to assure that the protocols
i ntroduced woul d be effective, correct and robust.

Section 3 describes in detail the nature of the particular chall enges
posed by reliable nulticast. Section 4 describes the process for
considering reliable nulticast solutions. Section 5 details the

addi tional requirements that need to be nmet by proposals to be
publ i shed as Standards Track RFCs.

3.0 Issues in Reliable Miulticast

Two aspects of reliable nulticast nake standardi zati on particularly
chall enging. First, the meaning of reliability varies in the context
of different applications. Secondly, if special care is not taken
reliable multicast protocols can cause a particular threat to the
operation of today’'s global Internet. These issues are discussed in
detail in this section

3.1 One or Many Reliable Milticast Protocols or Franeworks?

Unli ke reliable unicast, where a single transport protocol (TCP) is
currently used to neet the reliable delivery needs of a wi de range of
applications, reliable multicast does not necessarily lend itself to
a single application interface or to a single underlying set of
mechani sns. For uni cast transport, the requirenents for reliable,
sequenced data delivery are fairly general. TCP, the primary
transport protocol for reliable unicast, is a mature protocol wth
delivery semantics that suit a wide range of applications.

In contrast, different multicast applications have w dely different
requirenents for reliability. For exanple, some applications require
that nessage delivery obey a total ordering while others do not.

Sone applications have many or all the menbers sending data while

ot hers have only one data source. Sone applications have replicated
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data, for exanple in an n-redundant file store, so that severa
nmenbers are capable of transmitting a data item while for others al
data originates at a single source. Some applications are restricted
to small fixed-menbership nulticast groups, while other applications
need to scale dynam cally to thousands or tens of thousands of
nmenbers (or possibly nore). Sone applications have stringent del ay
requi renents, while others do not. Sone applications such as file-
transfer are high-bandw dth, while other applications such as

i nteractive collaboration tools are nore likely to be bursty but use
| ow bandwi dth overall. Some applications will sometines trade off

| ess than conplete reliability for nore tinmely delivery. These

requi renents each inpact the design of reliable nulticast protocols
in a different way.

In addition, even for a specific application where the application’s
requirenents for reliable nulticast are well understood, there are
many open questions about the underlying nechani sns for providing
reliable multicast. A key question concerns the robustness of the
underlying reliable nmulticast mechani snms as the nunber of senders or
the menmbership of the multicast group grows.

One challenge to the IETF is to end up with the right match between
applications’ requirements and reliable multicast mechanisms. Wile
there is general agreenment that a single reliable nulticast protoco
or framework is not likely to neet the needs of all Internet
applications, there is | ess understanding and agreenent about the
exact relationship between application-specific requirenments and nore
generic underlying reliable nutlicast protocols or nechanisns. There
are al so open questions about the appropriate integration between an
application and an underlying reliable nmulticast framework, and the
potential generality of a single applications interface for that

f ramewor k.

3.2 Congestion Contro

A particular concern for the IETF is the inpact of reliable nulticast
traffic on other traffic in the Internet in tinmes of congestion, in
particular the effect of reliable nulticast traffic on conpeting TCP
traffic. The success of the Internet relies on the fact that best-
effort traffic responds to congestion on a link (currently as

i ndi cated by packet drops) by reducing the |oad presented to the
network. Congestion collapse in today's Internet is prevented only
by the congestion control nechanisns in TCP, standardi zed by RFC 2001
[ CongAvoi d97, Jacobson88].

There are a nunber of reasons to be particularly attentive to the

congestion-rel ated issues raised by reliable nmulticast proposals.
Mul ticast applications in general have the potential to do nore
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congestion-rel ated damage to the Internet than do unicast
applications. One factor is that a single nulticast flow can be
distributed along a | arge, global multicast tree reaching throughout
the entire Internet.

Unreliable nmulticast applications such as audi o and video are, at the
nonent, usually acconpani ed by a person at the receiving end, and
peopl e typically unsubscribe froma nulticast group if congestion is
so heavy that the audio or video streamis unintelligible. Reliable
mul ticast applications such as group file transfer applications, on
the other hand, are likely to be between conmputers, with no humans in
attendance nonitoring congestion |evels.

In addition, reliable multicast applications do not necessarily have
the natural time limtations typical of current unreliable multicast
applications. For a file transfer application, for exanple, the data
transfer mght continue until all of the data is transferred to al

of the intended receivers, resulting in a potentially-unlimted
duration for an individual flow Reliable nulticast applications

al so have to contend with a potential explosion of conplex patterns
of control traffic (e.g., ACKs, NACKs, status nessages). The design
of congestion control mechanisns for reliable nulticast for |arge

mul ticast groups is currently an area of active research.

The challenge to the |ETF is to encourage research and

i mpl ement ations of reliable nulticast, and to enable the needs of
applications for reliable multicast to be nmet as expeditiously as
possi ble, while at the same time protecting the Internet fromthe
congestion disaster or collapse that could result fromthe w despread
use of applications with inappropriate reliable nmulticast nmechani sns.
Because of the setbacks and costs that could result fromthe

wi despread depl oynent of reliable nulticast with inadequate
congestion control, the | ETF nmust exercise care in the
standardi zati on of a reliable nmulticast protocol that m ght see

wi despread use.

The careful review and cautious acceptance procedures for proposals
submitted as Internet-Drafts reflects our concern to neet the
chal | enges descri bed here.

4. | ETF Process for Review and Publication of Reliable Milticast
Pr ot ocol Specifications

In the general case of individually subnitted Internet-Drafts
(proposal s not produced by an | ETF W5, the process of publication as
some type of RFC is described in RFC 2026 (4.2.3) [InetStdProc96].
This specifies that if the submtted Internet-Draft is closely
related to work being done or expected to be done in the | ETF, the
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ADs may recommend that the docunment be brought within the | ETF and
progressed in the | ETF context. O herw se, the ADs nay reconmend
that the Internet-Draft be published as an Experinental or
Informati onal RFC, with or without an | ESG annotation of its

rel ationship to the | ETF context.

The procedure for Reliable Milticast proposal publication will have
as its default RFC status Experinmental, when the technical criteria
listed in Section 5 are deened to be fulfilled. Both the criteria and
the procedure reflect the AD s technical assessnent of the current
state of reliable nmulticast technology. It does not reflect the
origins of the proposals, which we expect will be equally from
conmercial vendors with initial products and from researchers.

Work on the devel opnent and engi neering of protocols that nay
eventual ly nmeet the review criteria could take place either in the
| RTF Reliable Multicast Research Group (http://ww.irtf.org) or a
focused short IETF WG with an Experinental product.

When the work in reliable nulticast technol ogy has matured enough to
be considered for standardization within the | ETF, the TSV Area may
charter appropriate working groups to devel op standards track
docunents. The criteria for evaluation of standards track technol ogy
will be at |east as stringent as those described herein (next
section).

5. Technical Criteria for Reliable Milticast
The Internet-Draft nust (in itself or a conpanion draft):
a. Anal yze the behavior of the protocol
The vul nerabilities and perfornance probl enms nust be shown through
anal ysis. Especially the protocol behavior nust be explained in
detail with respect to scalability, congestion control, error
recovery, and robustness.
For exanple the foll owi ng questions should be answered:
How scal able is the protocol to the number of senders or
receivers in a group, the nunber of groups, and w de di spersion
of group nenbers?

Identify the nechanisns which linmt scalability and estinmate
those Iimts.

How does the protocol protect the Internet from congestion? How
wel | does it perforn? When does it fail?
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Under what circunstances will the protocol fail to performthe
functions needed by the applications it serves?

Is there a congestion control mechani sn? How wel | does it
perforn? When does it fail? Note that congestion contro
mechani sns that operate on the network nore aggressively than
TCP will face a great burden of proof that they don't threaten
network stability.

Include a description of trials and/or simulations which support
the devel opnent of the protocol and the answers to the above
guesti ons.

I ncl ude an anal ysis of whether the protocol has congestion

avoi dance nechani sns strong enough to cope with deploynent in the
G obal Internet, and if not, clearly docunent the circunstances in
whi ch congestion harmcan occur. How are these circunstances to
be prevented?

I ncl ude a description of any nechani sns which contain the traffic
within limted network environnments. If the analysis in a or c
shows that the protocol has potential to danage the Internet, then
the anal ysis nust include a discussion of ways to limt the scope
or otherw se contain the protocol. W recognize that the
confinenent of Internet applications is an open research area.

Rel i abl e mul ticast protocols must include an analysis of how they
address a nunber of security and privacy concerns. |If the
protocol can be used in different nodes of secure operation, then
each nmode must be anal yzed.

The anal ysi s must docunent which of the various parties --
senders, routers (nore generally, data forwarders), receivers,
retransm ssion sources -- nust be trusted in order to ensure
secure operation and privacy of the transmtted data, to what
degree, and why. (One issue to address here are "man-in-the-
m ddl e" attacks.)

To what degree can data be nanipul ated so that at least a
subset of the receivers receive different copies? Does the
protocol allow a group of receivers to determ ne whether they
all received the sane data?

What limtations are placed on the retransm ssi on nechanismto
prevent it from being abused to flood network links with
excessive traffic? Which parties nust be trusted to ensure
this, and to what degree, and why? The presunption will be that
either a congestion control nechanismw |l inherently imt the
vol une of retransmission traffic, and that this limting
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i nfluence is robust under concerted attack; or that

retransm ssion requests will be signed in a cryptographically
strong manner so that abuses of the mechani smcan be traced
back to their source. Protocols that do not provide either of
these forms of protection face a great burden of proof that
they don’t threaten network stability.

What sort of key managenment does the protocol require, and
provide for?

6. Security Considerations

This meno specifies in Section 5.e. that reliable multicast
Internet-Drafts reviewed by the Transport Area Directors mnust
explicitly explore the security aspects of the proposed design
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10. Full Copyright Statenent
Copyright (C The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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