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Abst ract

Thi s docunent describes a general architecture for 1 Pv6 over NBVA
networks. It fornms the basis for subsidiary conmpani on docunents that
describe details for various specific NBMA technol ogi es (such as ATM
or Frame Relay). The I Pv6 over NBMA architecture allows conventi onal
host - si de operation of the |IPv6 Nei ghbor Di scovery protocol, while

al so supporting the establishment of ’'shortcut’ NBMA forwardi ng paths
when dynami cally signaled NBVMA |inks are avail abl e. Operations over
adm nistratively configured Point to Point NBVA |inks are al so

descri bed.

Dynam ¢ NBMVA shortcuts are achieved through the use of |1Pv6 Nei ghbor
Di scovery protocol operation within Logical Links, and inter-router
NHRP for the discovery of off-Link NBMA destinations. Both flow
triggered and explicitly source-triggered shortcuts are supported.

1. Introduction.
Non Broadcast Miltiple Access (NBMA) networks may be utilized in a
variety of ways. At one extrene, they can be used to sinply provide

adm ni stratively configurable point to point service, sufficient to
i nterconnect |1 Pv6 routers (and even I Pv6 hosts, in certain
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situations). At the other extrene, NBMA networks that support dynam c
establishment and teardown of Virtual Gircuits (or functiona
equi val ents) may be used to ermul ate the service provided to the | Pv6
| ayer by conventional broadcast media such as Ethernet. Typically
this emul ation requires conpl ex convergence protocols, particularly
to support IPv6 nulticast.

Thi s docunent describes a general architecture for |1 Pv6 over NBVA
networks. It fornms the basis for compani on docunents that provide
details specific to various NBMA technol ogies (for exanple, ATM ][ 17]
or Frame Relay). The 1 Pv6 over NBMA architecture all ows conventiona
host -si de operation of the | Pv6 Nei ghbor Discovery protocol, while

al so supporting the establishnment of 'shortcut’ NBMA forwardi ng paths
(when dynanically signaled NBMA |inks are avail able).

The majority of this docunment focuses on the use of dynanically
managed point to point and point to nultipoint calls between
interfaces on an NBMA network. These will be generically referred to
as "SVGCs" in the rest of the docunent. The use of administratively
configured point to point calls will also be discussed. Such calls
will be generically referred to as "PVCs". Depending on context,
either may be shortened to "VC'

Certain NBVA networks may provide a form of connectionl ess service
(e.g. SMDS). In these cases, a "call" or "VC' shall be considered to
implicitly exist if the sender has an NBMA destination address to
which it can transmt packets whenever it desires.

1.1 Nei ghbor Discovery.

A key difference between this architecture and previous | P over NBMA
protocols is its mechanismfor supporting | Pv6 Nei ghbor Discovery.

The 1 Pv4 worl d evol ved an approach to address resol ution that
depended on the operation of an auxiliary protocol operating at the
"link layer’ - starting with Ethernet ARP (RFC 826 [14]). In the
wor |l d of NBMA (Non Broadcast, Multiple Access) networks ARP has been
applied to | Pv4 over SMDS (RFC 1209 [13]) and | Pv4 over ATM (RFC 1577
[3]). More recently the I ON working group has devel oped NHRP ( Next
Hop Resolution Protocol [8]), a general protocol for performng

i ntra-subnet and inter-subnet address resolution applicable to a
range of NBMA network technol ogi es.

| Pv6 devel opers opted to migrate away froma |link | ayer specific
approach, chosing to conbine a nunber of tasks into a protocol known
as Nei ghbor Di scovery [7], intended to be non-specific across a
nunber of |ink |ayer technol ogies. A key assunption made by Nei ghbor
Di scovery’s actual protocol is that the Iink technol ogy underlying a
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given P interface is capable of native nmulticasting. This is not
particularly true of npbst NBMA network services, and usually requires
convergence protocols to emulate the desired service. (The MARS
protocol, RFC 2022 [5], is an exanple of such a convergence

protocol .) This docunent augnents and optim zes the MARS protocol for
use in support of 1Pv6 Neighbor Discovery, generalizing the
applicability of RFC 2022 beyond ATM net wor ks.

1.2 NBMA Shortcuts.

A shortcut is an NBMA | evel call (VC) directly connecting two IP

endpoints that are logically separated by one or nore routers at the
IP level. |Pv6 packets traversing this VC are said to 'shortcut’ the
routers that are in the logical |IPv6 path between the VC s endpoints.

NBMA shortcuts are a nechanismfor mnimzing the consunption of
resources within an P over NBVA cloud (e.g. router hops and NBNA
VGCs) .

It is inmportant that NBMA shortcuts are supported whenever IP is
depl oyed across NBMA networ ks capabl e of supporting dynanic
establ i shnment of calls (SVCs or functional equivalent). For |Pv6
over NBMA, shortcut discovery and managenent is achi eved through a
m xture of Nei ghbor Di scovery and NHRP.

1.3 Key conponents of the |Pv6 over NBMA architecture.
1. 3.1 NBMA networ ks providing PVC support.

When the NBMVA network is used in PVC npbde, each PVC will connect
exactly two nodes and the use of Nei ghbor Discovery and other |Pv6
features is limted. |Pv6/NBVA interfaces have only one nei ghbor on
each Link. The MARS and NHRP protocol s are NOT necessary, since
mul ti cast and broadcast operations collapse down to an NBMA | evel

uni cast operation. Dynam cally di scovered shortcuts are not

support ed.

The actual details of encapsul ations and |ink token generation SHALL
be covered by conpani on docunents covering specific NBMA technol ogy.
They SHALL conformto the follow ng guidelines:

Bot h unicast and multicast | Pv6 packets SHALL be transmitted over
PVC |inks using the encapsul ation described in section 4.4.1.

Interface tokens for PVC |links SHALL be constructed as descri bed

in section 5. Interface tokens need only be uni que between the two
nodes on the PVC |ink.
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This use of PVC |links does not nmandate, nor does it prohibit the
use of extensions to the Nei ghbor Di scovery protocol which may be
devel oped for either general use of for use in PVC connections
(for exanple, Inverse Neighbor Discovery).

NBMA- speci fi ¢ conpani on docunents MAY additionally specify the
concat enation of | Pv6 over PPP and PPP over NBMA nechani sns as an
OPTI ONAL approach to point to point |Pv6.

Except where noted above, the remmi nder of this docunent focuses on
the SVC case

1. 3.2 NBMA networ ks providing SVC support.
When the NBMA network is used in SVC nbde, the key conponents are:

- The 1 Pv6 Nei ghbor nodel, where nei ghbors are di scovered through
the use of nessages multicast to nenbers of an IPv6 interface’s
| ocal |Pv6 Link.

- The MARS nodel, allowi ng enul ation of general multicast using
mul tipoint calls provided by the underlyi ng NBVA net worK.

- The NHRP service for seeking out the NBVA identities of IP
interfaces who are logically distant in an |IP topol ogi cal sense.

- The nmodeling of IP traffic as "flows’, and optionally using the
exi stence of a flow as the basis for attenpting to set up a
shortcut link [evel connection

In summary:

The 1 Pv6 "Link" is generalized to "Logical Link" (LL) in NBMA
envi ronnents (anal ogous to the generalization of IPv4 | P Subnet to
Logi cal I P Subnet in RFC 1209 and subsequently RFC 1577).

| Pv6/ NBMA interfaces utilize RFC 2022 (MARS) for general intra-
Logical Link nulticasting. The MARS itself is used to optimally
di stribute discovery nessages within the Logical Link

For destinations not currently considered to be Neighbors, a host
sends the packets to one of its default routers.

VWhen appropriately configured, the egress router froma Logica
Link is responsible for detecting the existence of an | P packet
flow through it that m ght benefit froma shortcut connection

Wil e continuing to conventionally forward the flow s packets,

the router initiates an NHRP query for the flow s destination
| P address.

Armtage, et. al. St andards Track [ Page 4]



RFC 2491 | Pv6 over NBMA networ ks January 1999

The last router/NHS before the target of the NHRP query
ascertains the target interface's preferred NBVA address.

The originally querying router then issues a Redirect to the IP
source, identifying the flow s destination as a transient
Nei ghbor .

Host-initiated triggering of shortcut discovery, regardl ess of the
exi stence of a packet flow, is also supported through specific
Nei ghbor Solicitations sent to a source host’s default router.

A nunber of key advantages are clainmed for this approach. These are:

The 1 Pv6 stacks on hosts do not inplenent separate ND protocols
for each Iink |ayer technol ogy.

VWen the destination of a flowis solicited as a transient

nei ghbor, the returned NBVA address will be the one chosen by the
destinati on when the flow was originally established through hop-
by-hop processing. This supports the existing ND ability for |Pv6
destinations to performtheir own dynam c interface | oad sharing.

1.4 Term nol ogy.

The bit-pattern or nunmeric value used to identify a particul ar NBVA
interface at the NBMA level will be referred to as an "NBMA address”
(An exanpl e woul d be an ATM End System Address, AESA, when applying
this architecture to ATM networks, or an E. 164 nunmber when applying
this architecture to SMDS networks.)

The call that, once established, is used to transfer |P packets from
one NBMA interface to another will be referred to as an SVC or PVC
dependi ng on whether the call is dynamically established through sone
signaling mechani sm or admnistratively established. The specific
signaling mechani sns used to establish or tear dowmn an SVC will be
defined in the NBMA-specific conpanion specifications. Certain NBVA
networ ks may provide a form of connectionless service (e.g. SMDS). In
these cases, a "call" or "SVC' shall be considered to inplicitly
exist if the sender has an NBMA destination address to which it can
transmt packets whenever it desires.

The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [16].
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1.5 Docunent Structure

The remai nder of this docunent is structured as follows: Section 2
expl ai ns the generalization of I1Pv6 Link to "Logical Link" when used
over NBMA networ ks, and introduces the notion of the Transient

Nei ghbor. Section 3 describes the nodifications to the MARS protoco
for efficient distribution of ND nessages within a Logical Link, and
the rul es and mechani sms for di scovering Transi ent Neighbors.
Section 4 covers the basic rules governing | Pv6/ NBMVA interface
initialization, packet and control message encapsul ati ons, and rul es
for SVC managenent. Section 5 describes the general rules for
constructing Interface Tokens, the Link Layer Address Option, and

Li nk Local addresses. Section 6 concludes the normative sections of
the docunent. Appendix A provides sone non-nornative descriptive
text regarding the operation of Ipv6 Neighbor Discovery. Appendix B
descri bes sone sub-optimal solutions for ermulating the multicasting
of Nei ghbor Di scovery nessages around a Logical Link. Appendix C

di scusses shortcut suppression and briefly reviews the future

rel ati onshi ps between fl ow detection and mappi ng of flows onto SVCs
of differing qualities of service.

2. Logical Links, and Transi ent Nei ghbors.

| Pv6 contains a concept of on-link and off-1ink. Neighbors are those
nodes that are considered on-link and whose |ink-layer addresses nay
therefore be | ocated using Neighbor Discovery. Borrowing fromthe
term nol ogy definitions in the ND text:

on-1ink - an address that is assigned to a neighbor’s interface on
a shared link. A host considers an address to be on-
link if:

- it is covered by one of the link’s prefixes, or

- a neighboring router specifies the address as the
target of a Redirect nessage, or

- a Nei ghbor Advertisenent nessage is received for the
target address, or

- a Neighbor Discovery nessage is received fromthe
addr ess.

off-link - the opposite of "on-link"; an address that is not
assigned to any interfaces attached to a shared |ink

Of-link nodes are considered to only be accessi bl e through one of
the routers directly attached to the |ink
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The NBMA environnment conplicates the sense of the word "lIink’ in rmuch
the sane way as it conplicated the sense of 'subnet’ in the |Pv4
case. For IPv4 this required the definition of the Logical |IP Subnet
(LI'S) - an administratively constructed set of hosts that would share
the sanme routing prefixes (network and subnetwork masks).

Thi s docunent considers the IPv6 analog to be a Logical Link (LL).

An LL consists of nodes admi nistratively configured to be 'on
link’ with respect to each ot her

The menbers of an LL are an |Pv6 interface’'s initial set of
nei ghbors, and each interface's Link Local address only needs to
be uni que anpbngst this set.

It should be noted that whilst nmenbers of an LL are | Pv6 Nei ghbors,
it is possible for Neighbors to exist that are not, adm nistratively,
nmenbers of the sane LL.

Nei ghbor Di scovery events can result in the expansion of an |Pv6
interface’s set of Neighbors. However, this does not change the set
of interfaces that make up its LL. This leads to three possible

rel ati onshi ps between any two | Pv6 interfaces:

- On LL, Neighbor.
- Of LL, Neighbor.
- Of LL, not Neighbor.

O f LL Neighbors represent the 'shortcut’ connections, where it has
been ascertained that direct connectivity at the NBVA level is
possible to a target that is not a nenber of the source’'s LL

Nei ghbors di scovered t hrough the operation of unsolicited nmessages,
such as Redirects, are termed ' Transi ent Nei ghbors’.

3. Intra-LL and Inter-LL Discovery.

Thi s docunent nakes a distinction between the discovery of neighbors
within a Logical Link (intra-LL) and nei ghbors beyond the LL (inter-
LL). The goal is to allow both inter- and intra-LL nei ghbor di scovery
to involve no changes to the host-side IPv6 stack for NBMA
interfaces.

Note that section 1.3.1 applies when the NBVA network is being used
to provide only configured point to point (PVC) service.
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3.1 Intra-LL - ND over emrul ated nmul ticast.

The basic nodel of ND assunes that a link layer interface will do
somet hi ng meani ngful with an | CMPv6 packet sent to a nulticast IP
destinati on address. (IPv6 assumes that multicasting is an integral
part of the Internet service.) This docunent assunes nulticast
support will be provided using the RFC 2022 (MARS) [5] service
(generalized for use over other NBMA technologies in addition to
ATM. An IPv6 LL maps directly onto an IPv6 MARS Cluster in the sane
way an | Pv4 LIS maps directly onto an | Pv4 MARS Cl uster.

The goal of intra-LL operation is that the IPv6 | ayer nust be able to
sinmply pass multicast | CMPv6 packets down to the | Pv6/ NBVA driver

wi t hout any special, NBMA specific processing. The underlying

mechani sm for distributing Neighbor D scovery and Router Discovery
nmessages then works as expected.

Sections 3.1.1 describes the additional functionality that SHALL be
required of any MARS used in conformance with this docunent.
Background di scussion of these additions is provided in Appendi x B.

3.1.1 Mandatory augrmented MARS and MARS Cient behavi or.

| Pv6/ NBVA i nterfaces SHALL regi ster as MARS O uster nenbers as
described in section 4.1, and SHALL send certain classes of outgoing
| Pv6 packets directly to their local MARS as described in section
4.4.2.

The MARS itself SHALL then re-transmit these packets according to the
fol |l owi ng rul es:

- When the MARS receives an | Pv6 packet, it scans the group
nmenber shi p dat abase to find the NBMA addresses of the |Pv6
destination group’s nenbers.

- The MARS then checks to see if every group nmenber currently has
its pt-pt control VC open to the MARS. If so, the MARS sends a
copy of the data packet directly to each group nmenber over the
exi sting pt-pt VCs.

- If one or nore of the discovered group nenbers do not have an
open pt-pt VCto the MARS, or if there are no group nenbers
listed, the packet is sent out ClusterControl VC instead. No
copi es of the packet are sent over the existing (if any) pt-pt
\VCs.
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3.2 Inter-LL - Redirects, and their generation

Shortcut connections are justified on the grounds that denmandi ng
flows of I P packets may exi st between source/destination pairs that
are separated by IP routing boundaries. Shortcuts are created between
Transi ent Nei ghbors.

The key to creating transient neighbors is the Redirect message
(section 8 [7]). |IPv6 allows a router to informthe nenbers of an LL
that there is a better "first hop’ to a given destination (section
8.2 [7]). The advertisenent itself is achieved through a Router

Redi rect nmessage, which may carry the link |ayer address of this
better hop.

A transnmitting host only listens to Router Redirects fromthe router
that is currently acting as the default router for the |IP destination
that the Redirect refers to. If a Redirect arrives that indicates a
better first hop for a given destination, and supplies a |ink |ayer
(NBMA) address to use as the better first hop, the associated

Nei ghbor Cache entry in the source host is updated and its
reachability set to STALE. Updating the cache in this context

i nvol ves building a new VC to the new NBVMA address. If this is
successful, the old VCis torn down only if it no |longer required
(since the old VC was to the router, it may still be required by

ot her packets fromthe host that are heading to the router).

Two nechani sns are provided for triggering the discovery of a better
first hop:

Rout er - based fl ow identification/detection

Host-initiated shortcut request.
Section 3.2.1 discusses flow based triggers, section 3.2.2 discusses
the host initiated trigger, and section 3.2.3 discusses the use of
NHRP t o di scover mappings for | Pv6 targets in renpte LLs.

3.2.1 Flow Triggered Redirection

The nodification of forwarding paths based on the dynam c detection
of I P packet flows is at the core of nodels such as the Cell Switch
Router [11] and the IP Switch [12]. Responsibility for detecting

flows is placed into the routers, where packets cross the edges of IP
routing boundari es.
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For the purpose of conformance with this docunent, a router MNAY
choose to initiate the discovery of a better first-hop when it
deternines that an identifiable flow of |IP packets are passing
through it.

Such a router:

SHALL only track flows that originate froma directly attached
host (a host that is within the LL-l1ocal scope of one of the
router’s interfaces).

SHALL NOT use | P packets arriving fromanother router to
trigger the generation of a Router Redirect.

SHALL only consider |Pv6 packets with Flowm D of zero for the
purposes of flow detection as defined in this section.

SHALL utilize NHRP as described in section 3.2.3 to ascertain a
better first-hop when a suitable flowis detected, and
advertise the information in a Router Redirect.

| Pv6 routers that support the OPTIONAL fl ow detection behavi or

descri bed above SHALL support adm nistrative mechanisms to switch off
fl ow detection. They MAY provide nechani sns for addi ng additiona
constraints to the categories of |Pv6 packets that constitute a
"flow .

The actual algorithn(s) for determ ning what sequence of |Pv6 packets
constitute a '"flow are outside the scope of this docunent. Appendix
C di scusses the rationale behind the use of non-zero Flow D to
suppress fl ow detection.

3.2.2 Host Triggered Redirection
A source host MAY also trigger a redirection to a transient nei ghbor
To support host-triggered redirects, routers confornmng to this
docunent SHALL recogni ze specific Neighbor Solicitation nessages sent
by hosts as requests for the resolution of off-link addresses.

To performa host-triggered redirect, a source host SHALL

Create a Neighbor Solicitation nmessage referring to the off-LL
destination (target) for which a shortcut is desired

Address the NS nessage to the router that would be the next hop

for traffic sent towards the off-LL target (rather than the
target’s solicited node nulticast address).

Armtage, et. al. St andards Track [ Page 10]



RFC 2491 | Pv6 over NBMA networ ks January 1999

Use the standard ND hop linmt of 255 to ensure the NS won’'t be
di scarded by the router.

Include the shortcut limt option defined in appendi x D. The val ue
of this option should be equal to the hop limt of the data fl ow
for which this trigger is being sent. This ensures that the router
is able to restrict the shortcut attenpt to not exceed the reach
of the data flow

Forward the NS packet to the router that would be the next hop for
traffic sent towards the of f-LL target.

Routers SHALL consider a unicast NS with shortcut Iimt option as a
request for a host-triggered redirect. However, actual shortcut
di scovery is OPTIONAL for |IPv6 routers.

VWhen shortcut discovery is not supported, the router SHALL construct
a Redirect nmessage identifying the router itself as the best
"shortcut’, and return it to the soliciting host.

I f shortcut discovery is to be supported, the router’s response SHALL
be:

A suitable NHRP Request is constructed and sent as described in
section 3.2.3. The original NS nessage SHOULD be di scarded.

Once the NHRP Reply is received by the originating router, the
router SHALL construct a Redirect nessage containing the |Pv6
address of the transient neighbor, and the NBVA |ink | ayer address
returned by the NHRP resol ution process.

The resulting Redirect message SHALL then be transmitted back to
the source host. Wen the Redirect message is received, the source
host SHALL update its Nei ghbor and Destination caches.

The of f-LL target is now considered a Transient Neighbor. The
next packet sent to the Transient Neighbor will result in the
creation of the direct, shortcut VC (to the off-LL target itself,
or to the best egress router towards that nei ghbor as determ ned
by NHRP).

If a NHRP NAK or error indication is received for a host-triggered
shortcut attenpt, the requesting router SHALL construct a Redirect
nessage identifying the router itself as the best 'shortcut’, and
return it to the soliciting host.
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3.2.3 Use of NHRP between routers.

Once flow detection has occurred, or a host trigger has been
detected, routers SHALL use NHRP in an NHS to NHS node to establish
the 1Pv6 to link | evel address mapping of a better first hop

| Pv6/ NBMVA routers supporting shortcut discovery will need to perform
sone or all of the follow ng functions:

- Construct NHRP Requests and Repli es.

- Parse incom ng NHRP Requests and Replies from ot her NHSes
(routers).

- Forward NHRP Requests towards an NHS that is topologically
closer to the IPv6 target.

- Forward NHRP Replies towards an NHS that is topologically closer
to the requester.

- Perform syntax transl ation between Nei ghbor Solicitations and
out bound NHRP Requests.

- Performsyntax transl ation between i nbound NHRP Replies and
Redi rect s.

The destination of the flow that caused the trigger (or the target of
the host initiated trigger) is used as the target for resolution in a
NHRP Request. The router then forwards this NHRP Request to the next
cl osest NHS. The process continues (as it would for normal NHRP)

until the Request reaches an NHS that believes the IP target is
within link-1ocal scope of one of its interfaces. (This my
potentially occur within a single router.)

As NHRP resol ution requests always follow the routed path for a given

target protocol address, the scope of a shortcut request will be
automatically bounded to the scope of the |IPv6 target address. (e.g.
resol ution requests for site-local addresses will not be forwarded

across site boundaries.)

The [ ast hop router SHALL resolve the NHRP Request from mapping

i nformati on contained in its neighbor cache for the interface on
which the specified target is reachable. If there is no appropriate
entry in the Neighbor cache, or the destination is currently

consi dered unreachabl e, the last hop router SHALL perform Nei ghbor

Di scovery on the local interface, and build the NHRP Reply fromthe
resulting answer. (Note, in the case where the NHRP Request
originated due to flow detection, there nust already be a hop-by-hop
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fl ow of packets going through the |ast hop router towards the target.
In this typical case the Neighbor cache will already have the desired
i nformation.)

The NHRP Reply is propagated back to the source of the NHRP Request,
using a hop-by-hop path as it would for normal NHRP

If the discovery process was triggered through flow detection at the
originating router, the return of the NHRP Reply results in the
foll owi ng events:

A Redirect is constructed using the | Pv6/ NBMA nmapping carried in
the NHRP Reply.

The Redirect is unicast to the | P packet flow s source (using the
VC on which the flowis arriving at the router, if it is a bi-
directional pt-pt VO).

Any Redirect nessage sent by a router MJST conformto all the

rul es described in [7] so that the packet is properly validated by
the receiving host. Specifically, if the target of the resulting
short-cut is the destination host then the | CVP Target Address
MJST be the same as the | CVP Destination Address in the origina
nessage. |If the target of the short-cut is an egress router then
the | CWP Target Address MJST be a Link Local address of the egress
router that is unique to the NBVA cloud to which the router’s NBVA
interface is attached.

Al so note that egress routers may subsequently redirect the source
host. To do so, the Link Local |CMP Source Address of the Redirect
nessage MJST be the same as the Link Local |CMP Target Address of
the original Redirect message.

Note that the router constructing the NHRP Reply does so using the
NBVA address returned by the target host when the target host first
accepted the flow of IP traffic. This retains a useful feature of
Nei ghbor Di scovery - destination interface |oad sharing.

Upon receipt of a NHRP NAK reply or error indication for a flow
triggered shortcut attenpt, no indication is sent to the source of
the flow.

3.2.3.1 NHRP/ND packet translation rules.
The followi ng translation rules are nmeant to augnent the packet
format specification in section 5 of the NHRP specification [8],

covering those packet fields specifically utilized by the | Pv6/ NBVA
architecture.

Armtage, et. al. St andards Track [ Page 13]



RFC 2491 | Pv6 over NBMA networ ks January 1999

NHRP nessages are constructed and sent according to the rules in [8].
The val ue of the NBMA technol ogy specific fields such as ar$afn,
ar$pro.type, ar$pro.snap and link |ayer address format are defined in
NBMA- speci fi ¢ compani on docunents. Source, destination or client

prot ocol addresses in the common header or ClIE of a NHRP nessage are
al ways | Pv6 addresses of |ength 16.

When constructing an host-triggered NHRP resol ution request in
response to a Nei ghbor Solicitation

The ar$hopcnt field MIST be snmaller than the shortcut limt val ue
specified in the shortcut limt option included in the triggering
NS nmessage. This ensures that hosts have control over the reach of
their shortcut request. Note that the shortcut linmt given in the
option is relative to the requesting host, thus the requirenent of
ar $hopcnt being smaller than the given shortcut Iimt.

The Flags field in the conmon header of the NHRP resol ution
request SHOULD have the Q and S bits set.

The U bit SHOULD be set. NBMA and protocol source addresses are
those of the router constructing the request.

The target address fromthe NS nessage is used as the NHRP
destination protocol address. A CIE SHALL NOT be specified.

When constructing a NHRP resolution request as a result of flow
detection, the choice of values is configuration dependent.

A NHRP resolution reply is build according to the rules in [8].
For each CIE returned, the holding tinme is 10 m nutes.

The MIU may be 0 or a value specified in the NBMA-specific
conpani on document .

A successful NHRP resolution reply for a host-triggered shortcut
attempt is translated into an | Pv6 Redirect message as foll ows:

| P Fields:

Sour ce Address
The link-local address assigned to the router’s interface
fromwhich this nessage is sent.

Destinati on Address
| Pv6 Source Address of the triggering NS

Hop Limt
255
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| CVMP Fi el ds:

Target Address
NHRP Client Protocol Address

Desti nati on Address
Target of triggering NS (this is equivalent to the NHRP
Destination Protocol Address)

Target |ink-layer address
NHRP Cli ent NBMA Address

Al'l NHRP extensions currently defined in [8] have no effect on
NHRP/ ND t ransl ati on and MAY be used in NHRP nessages for |Pv6.

3.2.3.2 NHRP Purge rules.

Purges are generated by NHRP when changes are detected that

i nvalidate a previously issued NHRP Reply (this may include topol ogy
changes, or a target host going down or changing identity). Any |Pv6
shortcut previously established on the basis of newy purged

i nformati on SHOULD be torn down.

Routers SHALL keep track of NHRP cache entries for which they have

i ssued Nei ghbor Advertisements or Router Redirects. If a NHRP Purge
is received that invalidates information previously issued to |oca
host, the router SHALL issue a Router Redirect specifying the router
itself as the new best next-hop for the affected | Pv6 target.

Routers SHALL keep track of Nei ghbor cache entries that have
previously been used to generate an NHRP Reply. The expiry of any
such Nei ghbor cache entry SHALL result in a NHRP Purge being sent
towards the router that originally requested the NHRP Reply.

3. 3. Nei ghbor Unreachability Detection

Nei ghbor Solicitations sent for the purposes of Nei ghbor
Unreachability Detection (NUD) are unicast to the Neighbor in
guestion, using the VC that is already open to that Neighbor. This
suggests that as far as NUD i s concerned, the Transient Neighbor is
i ndi stinguishable froman On-LL Nei ghbor

3.4. Duplicate Address Detection.

Duplicate Address Detection is only required within the link-1oca
scope, which in this case is the LL-1ocal scope. Transi ent Nei ghbors
are outside the scope of the LL. No particular interaction is

requi red between the mechani smfor establishing shortcuts and the
mechani sm for detection of duplicate Iink | ocal addresses.
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4 Node Qperation Concepts.

Thi s section describes node operations for perform ng basic functions
(such as sending and receiving data) on a Logical Link. The

application of these basic functions to the operation of the various
| Pv6 protocols such as Nei ghbor Discovery is described in Appendix A

The majority of this section applies only to NBVA networks when used
to provide point to point and point to nultipoint SVCs. Section 7
di scusses the case where the NBMA network is being used to supply
only point to point PVCs.

4.1. Connecting to a Logical Link.

Bef ore a node can send or receive |Pv6 datagranms its underlying
| Pv6/ NBMA i nterface(s) must first join a Logical Link.

An | Pv6/ NBVA driver SHALL establish a pt-pt VC to the MARS associ at ed
with its Logical Link, and register as a Cluster Menber [5]. The
node’s | Pv6/NBMA interface will then be a nenber of the LL, have a
Cluster Menber ID (CM) assigned, and can begin supporting | Pv6 and

| Pv6 ND operations.

If the node is a host or router starting up it SHALL issue a single
group MARS JO N for the foll ow ng groups:

- Its derived Solicited-node address(es) with |ink-1ocal scope.

- The Al'l-nodes address with |ink-1ocal scope.

- O her configured multicast groups with at |east |ink-Iocal
scope.

If the node is a router it SHALL additionally issue:

- Asingle group MARS JON for the All-routers address with
i nk-1ocal scope.

- A block MARS JO N for the range(s) of IPv6 nmulticast addresses
(with greater than link-1ocal scope) for which prom scuous
reception is required.

The encapsul ati on mechani smfor, and key field val ues of, MARS
control messages SHALL be defined in compani on docunents specific to
particul ar NBVA network technol ogi es.

4.2 Joining a Milticast G oup.
This section describes the node’ s behavior when it gets a

Joi nLocal Group request fromthe I Pv6 Layer. The details of how this
behavior is achieved are going to be inplementation specific.
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If a JoinLocal Goup for a node-local address is received, the

| Pv6/ NBMVA driver SHALL return success indication to the caller and
take no additional action. (Packets sent to node-local addresses
never reach the |1 Pv6/ NBVA driver.)

If a JoinLocal Goup is received for an address with greater than
node-| ocal scope, the | Pv6/ NBVA driver SHALL send an appropriate
single group MARS JO N request to register this address with the
MARS.

4.3. Leaving a Milticast G oup.

Thi s section describes the node’'s behavior when it gets a
LeavelLocal Group request fromthe |Pv6 Layer. The details of how this
behavi or is achieved are going to be inplenentation specific.

If a LeavelLocal G oup for a node-local address is received, the

| Pv6/ NBMA driver SHALL return success indication to the caller and
take no additional action. (Packets sent to node-local addresses
never reach the |IPv6/ NBVA driver.)

If a LeavelLocal G oup is received for an address with greater than
node-| ocal scope, the I Pv6/ NBMA driver SHALL send an appropriate
single group MARS LEAVE request to deregister this address with the
MARS.

4.4. Sending Data.

Separate processing and encapsul ati on rul es apply for outbound
uni cast and mul ticast packets.

4.4.1. Sendi ng Unicast Data.

The 1P | evel "next hop’ for each outbound unicast |Pv6 packet is used
to identify a pt-pt VC on which to forward the packet.

For NBMA networ ks where LLC/ SNAP encapsul ation is typically used
(e.g. ATMor SMDS), the |IPv6 packet SHALL be encapsul ated with the
foll owi ng LLC/ SNAP header and sent over the VC

[ OXAA- AA- 03] [ 0x00- 00- 00] [ 0x86- DD] [ | Pv6 packet ]
(LLO) (au) (PI D)

For NBMA networks that do not use LLC SNAP encapsul ati on, an

alternative rule SHALL be specified in the NBMA-specific conpanion
docurent .
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If no pt-pt VC exists for the next hop address for the packet, the
node SHALL place a call to set up a VC to the next hop destination.
Any time the | Pv6/ NBVA driver receives a unicast packet for

transm ssion the 1Pv6 |l ayer will already have determ ned the |ink-
| ayer (NBMA) address of the next hop. Thus, the information needed
to place the NBVA call to the next hop will be avail able.

The sendi ng node SHOULD queue the packet that triggered the call
request, and send it when the call is established.

If the call to the next hop destination node fails the sendi ng node
SHALL discard the packet that triggered the call setup. Persistent
failure to create a VC to the next hop destination will be detected
and handl ed at the | Pv6 Network Layer through NUD.

At this time no rules are specified for mappi ng out bound packets to
VCs using anything nore than the packet’s destination address.

4.4.2. Sending Multicast Data.

The 1P I evel "next hop’ for each outbound nmulticast |Pv6 packet is
used to identify a pt-pt or pt-npt VC on which to forward the packet.

For NBMA networ ks where LLC/ SNAP encapsul ation is typically used
(e.g. ATMor SMDS), nulticast packets SHALL be encapsul ated in the
foll owi ng manner:

[ OXAA- AA- 03] [ 0x00- 00- 5E] [ 0x00- 01] [ pkt $cmi ] [ Ox86DD] [ | Pv6
packet ]
(LLO) (o) (PI D (mars encaps)

The 1 Pv6/ NBVA driver’s Cluster Menber ID SHALL be copied into
the 2 octet pkt$cm field prior to transm ssion.

For NBMA networks that do not use LLC/ SNAP encapsul ati on, an
alternative rule SHALL be specified in the NBMA-specific conpanion
docunent. Sone nechani smfor carrying the | Pv6/ NBVA driver’s
Cluster Menber |ID SHALL be provided.

If the packet’s destination is one of the follow ng multicast
addresses, it SHALL be sent over the | Pv6/NBMA driver’s direct pt-pt
VC to the MARS:

- A Solicited-node address with |ink-1ocal scope.
- The Al'l-nodes address with |ink-1ocal scope.

- The All-routers address with |ink-Iocal scope.
- A DHCP-v6 relay or server nulticast address.
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The MARS SHALL then redistribute the | Pv6 packet as described in
section 3.1.1. (If the VCto the MARS has been idle tinmed out for
sone reason, it MJST be re-established before forwardi ng the packet
to the MARS.)

I f packet’'s destination is any other address, then the usual MARS
client nechanisns are used by the | Pv6/NBVA driver to sel ect and/or
establish a pt-npt VC on which the packet is to be sent.

At this time no rules are specified for mappi ng out bound packets to
VCs using anything nore than the packet’s destination address.

4.5. Receiving Data.

Packets received using the encapsul ati on shown in section 4.4.1 SHALL
be de-encapsul ated and passed up to the IPv6 |layer. The |IPv6 |ayer
then determ nes how the incom ng packet is to be handl ed.

Packet s received using the encapsul ati on specified in section 4.4.2
SHALL have their pkt$cm field conpared to the |ocal |Pv6/ NBVA
driver’s own CM. If the pkt$cmi in the header matches the |l ocal CM
the packet SHALL be silently dropped. O herw se, the packet SHALL be
de- encapsul ated and passed to the I Pv6 |layer. The IPv6 |ayer then
det erm nes how t he inconm ng packet is to be handl ed.

For NBMA networks that do not use LLC/ SNAP encapsul ation, alternative
rules SHALL be specified in the NBMA-specific compani on docunent.

The 1 Pv6/ NBMVA driver SHALL NOT attenpt to filter out nulticast |Pv6
packets arriving with encapsul ati on defined for unicast packets, nor
attenpt to filter out unicast |Pv6 packets arriving with

encapsul ation defined for nulticast packets.

4.6. VC Setup and rel ease for unicast data.

Uni cast VCs are mmintained separately frommulticast VCs. The setup
and nmai ntenance of multicast VCs are handled by the MARS client in
each |1 Pv6/ NBVA driver [5]. Only the setup and nai ntenance of pt-pt
VCs for unicast IPv6 traffic will be described here. Only best
effort unicast VCs are considered. The creation of VCs for other

cl asses of service is outside the scope of this document.

Bef ore sending a packet to a new destination within the same LL a
node will first perform a Neighbor Discovery on the intra-LL target.
This is done to resolve the | Pv6 destination address into a |ink-
| ayer address which the sender can then use to send uni cast packets.
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Appendi x A 1.1 contains non-normative, descriptive text covering the
Nei ghbor Solicitation/ Advertisement exchange and eventua
establi shnment of a new SVC

A Redirect nessage (either a redirect to a node on the sane LL, or a
shortcut redirect to a node outside the LL) results in the sending
(redirected) node creating a new pt-pt VC to a new recei ving node.
the Redirect nessage SHALL contain the link layer (NBMA) address of
the new receiving | Pv6/NBVA interface. The redirected node does not
concern itself where the new receiving node is | ocated on the NBVA
network. The redirected node will set up a pt-pt VC to the new node
if one does not previously exist. The redirected node will then use
the new VC to send data rather than whatever VC it had previously
been usi ng.

Redirects are unidirectional. Even after the source has reacted to a
redirect, the destination will continue to send | Pv6 packets back to
the redirected node on the old path. This happens because the
destinati on node has no way of deternining the |IPv6 address of the
other end of a new VC in the absence of Nei ghbor D scovery. Thus,

redirects will not result in both ends of a connection using the new
VC. I Pv6 redirects are not intended to provide symetrica
redirection. |f the non-redirected node eventually receives a

redirect it MAY discover the existing VCto the target node and use
that rather than creating a new VC

It is desirable that VCs are rel eased when no | onger needed.

An | Pv6/ NBVA driver SHALL rel ease any VC that has been idle for 20
m nut es.

This time limt MAY be reduced through configuration or as specified
in conmpani on documents for specific NBVA networks.

If a Neighbor or Destination cache entry is purged then any VCs
associated with the purged entry SHOULD be rel eased.

If the state of an entry in the Neighbor cache is set to STALE, then
any VCs associated with the stale entry SHOULD be rel eased.

4.7 NBVA SVC Signaling Support and MIU i ssues.
Mechani sns for signaling the establishment and teardown of pt-pt and

pt-nmpt SVCs for different NBMA networks SHALL be specified in
conpani on docunents.
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5.

Since any given | Pv6/NBVA driver will not know if the renpte end of a
VCis in the same LL, drivers SHALL inplenment NBMA-specific
mechani sns to negoti ate acceptable MIUs at the VC | evel . These
mechani sms SHALL be specified in conmpani on docunents.

However, |Pv6/ NBMA drivers can assune that they will always be
talking to another driver attached to the same type of NBMA networKk.
(For exanple, an | Pv6/NBVA driver does not need to consider the
possibility of establishing a shortcut VC directly to an | Pv6/FR
driver.)

Interface Tokens, Link Layer Address Options, Link-Local Addresses

5.1 Interface Tokens

Each 1 Pv6 interface nust have an interface token fromwhich to form
| Pv6 aut oconfigured addresses. This interface token nust be uni que
within a Logical Link to prevent the creation of duplicate addresses
when st atel ess address configuration is used.

In cases where two nodes on the sane LL produce the sanme interface
token then one interface MJST choose another host-token. Al

i mpl enent ati ons MJST support manual configuration of interface tokens
to allow operators to manually change a interface token on a per-LL
basis. Operators nmay choose to manually set interface tokens for
reasons other than eliminating duplicate addresses.

Al interface tokens MJUST be 64 bits in length and formatted as
described in the foll owi ng sections. The hosts tokens will be based
on the format of an EU -64 identifier [10]. Refer to [19 - Appendi x
Al for a description of creating |Pv6 EU -64 based interface
identifiers.

5.1.1 Single Logical Links on a Single NBVA Interface

Physical NBMA interfaces will generally have sone local identifier
that may be used to generate a unique | Pv6/NBVA interface token. The
exact mechanismfor generating interface tokens SHALL be specified in
conpani on docunents specific to each NBMA networKk.

5.1.2 Multiple Logical Links on a Single NBVA Interface

Physi cal NBMA interfaces MAY be used to provide multiple |ogical NBVA
interfaces. Since each |ogical NBMA interface MAY support an
i ndependent | Pv6 interface, two separate scenarios are possible:

- A single host with separate | Pv6/NBMA interfaces onto a numnber
of independent Logical Links.
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- Aset of 2 or nore 'virtual hosts’ (vhosts) sharing a comon
NBMA driver. Each vhost is free to establish | Pv6/ NBVA
interfaces associated with different or common LLs. However,
vhosts are bound by the sane requirement as normal hosts - no
two interfaces to the sane LL can share the sane interface
t oken.

In the first scenario, since each |Pv6/NBMA interface is associated
with a different LL, each interface’s external identity can be
differentiated by the LL's routing prefix. Thus, the host can re-use
a single unique interface token across all its |IPv6/ NBMA interfaces.
(Internally the host will tag received packets in sonme |locally
specific nanner to identify what | Pv6/NBVA interface they arrived on
However, this is an issue generic to |Pv6, and does not required
clarification in this docunent.)

The second scenario is nore conplex, but likely to be rarer

When supporting nultiple | ogical NBVMA interfaces over a single

physi cal NBMA interface, independent and unique identifiers SHALL be
generated for each virtual NBMA interface to enable the construction
of unique 1 Pv6/NBVA interface tokens. The exact nechani sm for
generating interface tokens SHALL be specified in conpani on docunents
specific to each NBVA network.

5.2 Link Layer Address Options

Nei ghbor Di scovery defines two option fields for carrying |ink-Iayer
specific source and target addresses.

Bet ween |1 Pv6/ NBVA i nterfaces, the format for these two options is
adapted fromthe MARS [5] and NHRP [8] specs. It SHALL be:

[ Type] [Lengt h] [ NTL] [ STL][.. NBMA Nunber..][.. NBVA

Subaddr ess. . ]
| Fi xed | Li nk | ayer address

|
[ Type] is a one octet field.

1 for Source link-layer address.
2 for Target |ink-layer address.

[Length] is a one octet field.
The total length of the option in multiples of 8 octets. Zeroed bytes

are added to the end of the option to ensure its length is a multiple
of 8 octets.
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[NTL] is a one octet 'Nunmber Type & Length’ field.
[STL] is a one octet 'SubAddress Type & Length’ field.

[ NBMA Nunber] is a variable length field. It is always present. This
contains the primry NBMA address.

[ NBMA Subaddress] is a variable length field. It nay or may not be
present. This contains any NBMA subaddress that nay be required.

If the [ NBMA Subaddress] is not present, the option ends after the
[ NBMA Nunber] ( and any additional padding for 8 byte alignnent).

The contents and interpretation of the [NTL], [STL], [NBMA Nunber],
and [ NBMA Subaddress] fields are specific to each NBMA network, and
SHALL be specified in conmpani on docunents.

5.3 Li nk-Local Addresses

The 1 Pv6 |ink-local address is formed by appending the interface
token, as defined above, to the prefix FE80::/64.

10 bits 54 bits 64 bits

6. Concl usi on and Open |ssues

Thi s docunent describes a general architecture for 1 Pv6 over NBVA
networks. It fornms the basis for subsidiary conmpani on docunents that
provide details for various specific NBVMA technol ogi es (such as ATM
or Frame Relay). The I Pv6 over NBMA architecture all ows conventiona
host - si de operation of the |IPv6 Nei ghbor Di scovery protocol, while

al so supporting the establishment of ’'shortcut’ NBMA forwardi ng paths
(when dynami cally signaled NBVMA |inks are avail able).

The 1 Pv6 "Link" is generalized to "Logical Link" in an anal agous
manner to the I Pv4 "Logical |IP Subnet". The MARS protocol is
augnment ed and used to provide relatively efficient intra Logical Link
mul ticasting of |1 Pv6 packets, and distribution of D scovery nessages.
Shortcut NBMA | evel paths are supported either through router based
fl ow detection, or host originated explicit requests. Nei ghbor

Di scovery is used without nodification for all intra-LL contro
(including the initiation of NBVA shortcut discovery). Router to
router NHRP is used to obtain the | Pv6/ NBMA address nappi ngs for
shortcut targets outside a source’s Logical Link
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7. Security Considerations

This architecture introduces no new protocols, but depends on

exi sting protocols (NHRP, |1Pv6, ND, MARS) and is therefore subject to
all the security threats inherent in these protocols. This
architecture should not be used in a domain where any of the base
protocol s are consi dered unacceptably insecure. However, this
protocol itself does not introduce additional security threats.

VWil e this proposal does not introduce any new security nechani sns
all current IPv6 security mechanisms will work wthout nodification
for NBMA.  This includes both authentication and encryption for both
Nei ghbor Di scovery protocols as well as the exchange of |Pv6 data
packets. The MARS protocol is nodified in a nanner that does not

af fect or augment the security offered by RFC 2022.
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Appendi x A. | Pv6 Protocol Operation Description

The 1 Pv6 over NBMA nmodel described in this document maintains the
conpl ete semantics of the I Pv6 protocols. No changes need to be nade
to the I Pv6 Network Layer. Since the concept of the security
association is not being changed for NBMA, this framework maintains
conplete IPv6 security senmantics and features. This allows | Pv6 nodes
to choose their responses to solicitations based on security
information as is done with other datalinks, thereby maintaining the
semantics of Nei ghbor Discovery since it is always the solicited node
that chooses what (and even if) to reply to the solicitation. Thus,
NBVA wi | | be transparent to the network | ayer except in cases where
extra services (such as QS VCs) are offered

The remai nder of this Appendi x descri bes how the core | Pv6 protocols
will operate within the nodel described here.

A. 1 Nei ghbor Di scovery Qperations

Bef ore perforning any sort of Nei ghbor di scover operation, each node
must first join the all-node nmulticast group, and it’'s solicited node
mul ticast address (the use of this address in relation to DAD is
described in A 1.4). The IPv6 network layer will join these

nmul ticast groups as described in 4.2.

A. 1.1 Performng Address Resol ution

An | Pv6 host perforns address resolution by sending a Nei ghbor
Solicitation to the solicited-node nulticast address of the target
host, as described in [7]. The Neighbor Solicitation nessage wl|l
contain a Source Link-Layer Address Option set to the soliciting
node’ s NBVMA address on the LL

VWen the | ocal node’s |1 Pv6/NBVA driver is passed the Nei ghbor
Solicitation message fromthe | Pv6 network layer, it follows the
steps described in section 4.4.2 Sending Milticast Data.

One or nore nodes will receive the Neighbor Solicitation nmessage.
The nodes will process the data as described in section 4.5 and pass
the de-encapsul ated packets to the 1 Pv6 network | ayer.

If the receiving node is the target of the Neighbor Solicitation it
will update its Neighbor cache with the soliciting node’s NBVA
address, contained in the Neighbor Solicitation nessage’'s Source

Li nk- Layer Address Option as described in [7].
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The solicited I Pv6 host will respond to the Neighbor Solicitation
with a Neighbor Advertisenent message sent to the |Pv6 unicast
address of the soliciting node. The Nei ghbor Advertisenment nessage
will contain a Target Link-Layer Address Option set to the solicited
node’ s NBVA address on the LL

The solicited node’'s | Pv6/ NBMA driver will be passed the Nei ghbor
Advertisenent and the soliciting node’'s link-layer address fromthe

| Pv6 network layer. It will then follow the steps described in
section section 4.4.1 to send the NA nmessage to the soliciting node.
This will create a pt-pt VC between the solicited node and soliciting
node if one did not already exist.

The soliciting node will then receive the Neighbor Advertisenent
nessage over the new PtP VC, de-encapsul ate the nessage, and pass it
to the IPv6 Network |ayer for processing as described in section 4.5.
The soliciting node will then nmake the appropriate entries init’s
Nei ghbor cache, including caching the NBMA |ink-1layer address of the
solicited node as described in [7].

At this point each system has a conpl ete Nei ghbor cache entry for the
ot her system They can exchange data over the pt-pt VC newy created

by the solicited node when it returned the Nei ghbor Advertisenent, or
create a new VC

An | Pv6 host can al so send an Unsolicited Nei ghbor Adverti sement to
the all-nodes multicast address. Wen the | ocal node | Pv6/ NBMVA driver
i s passed the Nei ghbor Advertisement fromthe |Pv6 network |ayer, it
follows the steps described in section 4.4.2 to send the NA nessage

to the all-nodes nulticast address. Each node will process the
i ncom ng packet as described in section 4.5 and then pass the packet
to the I Pv6 network layer where it will be processed as described in

[7].
A. 1.2 Perform ng Router Discovery

Rout er Discovery is described in [7]. To support Router Discovery an
| Pv6 router will join the IPv6 all-routers multicast group address.
When the | Pv6/ NBVA driver gets the JoinLocal Goup request fromthe
| Pv6 Network Layer, it follows the process described in section 4.2.

| Pv6 routers periodically send unsolicited Router Advertisenents
announcing their availability on the LL. Wen an | Pv6 router sends
an unsolicited Router Advertisenment, it sends a data packet addressed
to the IPv6 all-nodes multicast address. Wen the | ocal node

| Pv6/ NBMA driver gets the Router Advertisenent nessage fromthe |Pv6
network layer, it transmts the message by follow ng steps described
in section 4.4.2. The MARS will transmit the packet on the LL's
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Cl usterControl VC, which sends the packets to all nodes on the LL
Each node on the LL will then process the incom ng packet as
described in section 4.5 and pass the received packet to the |Pv6
Net wor k | ayer for processing as appropriate.

To perform Router Discovery, an | Pv6 host sends a Router Solicitation
nessage to the all-routers nulticast address. Wen the | ocal node

| Pv6/ NBVA driver gets the request fromthe | Pv6 Network Layer to send
the packet, it follows the steps described in section 4.4.2. The RS
message will be sent to either those nodes which have joined the
all-routers nulticast group or to all nodes. The nodes which receive
the RA nmessage will process the nessage as described in section 4.5
and pass the RA nessage up to the I Pv6 | ayer for processing. Only
those nodes which are routers will process the nessage and respond to
it.

An I Pv6 router responds to a Router Solicitation by sending a Router
Adverti senent addressed to the |Pv6 all-nodes multicast address if
the source address of the Router Solicitation was the unspecified

address. If the source address in the Router Solicitation is not the
unspeci fied address, the the router will unicast the Router
Advertisement to the soliciting node. |If the router sends the Router

Advertisenment to the all-nodes multicast address then it follows the
steps descri bed above for unsolicited Router Advertisenents.

If the Router Advertisement is to be unicast to the soliciting node,
the IPv6 network layer will give the node’s | Pv6/NBMA driver the
Rout er Advertisement and |ink-layer address of the soliciting node
(obt ai ned through Address Resolution if necessary) which will send
the packet according to the steps described in section 4.4.1 This
will result in a new pt-pt VC being created between the router and
the soliciting node if one did not already exist.

The soliciting node will receive and process the Router Adverti senent
as described in section 4.5 and will pass the RA nessage to the | Pv6
network | ayer. The IPv6 network |ayer nay, depending on the state of
the Nei ghbor cache entry, update the Nei ghbor cache with the router’s
NBMVA address, contained in the Router Advertisenent nessage’s Source
Li nk- Layer Address Option

If a pt-pt VCis set up during Router Discovery, subsequent |Pv6 best

effort unicast data between the soliciting node and the router wll
be transmtted over the new PtP VC
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A. 1.3 Perform ng Neighbor Unreachability Detection (NUD)

Nei ghbor Unreachability Detection (NUD) is the process by which an

| Pv6 host determ nes that a neighbor is no | onger reachable, as
described in [7]. Each Nei ghbor cache entry contains information used
by the NUD algorithmto detect reachability failures. Confirnmation
of a neighbor’'s reachability conmes either from upper-|ayer protoco

i ndi cations that data recently sent to the nei ghbor was received, or
fromthe recei pt of a Neighbor Advertisenment nessage in response to a
Nei ghbor Solicitation probe.

Connectivity failures at the node’s | Pv6/ NBVA driver, such as

rel eased VCs (see section 4.6) and the inability to create a VCto a
nei ghbor (see section 4.4.1), are detected and handl ed at the | Pv6
network | ayer, through Nei ghbor Unreachability Detection. The node’s
| Pv6/ NBMA driver does not attenpt to detect or recover fromthese
condi ti ons.

A persistent failure to create a VC fromthe I Pv6 host to one of its
| Pv6 neighbors will be detected and handl ed t hrough NUD. On each
attenpt to send data fromthe | Pv6 host to its neighbor, the node’'s

| Pv6/ NBMA driver will attenpt to set up a VC to the neighbor, and
failing to do so, will drop the packet. I1Pv6 reachability
confirmation tiners will eventually expire, and the neighbor’s

Nei ghbor cache entry will enter the PROBE state. The PROBE state will
cause the I Pv6 host to unicast Neighbor Solicitations to the

nei ghbor, which will be dropped by the | ocal node’s |Pv6/ NBMA driver
after again failing to setup the VC. The IPv6 host will therefore
never receive the solicited Nei ghbor Advertisenents needed for
reachability confirmation, causing the neighbor’s entry to be deleted
fromthe Neighbor cache. The next time the IPv6 host tries to send
data to that neighbor, address resolution will be performed.
Dependi ng on the reason for the previous failure, connectivity to the
nei ghbor coul d be re-established (for exanple, if the previous VC
setup failure was caused by an obsolete |ink-layer address in the

Nei ghbor cache).

In the event that a VC froman |Pv6 nei ghbor is rel eased, the next
time a packet is sent fromthe |Pv6 host to the neighbor, the node’s
| Pv6/ NBMA driver will recognize that it no | onger has a VC to that

nei ghbor and attenpt to setup a new VC to the neighbor. If, on the
first and on subsequent transm ssions, the node is unable to create a
VC to the neighbor, NUD will detect and handle the failure as

descri bed earlier (handling the persistent failure to create a VC
fromthe I Pv6 host to one of its |IPv6 neighbors). Depending on the
reason for the previous failure, connectivity to the nei ghbor may or
may not be re-established.
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A. 1.4 Performing Duplicate Address Detection (DAD)

An | Pv6 host perforns Duplicate Address Detection (DAD) to determ ne
that the address it wishes to use on the LL (i.e. a tentative
address) is not already in use, as described in [9] and [7].
Duplicate Address Detection is perfornmed on all addresses the host

wi shes to use, regardl ess of the configurati on nechanismused to
obtai n the address.

Prior to perform ng Duplicate Address Detection, a host will join the
all -nodes nmulticast address and the solicited-node nulticast address
corresponding to the host’s tentative address (see 4.2. Joining a
Mul ticast Group). The I Pv6 host initiates Duplicate Address Detection
by sendi ng a Nei ghbor Solicitation to solicited-node multicast
address corresponding to the host’s tentative address, with the
tentative address as the target. Wen the | ocal node’'s | Pv6/ NBVA
driver gets the Neighbor Solicitation nessage fromthe | Pv6 network
layer, it follows the steps outlined in section 4.4.2. The NS

nessage will be sent to those nodes which joined the target
solicited-node multicast group or to all nodes. The DAD NS nessage
will be received by one or nore nodes on the LL and processed by each

as described in section 4.5. Note that the MARS client of the
sending node will filter out the message so that the sending node’ s
| Pv6 network layer will not see the nmessage. The | Pv6 network | ayer
of any node which is not a nenber of the target solicited-node
mul ticast group will discard the Neighbor Solicitation message.

If no other hosts have joined the solicited-node multicast address

corresponding to the tentative address, then the host will not
recei ve a Nei ghbor Advertisenent containing its tentative address as
the target. The host will performthe retransm ssion |ogic described

in [9], terminate Duplicate Address Detection, and assign the
tentative address to the NBMA interface.

O herwi se, other hosts on the LL that have joined the solicited-node
nmul ticast address corresponding to the tentative address will process
the Nei ghbor Solicitation. The processing will depend on whether or

not receiving | Pv6 host considers the target address to be tentative.

If the receiving IPv6 host’s address is not tentative, the host wll
respond with a Nei ghbor Advertisenment containing the target address.
Because the source of the Neighbor Solicitation is the unspecified
address, the host sends the Nei ghbor Advertisenent to the all-nodes
nmul ticast address followi ng the steps outlined in section 4.4.2. The
DAD NA nessage will be received and processed by the MARS clients on
all nodes in the LL as described in section 4.5. Note that the
sendi ng node will filter the incom ng nessage since the CM in the
nessage header will match that of the receiving node. All other
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nodes wi || de-encapsul ate the nmessage and pass it to the | Pv6 network
| ayer. The host performing DAD will detect that its tentative
address is the target of the Nei ghbor Advertisement, and determ ne
that the tentative address is not unique and cannot be assigned to
its NBMA interface.

If the receiving IPv6 host’s address is tentative, then both hosts
are perform ng DAD using the same tentative address. The receiving
host will determine that the tentative address is not unique and
cannot be assigned to its NBMA interface

A. 1.5 Processing Redirects

An | Pv6 router uses a Redirect Message to informan |Pv6 host of a
better first-hop for reaching a particular destination, as described
in[7]. This can be used to direct hosts to a better first hop
router, another host on the sanme LL, or to a transient nei ghbor on
another LL. The IPv6 router will unicast the Redirect to the IPv6
source address that triggered the Redirect. The router’s | Pv6/ NBVA
driver will transmt the Redirect nessage using the procedure
described in section 4.4.1. This will create a VC between the router
and the redirected host if one did not previously exist.

The 1 Pv6/ NBVA driver of the IPv6 host that triggered the Redirect
will receive the encapsul ated Redirect over one of it's pt-pt VGCs.

It will the de-encapsul ate the packet, and pass the Redirect nessage
to the I Pv6 Network Layer, as described section 4.5.

Subsequent data sent fromthe IPv6 host to the destination will be
sent to the next-hop address specified in the Redirect Message. For
NBVA net wor ks, the Redirect Message should contain the |ink-Iayer
address option as described in [7] and section 5.2, thus the
redirected node will not have to performa Nei ghbor Solicitation to
| earn the |ink-layer address of the node to which it has been
redirected. Thus, the redirect can be to any node on the NBMNA
network, regardl ess of the LL nenbership of the new target node.
This all ows NBVA hosts to be redirected off their LL to achieve
shortcut by using standard | Pv6 protocols.

Once redirected, the I1Pv6 network |layer will give the node’s

| Pv6/ NBMA driver the | Pv6 packet and the |ink-1layer address of the
next - hop node when it sends data to the redirected destination. The
node’s | Pv6/ NBVA driver will deternmine if a VC to the next-hop
destination exists. |If a pt-pt VC does not exist, then the |IPv6/ NBVA
driver will queue the data packet and initiate a setup of a VCto the
destination. When the VCis created, or if one already exists, then
the node will encapsul ate the outgoing data packet and send it on the
VC.
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Note that Redirects are unidirectional. The redirected host wll
create a VC to the next-hop destination as specified in the Redirect
nmessage, but the next-hop will not be redirected to the source host.
Because no Nei ghbor Di scovery takes place, the next-hop destination
has no way of determining the identity of the caller when it receives
the new VC. Al so, since ND does not take place on redirects, the
next - hop receives no event that would cause it to update it’'s

nei ghbor or destination caches. However, it will continue to
transmt data back to the redirected host on the fornmer path to the
redi rected host. The next-hop node should be able to use the new VC
fromthe redirected destination if it too receives a redirect
redirecting it to the redirected node. This behavior is consistent
with [7].

A. 2 Address Configuration

| Pv6 addresses are auto-configured using the stateless or statefu
address auto-configuration nmechanisns, as described in [9] and [18].
The 1 Pv6 auto-configuration process involves creating and verifying
the uni queness of a link-local address on an LL, determ ning whether
to use statel ess and/or stateful configurati onmechani sns to obtain
addresses, and determining if other (non- address) information is to
be autoconfigured. |1Pv6 addresses can al so be manually configured, if
for exanple, auto-configuration fails because the autoconfigured
link-local address is not unique. An LL administrator specifies the
type of autoconfiguration to use; the hosts on an LL receive this
aut oconfiguration informati on through Router Advertisenent nessages.

The foll owi ng sections describe how statel ess, stateful and manua
address configuration will work in an | Pv6/ NBVA envi ronment .

A 2.1 Statel ess Address Configuration

| Pv6 statel ess address configuration is the process by which an | Pv6
host autoconfigures its interfaces, as described in [|PV6- ADDRCONF] .

When an | Pv6 host first starts up, it generates a |link-local address

for the interface attached to the Logical Link. It then verifies the
uni queness of the |ink-1ocal address using Duplicate Address
Detection (DAD). |If the IPv6 host detects that the |ink-1loca

address is not unique, the autoconfiguration process term nates. The
| Pv6 host must then be manual |y configured.

After the I Pv6 host determ nes that the link-local address is unique
and has assigned it to the interface on the Logical Link, the IPv6

host will perform Router Discovery to obtain auto-configuration
information. The IPv6 host will send out a Router Solicitation and
will receive a Router Advertisenment, or it will wait for an
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unsolicited Router Advertisenent. The IPv6 host will process the M
and O bits of the Router Advertisenment, as described in [9] and as a
result may invoke stateful address auto- configuration

If there are no routers on the Logical Link, the IPv6 host will be
able to communicate with other 1 Pv6 hosts on the Logical Link using
i nk-1ocal addresses. The IPv6 host will obtain a neighbor’s Iink-

| ayer address using Address Resolution. The IPv6 host will also
attenpt to invoke stateful auto-configuration, unless it has been
explicitly configured not to do so.

A 2.2 Stateful Address Configuration (DHCP)

| Pv6 hosts use the Dynam ¢ Host Configuration Protocol (DHCPv6) to
perform stateful address auto-configuration, as described in [18].

A DHCPv6 server or relay agent is present on a Logical Link that has
been configured with manual or stateful auto-configuration. The
DHCPv6 server or relay agent will join the | Pv6 DHCPv6 Server/ Rel ay-
Agent multicast group on the Logical Link. Wen the node's | Pv6/ NBVA
driver gets the JoinLocal Goup request fromthe | Pv6 network | ayer,
it follows the process described in section 4.2.

An 1 Pv6 host will invoke stateful auto-configuration if Mand O bits
of Router Advertisenments indicate it should do so, and may invoke
stateful auto-configuration if it detects that no routers are present
on the Logical Link. An IPv6 host that is obtaining configuration

i nformation through the stateful mechanismw ||l hereafter be referred
to as a DHCPv6 client.

A DHCPv6 client will send a DHCPv6 Solicit nessage to the DHCPv6
Server/ Rel ay- Agent multicast address to |l ocate a DHCPv6 Agent. When
the soliciting node’'s | Pv6/NBVA driver gets the request fromthe | Pv6
Net wor k Layer to send the packet, it follows the steps described in

section 4.4.2. This will result in one or nore nodes on the LL
recei ving the nessage. Each node that receives the solicitation
packet will process it as described in section section 4.5. Only the

| Pv6 network | ayer of the DHCPv6 server/rel ay-agent will accept the
packet and process it.

A DHCPv6 Server or Relay Agent on the Logical Link will unicast a
DHCPv6 Advertisement to the DHCPv6 client. The I Pv6 network | ayer
will give the node’s | Pv6/NBVA driver the packet and |ink-I|ayer
address of the DHCPv6 client (obtained through Neighbor Discovery if
necessary). The node | Pv6/NBMA driver will then transnmit the packet
as described in section 4.4.1. This will result in a new pt-pt VC
bei ng created between the server and the client if one did not
previously exist.
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The DHCP client’s | Pv6/ NBVA driver will receive the encapsul at ed
packet fromthe DHCP Server or Relay Agent, as described in section
4.5. The node will de-encapsulate the nmulticast packet and then pass
it up to the IPv6 Network Layer for processing. The | Pv6 network
layer will deliver the DHCPv6 Adverti se message to the DHCPv6 client.

QO her DHCPv6 nessages (Request, Reply, Release and Reconfigure) are
uni cast between the DHCPv6 client and the DHCPv6 Server. Depending
on the reachability of the DHCPv6 client’s address, messages
exchanged between a DHCPv6 client and a DHCPv6 Server on another LL
are sent either via a router or DHCPv6 Rel ay-Agent. Prior to sending
the DHCPv6 nessage, the I Pv6 network | ayer wi |l perform Nei ghbor

Di scovery (if necessary) to obtain the |ink-layer address
corresponding to the packet’s next-hop. A pt-pt VCwill be set up

bet ween the sender and the next hop, and the encapsul ated packet
transmtted over it, as described in 4.4. Sending Data.

A. 2.3 Manual Address Configuration

An I Pv6 host will be nmanually configured if it discovers through DAD
that its link-1ocal address is not unique. Once the IPv6 host is
configured with a unique interface token, the auto-configuration
mechani sns can then be invoked.

A. 3 Internet G oup Managenent Protocol (1 GWP)

IPv6 nulticast routers will use the |GWv6 protocol to periodically
det erm ne group nenbershi ps of |ocal hosts. |In the framework

descri bed here, the |1 GWv6 protocols can be used w thout any specia
nodi fications for NBMA.  Wiile these protocols nmight not be the nost
efficient in this environnent, they will still work as descri bed

bel ow. However, |Pv6 nulticast routers connected to an NBVA LL coul d
optionally optinize the | GW functions by sending

MARS GROUPLI ST_REQUEST nessages to the MARS serving the LL and

det erm ni ng group menbershi ps by the MARS GROUPLI ST_REPLY nessages.
Querying the MARS for nulticast group nenbership is an optiona
enchancenent and is not required for routers to determ ne | Pv6

mul ticast group nmenbership on a LL.

There are three | CMPv6 nessage types that carry nulticast group
menbership informati on: the G oup Menbership Query, G oup Menbership
Report and Group Menbershi p Reduction nmessages. |GWv6 will continue
to work unmodified over the | Pv6/NBVA architecture described in this
document .

An I Pv6 nulticast router receives all 1Pv6 multicast packets on the

LL by joining all nulticast groups in prom scuous nmode [5]. The MARS
server will then cause the nulticast router to be added to al
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existing and future nulticast VCs. The IPv6 multicast router wll
thereafter be the recipient of all IPv6 nmulticast packets sent within
the Logical Link.

An I Pv6 nulticast router discovers which multicast groups have
menbers in the Logical Link by periodically sending G oup Menbership
Query nessages to the IPv6 all-nodes nmulticast address. Wen the

| ocal node’s | Pv6/ NBVA driver gets the request fromthe | Pv6 network
| ayer to send the Group Menbership Query packet, it follows the steps
described in 4.4.2. The node determ nes that the destination address
of the packet is the all-nodes multicast address and passes the
packet to the node’s MARS client where the packet is encapsul ated and
directly transmitted to the MARS. The MARS then relays the packet to

all nodes in the LL. Each node’s |1 Pv6/ NBMVA drivers will receive the
packet, de-encapsulate it, and passed it up to the | Pv6 Network
layer. |If the originating node receives the encapsul ated packet, the

packet will be filtered out by the MARS client since the Custer
Menber ID of the receiving node will match the CM in the packet’s
MARS encapsul ati on header.

| Pv6 hosts in the Logical Link will respond to a G oup Menbership
Query with a Group Menmbership Report for each IPv6 nulticast group
joined by the host. |1Pv6 hosts can also transmt a G oup Menbership
Report when the host joins a new | Pv6 multicast group. The G oup
Menbership Report is sent to the nulticast group whose address is

bei ng reported. Wen the | ocal node | Pv6/ NBVA driver gets the request
fromthe 1Pv6 network | ayer to send the packet, it follows the steps
described in 4.4.2. The node determ nes that the packet is being
sent to a multicast address so forwards it to the node’s MARS client
for sending on the appropriate VC

The Group Menbership Report packets will arrive at every node which
is a nenber of the group being reported through one of the VC
attached to each node’s MARS client. The MARS client will de-
encapsul ate the incom ng packet and the packet will be passed to the
| Pv6 network |ayer for processing. The MARS client of the sending
node will filter out the packet when it receives it.

An | Pv6 host sends a G oup Menbership Reducti on nmessage when the host
| eaves an I Pv6 nulticast group. The G oup Menmbership Reduction is
sent to the multicast group the IPv6 host is |eaving. The

transm ssion and recei pt of Group Menbershi p Reducti on nessages are
handl ed in the same manner as G oup Menbership Reports.
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Appendi x B. Alternative nodels of MARS support for Intra-LL ND
B.1 Sinplistic approach - Use MARS 'as is’

The 1 Pv6/ NBVA driver utilizes the standard MARS protocol to establish
a VC forwarding path out of the interface on which it can transmt

all multicast |Pv6 packets, including | CMPv6 packets. The | Pv6
packets are then transmitted, and received by the intended
destination set, using separate pt-npt VCs per destination group

In this approach all the protocol elenents in [5] are used "as is’.
However, SVC resource consunption nust be taken into consideration
Unfortunately, ND assunes that link level nulticast resources are
best conserved by generating a sparsely distributed set of Solicited
Node nulticast addresses (to which discovery queries are initially
sent). The original goal was to mnimze the nunber of innocent
nodes that sinultaneously received discovery messages really intended
for someone el se.

However, in connection oriented NBMA environnents it becomes equally
(or nore) inportant to minimze the nunber of independent VCs that a
given NBMA interface is required to originate or termnate. If we
treat the MARS service as a 'black box’ the sparse Solicited Node
address space can lead to a | arge nunber of short-use, but |onger
lived, pt-npt VCs (generated whenever the node is transnitting

Nei ghbor Solicitations). Even nore annoying, these VCs are only
useful for additional packets being sent to their associated
Solicited Node nulticast address. A new pt-pt VCis required to
actually carry the unicast IPv6 traffic that pronpted the Nei ghbor
Solicitation.

The axis of inefficiency brought about by the sparse Solicited Nodes
address space is orthogonal to the VC nesh vs Milticast Server
tradeoff. Typically a multicast server aggregates traffic flowto a
conmon nul ticast group onto a single VC. To reduce the VC consunption
for ND, we need to aggregate across the Solicited Node address space
- perform ng aggregation on the basis of a packet’s function rather
than its explicit I Pv6 destination. The trade-off here is that the
aggregation renmoves the original value of scattering nodes sparsely
across the Solicited Nodes space. This is a price of the m smatch

bet ween ND and connection oriented networKks.

B.2 MARS as a Link (Miulticast) Server.
One possi bl e aggregati on nechanismis for every node’ s | Pv6/ NBVA

driver to trap nulticast | CMPv6 packets carrying nmulticast ND or RD
messages, and logically remap their destinations to the Al Nodes
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group (link local scope). By ensuring that the All Nodes group is
supported by an MCS, the resultant VC load within the LL will be
significantly reduced.

A further optimzation is for every node’s | Pv6/NBVA driver to trap
nmul ticast | CMPv6 packets carrying nulticast ND or RD nessages, and
send themto the MARS itself for retransmi ssion on C usterControl VC
(involving a trivial extension to the MARS itself.) This approach
recogni zes that in any LL where IPv6 nmulticasting is supported:

- Nodes already have a pt-pt VC to their MARS

- The MARS has a pt-npt VC (ClusterControl VC) out to all Custer
menbers (LL nmenbers registered for multicast support).

Because the VCs between a MARS and its MARS clients carry LLC/ SNAP
encapsul at ed packets, |CMP packets can be multiplexed along with
normal MARS control nessages. In essence the MARS behaves as a

nmul ticast server for non- MARS packets that it receives from around
the LL.

As there is no requirement that a MARS client accepts only MARS
control messages on ClusterControl VC, | CVMP packets received in this
fashi on may be passed to every node’s |IP layer wi thout further
conmment. Wthin the IP layer, filtering will occur based on the
packet’s actual destination |IP address, and only the targeted node
will end up respondi ng.

Regrettably this approach does result in the entire Custer’s

menbership having to receive a variety of |ICVMPv6 nessages that they
will always throw away.
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Appendi x C. Fl ow detection

The rel ati onship between |1 Pv6 packet flows, Quality of Service
guarantees, and optinmal use of underlying I P and NBVA network
resources are still subjects of ongoing research in the | ETF
(specifically the I1SSLL, RSVP, IPNG and |ION working groups). This
docunent currently only describes the use of flow detection as a
means to optim ze the use of NBMA network resources through the
establishment of inter-LL shortcuts.

C.1. The use of non-zero Flow D to suppress flow detection
For the purposes of this IPv6/NBMA architecture, a flowis:

A rel ated sequence of |Pv6 packets that the first hop router is
allowed to performflow detection on for the purposes of
triggering shortcut discovery.

How t hese packets are considered to be related to each other (e.g.
t hrough common header fields such as | Pv6 destination addresses) is a
| ocal configuration issue.

The flow detection rule specifies that only packets with a zero
Fl om D can be considered as flows for which shortcut discovery may be
triggered. The rationale behind this decision is:

NBMVA shortcuts are for the benefit of "the network’ optimzing its
forwardi ng of |1 Pv6 packets in the absence of any other guidance
fromthe host.

It is desirable for an | Pv6/ NBMA host to have sone nmechani sm for
overriding attenpts by 'the network’ to optimze its interna
f orwar di ng path.

A zero Flow D has I Pv6 semantics of "the source allows the network
to utilize its own discretion in providing best-effort forwarding
service for packets with zero Fl ow D'

The | Pv6 semantics of zero Flowl D are consistent with the fl ow
detection rule in this docunent of "if the FlowwD is zero, we are
free to optimze the forwardi ng path using shortcuts”

A non-zero Flow D has I Pv6 senantics of "the source has previously

establ i shed sone preferred, end to end hop by hop forwarding
behavi our for packets with this Fl ow D'
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The | Pv6 semantics of non-zero Flow D are consistent with the
flowdetection rule in this docunent of "if the Flowl D is non-
zero, do not attenpt to inpose a shortcut”.

A non-zero Flow D m ght be assigned by the source host after
negotiating a preferred forwardi ng nechanismwth 'the network’ (e.g.
t hrough dynanmi ¢ neans such as RSVP, or administrative neans).
Alternatively it can sinply be assigned randomy by the source host,
and the network will provide default best effort forwarding (an | Pv6
router defaults to providing best-effort forwarding for packets whose
Fl ow D/ source-address pair is not recognized).

Thus, the nodes of operation supported by this docunent becones:

Zero Flow D
Best effort forwarding, with optional shortcut discovery
triggered through fl ow detection.

Non- zero Fl ow D
Best effort forwarding if the routers along the path have not
been otherw se configured with alternative processing rules for
this Fl owl D/ source-address pair. Flow detection relating to
shortcut discovery is suspended.

If the routers along the path have been configured with
particul ar processing rules for this Flow ¥ sour ce-address pair
the flow is handl ed according to those rules. Flow detection
relating to shortcut discovery is suspended.

Mechani sns for establishing particular per-hop processing rules for
packets with non-zero Flow D are neither constrai ned by, nor inplied
by, this docunent.

C. 2. Future directions for Flow Detection

In the future, accurate napping of IPv6 flows onto NBVMA VCs nay
require nore infornation to be exchanged during the Nei ghbor

Di scovery process than is currently available in Nei ghbor D scovery
packets. In these cases, the I Pv6 Nei ghbor Di scover protocols can be
extended to include new TLV options (see section 4.6 of RFC 1970
[7]). However, if new options are required, the specification of
these options nmust be co-ordinated with the | PNG worki ng group

Since RFC 1970 specifies that nodes nust silently ignore options they
do not understand, new options can be added at any tinme without

br eaki ng backward conpatibility with existing inplenmentations.
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NHRP al so provi des nechani sns for addi ng optional TLVs to NHRP
Requests and NHRP Replies. Future devel opnents of this docunent’s
architecture will require consistent QoS extensions to both ND and
NHRP in order to ensure they are semantically equivalent (syntactic
di fferences are undesirable, but can be tol erated).

Support for QoS on IPv6 unicast flows will not require further
extensions to the existing MARS protocol. However, future support for
QS on IPv6 nulticast flows may require extensions. MARS contro
nmessages share the sane TLV extension mechani smas NHRP, allow ng QS
extensions to be devel oped as needed.

Appendi x D. Shortcut Limt Option

For NS nessages sent as a shortcut trigger, a new type of ND option
is needed to pass on the information about the data flow hop limt
fromthe host to the router. The use of this ND option is defined in
section 3.2.2 of this specification. Its binary representation
follows the rules of section 4.6 of RFC 1970:

0 1 2 3

01234567890123456789012345678901

B s i S i I i S S S i i

| Type | Lengt h | Shortcut Limt)| Reservedl

e b i T T e T S s S R S e T O i i Tk i RIS S S

| Reserved?2

T e i i e et ik T R R R R R T NI T e R T e e T e e A
Fi el ds:

Type 6

Length 1

Shortcut Limt 8-bit unsigned integer. Hop Iimt for shortcut
attenpt .

Reservedl This field is unused. It MJST be initialized to
zero by the sender and MJST be ignored by the
receiver.

Reserved2 This field is unused. It MJST be initialized to
zero by the sender and MJST be ignored by the
receiver.
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Descri ption

The shortcut limt option is used by a host in a Neighbor
Solicitation message sent as a shortcut trigger to a default
router. It restricts the router’s shortcut query to targets
reachabl e via the specified number of hops. The shortcut limt is
given relative to the host requesting the shortcut. NS nessages
with shortcut Iimt values of 0 or 1 MJUST be silently ignored.
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Ful | Copyright Statenent
Copyright (C The Internet Society (1999). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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