Net wor k Wor ki ng Group S. Shepler
Request for Comments: 2624 Sun M crosystens, Inc.
Cat egory: I nfornmational June 1999

NFS Version 4 Design Considerations
Status of this Menp

This meno provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Copyri ght Notice
Copyright (C The Internet Society (1999). Al Rights Reserved.
Abst r act

The main task of the NFS version 4 working group is to create a
protocol definition for a distributed file systemthat focuses on the
following itens: inproved access and good performance on the
Internet, strong security with negotiation built into the protocol
better cross-platforminteroperability, and designed for protoco
extensions. NFS version 4 will owe its general design to the
previous versions of NFS. It is expected, however, that nany
features will be quite different in NFS version 4 than previous
versions to facilitate the goals of the working group and to address
areas that NFS version 2 and 3 have not.

Thi s design considerations docunment is meant to present nore detai
than the working group charter. Specifically, it presents the areas
that the working group will investigate and consi der while devel opi ng
a protocol specification for NFS version 4. Based on this

i nvestigation the working group will decide the features of the new
protocol based on the cost and benefits within the specific feature
ar eas.

Key Words
The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.
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1. NFS Version 4 Design Considerations

As stated in the charter,
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the first deliverable for the NFS version 4

wor ki ng group is this design considerations docunent. This docunent

o cover the "limtations and deficiencies of NFS version 3".

al so be used as a mechanismto focus di scussion

avenues of investigation as the definition of NFS version 4
progresses. Therefore, the contents of this docunent cover the

functional /feature areas that are anticipated for

NFS ver si on

Where appropriate, discussion of current NFS version 2 and 3
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practice will be presented along with other appropriate references to
current distributed file system practi ce.

2. Ease of Inplenentation or Conplexity of Protoco

One of the strengths of NFS has been the ability to inplenent a
client or server with relative ease. The eventual size of a basic

i mpl ementation is relatively small. The main reason for keeping NFS
as sinmple as possible is that a sinple protocol design can be
described in a sinple specification that pronotes straightforward,

i nteroperabl e inplementations. All protocols can run into probl ens
when depl oyed on real networks, but sinple protocols yield problens
that are easier to diagnose and correct.

2.1. Extensibility / layering

Wth NFS relative sinplicity, the addition or |ayering of
functionality has been easy to acconplish. The addition of features
like the client autonount or autofs, client side disk caching and
high availability servers are exanples. This type of extensibility
is desirable in an environnent where problem solutions do not require
protocol revision. This extensibility can also be helpful in the
future where unforeseen problens or opportunities can be solved by

| ayering functionality on an existing set of tools or protocol

2.2. Managed Extensions or M nor Versioning

For those cases where the NFS protocol is deficient or where a m nor
nodi fication is the best solution for a problem a mnor version or a
managed extension could be hel pful. There have been instances wth
NFS version 2 and 3 where snmall straightforward functional additions
woul d have increased the overall value of the protocol imensely.

For instance, the PATHCONF procedure that was added to version 2 of
the MOUNT protocol would have been nore appropriate for the NFS

prot ocol . WebNFS [ RFC2054] [ RFC2055] overl oadi ng of the LOOKUP
procedure for NFS versions 2 and 3 would have been nore cleanly

i mpl enented in a new LOOKUP procedure.

However, the perceived size and burden of using a change of RPC
versi on number for the introduction of new functionality led to no or
sl ow change. It is possible that a new NFS protocol could allow for
the rare instance where protocol extension within the RPC version
nunber is the nost prudent course and an RPC revision would be
unnecessary or inpractical

The areas of an NFS protocol which are nost obviously volatile are

new orthogonal procedures, new well-defined file or directory
attributes and potentially new file types. As an exanple, potentia
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file types of the future could be a type such as "attribute" that
represents a naned file streamor a "dynamc" file type that
generates dynamic data in response to a "query" procedure fromthe
client.

It is possible and highly desirable that these types of additions be
done wi t hout changi ng the overall design nodel of NFS without
significant effort or del ay.

A strong consideration should be given to a NFS protocol mechani sm
for the introduction of this type of new functionality. This is
obviously in contrast to using the standard RPC versi on nechanismto
provi de m nor changes. The process of using RPC version nunbers to

i ntroduce new functionality brings with it a |lot of history which may
not technically prevent its use. However, the historical issues

i nvolved will need to be addressed as part of the NFS version 4
protocol work; this should increase the ability for current and
future success of the protocol

As background, the RPC protocol described in [RFC1831] uses a version
nunber to describe the set of procedure calls, replies, and their
semantics. Any change in this set nust be reflected in a new version
nunber for the program An exanple of this was the
MOUNTPROC_PATHCONF procedure added in version 2 of the MOUNT
protocol. Except for the addition of this new procedure, the
protocol was unchanged. Many thought this protocol revision was
unnecessary, since the RPC protocol already allows certain procedures
not be inplemented and defines a PROC UNAVAIL error

Anot her historical data-point fromNFS version 2 and 3 is the support
(or lack) of synbolic links. Servers that cannot support this
feature will sinmply reject calls to the SYM.I NK and READLI NK
procedures. Additionally, NFS version 4 may describe many file
attributes which cannot be supported by the server or file systens on
the server. Therefore, the protocol nust support a discovery
mechanismthat allows clients to determ ne which features of the
protocol are supported by a server.

2.3. Relationship with O der Versions of NFS

NFS version 4 will be a self contained protocol in that it will not
have any dependenci es on the previous versions of NFS. Stated

anot her way, an NFS version 4 server or client will not require a
NFSv2 or NFSv3 inplenentation be present for NFS version 4 to
function as designed. It should also be noted that having an NFS
version 2 or 3 inplenmentation present at the client or server wll
not enhance the functionality of an NFS version 4 inplementation
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In the case where an NFS client has a choice of using various NFS
protocol versions (i.e. 2, 3 and 4), the underlyi ng ONCRPC nechani sns
will allowthe client to appropriately choose an avail abl e version of
the protocol at the NFS server. The ONCRPC protocol contains the
semantics and error returns for the case where an RPC server program
does not support a particular version. This mechanismis used by the
NFS client to receive notification of an unavail able version and in
conjunction with the error the client will also receive the range of
versions (mn to nax) that are available. Therefore, the ONCRPC
mechani sm can be used by inplementors of both clients and servers to
provide for the transitioning to or installation of NFS version 4
servi ces.

3. Reliable and Avail abl e

Current NFS protocol design, while placing an enmphasis on sinple
server design, has led to timely recovery fromserver and client
failure. This and other aspects to the design have provided a basis
for |layered technologies |ike high availability and clustered
servers. Providing a protocol design approach that lends itself to
these types of reliability and availability features is very
desirabl e.

For the next version of NFS, consideration should be given to client
side availability schenes such as client switching between or fail-
over to avail able server replicas. NFS currently requires that file
handl es be i mutable; this requirenent adds unnecessarily to the

conplexity of building fail-over configurations. |f possible, the
protocol should allow for or ease the building of such | ayered
sol uti ons.

For the next version of NFS, consideration should be given to schenes
that support client swi tching between server replicas or highly
avai | abl e NFS servers that provide paths to data through nultiple
servers. For exanple: NFS currently requires that filehandl es be
unchanging for any instance of a file or directory. This requirenent
makes it more difficult for a client to switch fromone server to
anot her, since each server may construct filehandles differently.

Prot ocol support could allow the client to handle a fil ehandle
change.

4. Scal abl e Perfornmance

I n desi gning and devel opi ng an NFS protocol from a perfornmance

vi ewpoi nt there are several different points to consider. Each can
play a significant role in perceived and real performance fromthe
user’s perspective. The three main areas of interest are: throughput
and | atency via the network, server work |oad or scalability and
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client side caching.
4.1. Throughput and Latency via the Network

NFS currently has characteristics that provide good throughput for
reading and witing file data. This is comonly achi eved by the
client’s use of pipelining or windowing nmultiple RPC READ VWRI TE
requests to the server. The flexibility of the NFS and ONCRPC
protocols allow for inplementations to use this type of adaptation to
provi de efficient use of the network connection.

However, the nunber of RPCs required to acconplish sonme tasks
conbined with high latency network environnents may | ead to sl uggish
single user or single client response. The protocol should continue
to provide good raw read and wite throughput while addressing the

i ssue of network latency. This issue is discussed further in the
section on Internet Accessibility.

4.2. dient Caching

In an attenpt to speed response tine and to reduce network and server
| oad, NFS clients have al ways cached directory and file data.

However, this has usually been done as nenory cache and in relatively
recent history, local disk caching has been added.

It is very desirable to have the NFS client cache directory and file
data. Qher distributed file systems have shown that aggressive
client side caching can be very visible to the end user in the form
of decreasing overall response tine. For AFS and DCE/ DFS, caching is
acconpl i shed by the utilization of server call backs to notify the
client of potential cache invalidation. CFS and its opportunistic

| ocks provide a simlar call back nechanism Cdients in both of
these environnents are able to cache data while avoiding interaction
with the network and server.

Wth these protocols it is also possible to cache or delay certain
protocol requests at the client which further reduces the protoco
traffic fl owi ng between client and server. |In the case of CIFS, it
is possible for a client to obtain an opportunistic lock for a file
and subsequently process file |ock requests conpletely at the client.
If there are no conflicts with other clients for file data access,
the server is never contacted for the file |l ocking traffic generated
by the user application. This behavior is not a protocol requirenent
but is allowed by the protocol as an inplenentation option to inprove
per f or mance.
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NFS versions 2 and 3 nake no caching requirenents. |nplenentations
typically inplement close-to-open cache consistency which requires
clients flush all changes to the server on each file close, and check
for file changes on the server on each file open. The consistency
check required on each file open can generate a | arge amount of
CGETATTR traffic. Wth this approach, there are wi ndows when the
client can still be acting with stale data between the open and cl ose
of a file.

Client caching is increasingly inmportant for Internet environnments
where t hroughput can be limted and response tinme can grow
significantly. Therefore the NFS version 4 caching design will need
to take into account the full spectrum of caching designs as
exenplified by the current technol ogi es of NFS, AFS, DCE/ DFS, ClFS,
etc. in determning an appropriate design. This will need to be done
whi | e wei ghing the conplexity of each possible approach with the need
of the eventual users and operating environnents into which NFS
version 4 may be deployed. Sonme of these considerations are:

Internet accessibility, firewall traversal (call back availability),
proxy caching, |ow overhead or sinple clients.

4.3. Disconnected Cient Operation

An extension of client caching is the provision for disconnected
operation at the client. Wth the ability to cache directory and
file data aggressively, a client could then provide service to the
end user while disconnected fromthe server or network.

VWil e very desirable, disconnected operation has the potential to
inflict itself upon the NFS protocol in an undesirable way as
conpared to traditional client caching. G ven the conplexities of
di sconnected client operation and subsequent resolution of client
data nodification through various playback or data sel ection
mechani sns, di sconnected operation should not be a requirenent for
the NFS effort. Even so, the NFS protocol should consider the
potential |ayering of disconnected operation solutions on top of the
NFS protocol (as with other server and client solutions). The
experiences with Coda, disconnected AFS and others should be hel pfu
in this area. (see references)

5. Interoperability

The NFS protocols are available for many different operating
environnents. Even though this shows the protocol’s ability to
provide distributed file systemservice for nore than a single
operating system the design of NFS is certainly Unix-centric. The
next NFS protocol needs to be nore inclusive of platformor file
system features beyond those of traditional Unix.
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5.1. Platform Specific Behavior

Because of Unix-centric origins, NFS version 2 and 3 protoco

requi renments have been difficult to inplenent in some environnments.
For exanple, persistent file handles (unique identifiers of file
system obj ects), Unix uid/gid nappings, directory nodification tineg,
accurate file sizes, file/directory |ocking semantics (SHAREs, PC
style locking). In the design of NFS version 4, these areas and
others not nentioned will need to be considered and, if possible,
cross-platform sol uti ons devel oped.

5.2. Additional or Extended Attri butes

NFS versions 2 and 3 do not provide for file or directory attributes
beyond those that are found in the traditional Unix environnment. For
exanpl e the user identifier/ower of the file, a perm ssion or access
bitmap, tine stanmps for nodification of the file or directory and
file size to nane a few. While the current set of attributes has
usual |y been sufficient, the file systenis ability to nanage
additional information associated with a file or directory can be
useful .

There are many possibilities for additional attributes in the next
version of NFS. Sone of these include: object creation tinestanp,
user identifier of file' s creator, tinmestanp of |ast backup or
archival bit, version nunmber, file content type (M ME type),

exi stence of data nanagement invol vement (i.e. DVAPI [ XDSM).

This list is representative of the possibilities and is neant to show
the need for an additional attribute set. Enunerating the 'correct’
set of attributes, however, is difficult. This is one of the reasons
for | ooking towards a mnor versioning nmechanismas a way to provide
needed extensibility. Another way to provide some extensibility is
to support a generalized nanmed attribute mechanism This nechani sm
would allow a client to nane, store and retrieve arbitrary data and
have it associated as an attribute of a file or directory.

One difficulty in providing naned attributes is determining if the
protocol should specify the names for the attributes, their type or
structure. How will the protocol determine or allow for attributes
that can be read but not witten is another issue. Yet another could
be the side effects that these attributes have on the core set of
file properties such as setting a size attribute to 0 and havi ng
associated file data del eted.

As these brief exanples show, this type of extended attribute

mechani smbrings with it a large set of issues that will need to be
addressed in the protocol specification while keeping the overal
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goal of simplicity in mnd

There are operating environments that provide named or extended
attribute nmechanisnms. Digital Unix provides for the storage of
extended attributes with some generalized format. HPFS [ HPFS] and
NTFS [ Nagar] al so provide for named data associated with traditiona
files. SGE’'s local file system XFS, also provides for this type of
name/ val ue extended attributes. However, there does not seemto be a
clear direction that can be taken fromthese or other environnents.

5.3. Access Control Lists

Access Control Lists (ACL) can be viewed as one specific type of
extended attribute. This attribute is a designation of user access
to afile or directory. Many vendors have created ancillary
protocols to NFS to extend the server’s ACL nechani sm across the
network. Generally this has been done for honobgeneous operating

envi ronnents. Even though the server still interprets the ACL and has
final control over access to a file systemobject, the client is able
to mani pul ate the ACL via these additional protocols. Oher
distributed file systens have al so provided ACL support (DFS, AFS and
Cl FS)

The basic factor driving the requirenment for ACL support in all of
these file systens has been the user’s desire to grant and restrict
access to file systemdata on a per user basis. Based on the desire
of the user and current distributed file system support, it seenms to
be a requirement that NFS provide this capability as well.

Because many |l ocal and distributed file system ACL inpl enentations
have been done without a common architecture, the major issue is one
of compatibility. Al though the POSIX draft, DCE/ DFS [ DCEACL] and

W ndows NT ACLs have a similar structure in an array of Access
Control Entries consisting of a type field, identity, and perm ssion
bits, the simlarity ends there. Each nodel defines its own variants
of entry types, identifies users and groups differently, provides

di fferent kinds of perm ssion bits, and describes different
procedures for ACL creation, defaults, and eval uation

In the least it will be problematic to create a workable ACL

mechani smthat will encompass a reasonable set of functionality for
all operating environnments. Even with the conplicated nature of ACL
support it is still worthwhile to work towards a solution that can at
| east provide basic functionality for the user
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6.

6.

6.

RPC Mechani sm and Security

NFS relies on the security mechani snms provi ded by the ONCRPC

[ RFC1831] protocol. Until the introduction of the ONCRPC RPCSEC GSS
security flavor [RFC2203], NFS security was generally limted to none
(AUTH _SYS) or DES (AUTH DH). The AUTH DH security flavor was not
successful in providing readily available security for NFS because of
a lack of wi despread inplenmentation which precluded w despread

depl oyment. Also the Diffie-Hellnman 192 bit public key nodul us used
for the AUTH DH security flavor quickly becanme too small for
reasonabl e security.

1. User identification

NFS has been Iimted to the use of the Unix-centric user

i dentification nechani smof nuneric user id based on the avail able
file systemattributes and the use of the ONCRPC. However, for NFS
to nove beyond the Iimts of |arge work groups, user identification
shoul d be string based and the definition of the user identifier
shoul d allow for integration into an external nam ng service or
servi ces.

Internet scaling should al so be considered for this as well. The
identification nmechani smshould take into account nultiple nam ng
donmai ns and nultiple nam ng nechanisns. Flexibility is the key to a
solution that can grow with the needs of the user and adm nistrator.

If NFSis to nove anpbng various nam ng and security services, it my
be necessary to stay with a string based identification. This would
allow for servers and clients to translate between the externa
string representation to a local or internal nuneric (or other
identifier) which matches internal inplenentation needs.

As an exampl e, DFS uses a string based nam ng schene but translates
the nanme to a UUID (16 byte identifier) that is used for interna
protocol representations. The DCE/ DFS string nane is a conbination of
cell (administrative domain) and user nane. As nentioned, NFS
clients and servers nap a Unix user nane to a 32 bit user identifier
that is then used for ONCRPC and NFS protocol fields requiring the
user identifier.

2. Security

Because of the aforenentioned problens, user authentication has been
a major issue for ONCRPC and hence NFS. To satisfy requirenents of
the 1 ETF and to address concerns and requirenents fromusers, NFS
version 4 nmust provide for the use of acceptable security nechanisns.
The vari ous mechani sns currently avail abl e should be explored for
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their appropriate use with NFS version 4 and ONCRPC. Sone of these
mechani sns are: TLS [ RFC2246], SPKM [ RFC2025], KerberbosV5 [ RFC1510],
| PSEC [ RFC2401]. Since ONCRPC is the basis for NFS client and server
i nteraction, the RPCSEC GSS [ RFC2203] franework should be strongly
consi dered since it provides a nethod to enpl oy mechani snms |i ke SPKM
and KerberosV5. Before a security mechani smcan be eval uated, the
NFS envi ronnment and requirenments rmust be di scussed.

6.2.1. Transport |ndependence

As nentioned later in this document in the section "Internet
Accessibility", transport independence is an asset for NFS and ONCRPC
and is a general requirenent. This allows for transport choice based
on the target environment and specific application of NFS. The nost
conmon transports in use with NFS are UDP and TCP. This ability to
choose transport should be maintained in conbination with the user’s
choice of a security mechanism This inmplies that "mandatory to

i mpl enent" security nmechanisns for NFS should allow for both
connection-1ess and connection-oriented transports.

6.2.2. Authentication

As shoul d be expected, strong authentication is a requirenment for NFS
version 4. Each operation generated via ONCRPC contai ns user
identification and authentication information. It is conmon in NFS
version 2 and 3 inplenentations to multiplex various users’ requests
over a single or few connections to the NFS server. This allows for
scalability in the number of clients systems. Security nechani sns or
framewor ks should allow for this multiplexing of requests to sustain
the inplenmentation nodel that is avail abl e today.

6.2.3. Data Integrity

Until the introduction of RPCSEC GSS, the ability to provide data
integrity over ONCRPC and to NFS was not available. Since file and
directory data is the essence of a distributed file service, the NFS
protocol should provide to the users of the file service a reasonable
| evel of data integrity. The security nechani sns chosen nust provide
for NFS data protection with a cryptographically strong checksum As
with other aspects within NFS version 4, the user or adm nistrator
shoul d be able to choose whether data integrity is enployed. This
will provide needed flexibility for a variety of NFS version 4

sol uti ons.
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6.2.4. Data Privacy

Data privacy, while desirable, is not as inmportant in al

environnents as authentication and integrity. For exanple, in a LAN
envi ronnent the performance overhead of data privacy may not be
required to nmeet an organi zation's data protection policies. It nmay
al so be the case that the performance of the distributed file system
solution is nore inportant than the data privacy of that solution
Even with these considerations, the user or adninistrator nust have
the choice of data privacy and therefore it nmust be included in NFS
version 4.

6.2.5. Security Negotiation

Wth the ability to provide security nechani smchoices to the user or
admi ni strator, NFS version 4 should offer reasonable flexibility for
application of local security policies. However, this presents the
probl em of negotiating the appropriate security mechani sm between
client and server. It is unreasonable to require the client know the
server’s chosen nmechani sm before initial contact. The issue is
further conplicated by an adm ni strator who may choose nore than one
security nmechanismfor the various file systemresources being shared
by an NFS server. These types of choices and policies require that
NFS version 4 deal with negotiating the appropriate security
nmechani sm based on nechani smavailability and policy depl oynent at
client and server. This negotiation will need to take into account
the possibility of a change in policy as an NFS client crosses
certain file system boundaries at the server. The security
mechani sns required may change at these boundaries and therefore the
negoti ati on rmust be included within the NFS protocol itself to be
done properly (i.e. securely).

6.3. Summary

O her distributed file system sol utions such as AFS and DFS provide
strong aut hentication nechani sns. ClFS does provide authentication
at initial server contact and a nmessage signing option for subsequent
interaction. Recent NFS version 2 and 3 inplenentations, with the
use of RPCSEC GSS, provide strong authentication, integrity, and
privacy.

NFS version 4 nust provide for strong authentication, integrity, and
privacy. This nust be part of the protocol so that users have the
choice to use strong security if their environnent or policies
warrant such use.
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Based on the requirenents presented, the ONCRPC RPCSEC GSS security
flavor seenms to provide an appropriate franework for satisfying these
requi rements. RPCSEC GSS provides for authentication, integrity, and
privacy. The RPCSEC GSS is also extensible in that it provides for
both public and private key security mechani snms along with the
ability to plug in various nmechanisns in such a way that it does not
significantly di srupt ONCRPC or NFS inplenentations.

Wth RPCSEC GSS ability to support both public and private key
mechani snms, NFS version 4 should consider "mandatory to inplement”
choices fromboth. The intent is to provide a security solution that
will flexibly scale to match the needs of end users. Providing this
range of solutions will allow for appropriate usage based on policy
and avail able resources for deploynent. Note that, in the end, the
user nust have a choice and that choice may be to use all of the
avai | abl e nmechani snms in NFS version 4 or none of them

7. Internet Accessibility

Bei ng a product of an | ETF working group, the NFS protocol should not
only be built upon |IETF technol ogi es where possi bl e but should al so
work well within the broader Internet environment.

7.1. Congestion Control and Transport Sel ection

As with any network protocol, congestion control is a major issue and
the transport nechani snms that are chosen for NFS should take this
into account. Traditionally, inplementations of NFS have been

depl oyed using both UDP and TCP. Wth the use of UDP, nost

i npl enentati ons provide a rudinmentary attenpt control congestion with
si mpl e back-off algorithnms and round trip tinmers. Wiile this may be
sufficient in today’'s NFS depl oynents, as an Internet protocol NFS
will need to ensure sufficient congestion control or managemnent.

Wth congestion control in mnd, NFS nust use TCP as a transport (via
ONCRPC). The UDP transport provides its own advantages in certain

circunstances. |n today’'s NFS inplenentations, UDP has been shown to
produce greater throughput as conpared to simlarly configured
systens that use TCP. This issue will need to be investigated such

that a determi nation can be made as to whether the differences are
within inplenmentation details. |If UDP is supplied as an NFS
transport mechanism then the congestion controls issues will need
resolution to nmake its use suitable.
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7.2. Firewalls and Proxy Servers

NFS s protocol design should allowits use via Internet firewalls.
The protocol should also allow for the use of file system proxy/cache
servers. Proxy servers can be very useful for scalability and other
reasons. The NFS protocol needs to address the need of proxy servers
inawy that will deal with the issues of security, access control
content control, and cache content validation. It is possible that
these issues can be addressed by docunenting the rel ated issues of
proxy server usage. However, it is likely that the NFS protocol wll
need to support proxy servers directly through the NFS protocol

The protocol could allow a request to be sent to a proxy that
contains the nane of the target NFS server to which the request m ght
be forwarded, or fromwhich a response nmight be cached. In any case,
the NFS proxy server shoul d be considered during protoco

devel opnent.

The probl ens encountered in making the NFS protocol work through
firewalls are described in detail in [RFC2054] and [ RFC2055].

7.3. Miltiple RPCs and Lat ency

As an application at the NFS client perforns sinple file system
operations, nultiple NFS operations or RPCs may be executed to
acconplish the work for the application. Wile the NFS version 3
prot ocol addressed sone of this by returning file and directory
attributes for nobst procedures, hence reducing foll ow up GETATTR
requests, there is still roomfor inprovenent. Reducing the numnber
of RPCs will lead to a reduction of processing overhead on the server
(transport and security processing) along with reducing the tine
spent at the client waiting for the server’s individual responses.
This issue is nore promnent in environments with | arger degrees of
| at ency.

The CIFS file access protocol supports 'batched requests’ that allow
nmultiple requests to be batched, therefore reducing the nunber of
round trip nmessages between client and server.

Thi s same approach can be used by NFS to all ow the grouping of

mul tiple procedure calls together in a traditional RPC request. Not
only would this reduce protocol inposed |latency but it would reduce
transport and security processing overhead and could allow a client
to conplete nore conpl ex tasks by conbi ni ng procedures.
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File locking / recovery

NFS provided Unix file |ocking and DOS SHARE capability with the use
of an ancillary protocol (Network Lock Manager / NLM. The DOS SHARE
mechani smis the DOS equivalent of file locking in that it provides
the basis for sharing or exclusive access to file and directory data
wi thout risk of data corruption. The NLM protocol provides file

| ocki ng and recovery of those locks in the event of client or server
failure. The NLM protocol requires that the server nake call backs
to the client for certain scenarios and therefore is not necessarily
wel|l suited for Internet firewall traversal

Avai l able and correct file | ocking support for NFS version 2 and 3
clients and servers has historically been problematic. The

avail ability of NLM support has traditionally been a problem and
seens to be nost related to the fact that NFS and NLM are two

separate protocols. It is easy to deliver an NFS client and server
i mpl enentati on and then add NLM support later. This led to a genera
| ack of NLM support early on in NFS lifetime. One of the reasons

that NLM was delivered separately has been its relative conplexity
which has in turn led to poor inplementations and testing
difficulties. Even in later inplementations where reliability and
performance had been increased to acceptable |evels for NLM users
still chose to avoid the use of the protocol and its support. The
| ast issue with NLMis the presence of mnor protocol design flaws
that relate to high network | oad and recovery.

Based on the experiences with NLM | ocking support for NFS version 4
shoul d strive to neet or at |east consider the followi ng (in order of
i mport ance):

o] Integration with the NFS protocol and ease of inplenmentation

o] Interoperability between operating environnents. The protoco
shoul d make a reasonable effort to support the |ocking semantics
of both PC and Unix clients and servers. This will allow for
greater integration of all environnents.

0] Scal abl e solutions - thousands of clients. The server shoul d
not be required to maintain significant client file | ocking
state between server instantiations.

o] Internet capable (firewall traversal, |atency sensitive). The
server should not be required to initiate TCP connections to
clients.
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o] Tinmely recovery in the event of client/server or network
failure. Server recovery should be rapid. The protocol should
allow clients to detect the loss of a |ock

I nternationalization

NFS version 2 and 3 are currently Iimted in the character encodi ng
of strings. In the NFS protocols, strings are used for file and
directory nanes, and synbolic |link contents. Although the XDR
definition [RFC1832] limts strings in the NFS protocol to 7-bit US-
ASCI |, comon usage is to encode filenames in 8-bit SO Latin-1
However, there is no mechani smavailable to tag XDR character strings
to indicate the character encoding used by the client or server.
Qoviously this Iimts NFS usefulness in an environnent with clients
that may operate with various character sets.

One approach to address this deficiency is to use the Unicode

St andard [ Uni codel] as the nmeans to exchange character strings for
the NFS version 4 protocol. The Unicode Standard is a 16 bit encoding
that supports full rnultilingual text. The Unicode Standard is code-
for-code identical with International Standard | SO | EC 10646-1: 1993.
"I nformati on Technol ogy -- Universal Miltiple-Cctet Coded Character
Set (UCS)-Part 1: Architecture and Basic Multilingual Plane." Because
Unicode is a 16 bit encoding, it may be nore efficient for the NFS
version 4 protocol to use an encoding for wire transfer that will be
useful for a npjority of usage. One possible encoding is the UCS
transformation format (UTF). UTF-8 is an encoding nmethod for UCS-4
characters which allows for the direct encoding of US-ASCI

characters but expands for the correct encoding of the full UCS-4 31
bit definitions. Currently, the UCS-4 and Uni code standards do not

di ver ge.

Thi s Uni code/ UTF-8 encodi ng can be used for places in the protoco
that a traditional string representation is needed. This includes
file and directory nanes along with symink contents. This should
al so include other file and directory attributes that are eventually
defi ned as strings.

The Uni code standard is applicable to the well defined strings within
the protocol. Dealing with file content is much nmore difficult. NFS
has traditionally dealt with file data as an opaque byte stream No
ot her structure or content specification has been |evied upon the
file content. The main advantage to this approach is its flexibility.
This byte stream can contain any data content and nay be accessed in
any sequential or random fashion. Unfortunately, it is left to the
application or user to nake the determ nation of file content and
format. It is possible to construct a mechanismin the protocol that
specifies file data type while nmaintaining the byte stream nodel for
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10.

data access. However, this approach may be liniting in ways uncl ear
to the designers of the NFS version 4 protocol. An expandabl e and
adapt abl e approach is to use the previously di scussed extended
attributes as the mechanismto specify file content and format. The
use of extended attributes allows for future definition and growh as
various data types are created and allows for maintaining a sinple
file data nodel for the NFS protocol

It should be noted that as the Uni code standards are currently
defined there is the possibility for mnor inconsistencies when
converting fromlocal character representations to Uni code and then
back again. This should not be a problemwth single client and
server interaction but nmay becone apparent with the interaction of
two or nore clients with separate conversion inplementations.
Therefore, as NFS version 4 progresses in its devel opnent, these
types of Unicode issues need to be tracked and understood for their
potential impact on client/server interaction. In any case, Unicode
seens to be the best selection for NFS version 4 based on its

st andards background and apparent future direction

Security Consi derations

Two previous sections within this docunment deal with security issues.
The section covering 'Access Control Lists’ covers the mechani sms
that need to be investigated for file system!level control. The
section that covers RPC security deals with individual user

aut hentication along with data integrity and privacy issues. This
section al so covers negotiation of security mechani sms. These
sections should be consulted for additional discussion and detail

1. Denial of Service

As with all services, the denial of service by either incorrect

i mpl enentations or malicious agents is always a concern. Wth the
target of providing NFS version 4 for Internet use, it is all the
nore inportant that all aspects of the NFS version 4 protocol be

revi ewed for potential denial of service scenarios. Wen found these
potential problens should be mtigated as much as possi bl e.
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