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Abst r act

This meno descri bes extensions to the OSPF [ Moy98] protocol to
support QoS routes. The focus of this docunent is on the algorithns
used to conpute QoS routes and on the necessary nodifications to OSPF
to support this function, e.g., the information needed, its format,
how it is distributed, and howit is used by the QS path selection
process. Aspects related to how QoS routes are established and
managed are also briefly discussed. The goal of this docunment is to
identify a framework and possi bl e approaches to all ow depl oynent of
QoS routing capabilities with the m ni num possible inmpact to the
existing routing infrastructure.

In addition, experience froman inplenentation of the proposed

extensions in the GateD environnent [Con], along w th performance
nmeasurenents i s presented.
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1. Introduction

In this docunment, we describe a set of proposed additions to the OSPF
routing protocol (these additions have been inplenented on top of the
GateD [Con] inplenentation of OSPF V2 [Moy98]) to support Quality-

of -Service (QS) routing in IP networks. Support for QoS routing can
be viewed as consisting of three major conponents:

1. Ootain the information needed to conmpute QoS paths and select a
pat h capabl e of neeting the QoS requirenents of a given request,

2. Establish the path selected to acconmpdate a new request,
3. Maintain the path assigned for use by a given request.

Al t hough we touch upon aspects related to the last two conponents,
the focus of this document is on the first one. |In particular, we

di scuss the netrics required to support QS, the extension to the
OSPF |ink state adverti senent nechanismto propagate updates of QS
netrics, and the nodifications to the path selection to acconmodat e
QS requests. The goal of the extensions described in this docunent
is to inprove performance for QoS flows (likelihood to be routed on a
pat h capabl e of providing the requested QS), with mnimal inpact on
the existing OSPF protocol and its current inplenentation. Gven the
i nherent conplexity of QoS routing, achieving this goal obviously
inmplies trading-off "optimality" for "sinplicity", but we believe
this to be required in order to facilitate depl oyment of QoS routing
capabilities.

In addition to describing the proposed extensions to the OSPF
protocol, this docunent al so reports experinental data based on
performance neasurenents of an inplenentati on done on the GateD
pl atform (see Section 4).

1.1. Overall Framework

We consider a network (1) that supports both best-effort packets and
packets with QoS guarantees. The way in which the network resources
are split between the two classes is irrelevant, except for the
assunption that each QoS capable router in the network is able to
dedi cate sonme of its resources to satisfy the requirenments of QS
packets. QoS capable routers are al so assuned capabl e of identifying

and advertising resources that renmain available to new QS flows. In
addition, we limt ourselves to the case where all the routers
i nvol ved support the QoS extensions described in this docunent, i.e.,

we do not consider the problem of establishing a route in a
het er ogeneous envi ronnment where sonme routers are QS-capable and
others are not. Furthernore, in this document, we focus on the case
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of unicast flows, although many of the additions we define are
applicable to multicast flows as well.

We assune that a flow with QoS requirements specifies themin some
fashion that is accessible to the routing protocol. For exanple,
this could correspond to the arrival of an RSVP [ RZB+97] PATH
nessage, whose TSpec is passed to routing together with the
destination address. After processing such a request, the routing
protocol returns the path that it deenms the nobst suitable given the
flow s requirenments. Depending on the scope of the path sel ection
process, this returned path could range fromsinply identifying the

best next hop, i.e., a hop-by-hop path selection nodel, to specifying
all internediate nodes to the destination, i.e., an explicit route
nodel . The nature of the path being returned i npacts the operation

of the path selection algorithmas it translates into different

requi renents for constructing and returning the appropriate path

i nformati on. However, it does not affect the basic operation of the
path selection algorithm(2).

For sinplicity and al so because it is the nodel currently supported
in the inplenentation (see Section 4 for details), in the rest of
this document we focus on the hop-by-hop path selection nodel. The
addi tional nodifications required to support an explicit routing
nodel are discussed in appendix D, but are peripheral to the main
focus of this docunent which concentrates on the specific extensions
to the OPSF protocol to support conputation of QoS routes.

In addition to the problem of selecting a QS path and possibly
reserving the correspondi ng resources, one should note that the
successful delivery of QoS guarantees requires that the packets of
the associated "QS flow' be forwarded on the selected path. This
typically requires the installation of corresponding forwardi ng state
in the router. For exanple, with RSVP [ RZzB+97] flows a classifier
entry is created based on the filter specs contained in the RESV
message. In the case of a Differentiated Service [KNB98] setting,
the classifier entry may be based on the destination address (or
prefix) and the corresponding value of the DS byte. The nechani sns
described in this docunent are at the control path |evel and are,
therefore, independent of data path mechani sms such as the packet
classification nethod used. Nevertheless, it is inmportant to notice
that consistent delivery of QoS guarantees inplies stability of the
data path. In particular, while it is possible that after a path is
first selected, network conditions change and result in the
appearance of "better" paths, such changes should be prevented from
unnecessarily affecting existing paths. In particular, swtching
over to a new (and better) path should be linmted to specific
conditions, e.g., when the initial selection turns out to be

i nadequate or extrenely "expensive". This aspect is beyond the scope
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of QoS routing and belongs to the real mof path managenent, which is
outside the main focus of this docunent. However, because of its
potentially significant inpact on the useful ness of QS routing, we
briefly outline a possible approach to path nanagenent.

Avoi di ng unnecessary changes to QoS paths requires that state

i nformati on be maintained for each QS path after it has been
selected. This state information is used to track the validity of
the path, i.e., is the current path adequate or should QoS routing be
gueried again to generate a new and potentially better path. W say
that a path is "pinned" when its state specifies that QoS routing
need not be queried anew, while a path is considered "un-pi nned"
otherwise. The main issue is then to define how, when, and where
path pinning and un-pinning is to take place, and this will typically
depend on the mechani smused to request QoS routes. For exanple,
when the RSVP protocol is the mechani smbeing used, it is desirable
that path managenent be kept as synergetic as possible with the

exi sting RSVP state nanagenent. In other words, pinning and un-

pi nni ng of paths should be coordinated with RSVP soft states, and
structured so as to require mininmal changes to RSVP processing rul es.
A broad RSVP-routing interface that enables this is described in

[ KR97]. Use of such an interface in the context of reserving
resources along an explicit path with RSVP is discussed in [ GG+97].
Details of path managenent and a neans for avoiding |oops in case of
hop- by-hop path setup can be found in [GKH97], and are not addressed
further in this docunent.

1.2. Sinplifying Assunptions

In order to achieve our goal of mnimzing inpact to the existing
protocol and inplenentation, we inpose certain restrictions on the
range of extensions we initially consider to support QS. The first
restriction is on the type of additional (QS) netrics that will be
added to Link State Advertisenments (LSAs) for the purpose of
distributing metrics updates. Specifically, the extensions to LSAs
that we initially consider, include only avail abl e bandw dth and
delay. |In addition, path selection is itself |imted to considering
only bandw dth requirements. |In particular, the path selection

al gorithm sel ects pat hs capable of satisfying the bandw dth

requi rement of flows, while at the same time trying to mnimze the
amount of network resources that need to be allocated, i.e., mnimze
the nunber of hops used.

This focus on bandwi dth is adequate in nost instances, and neant to
keep initial conplexity at an acceptable level. However, it does not
fully capture the conpl ete range of potential QS requirenments. For
exanpl e, a delay-sensitive flow of an interactive application could
be put on a path using a satellite link, if that link provided a
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direct path and had plenty of unused bandwidth. This would clearly
be an undesirabl e choice. Qur approach to preventing such poor
choices, is to assign delay-sensitive flows to a "policy" that would
elimnate fromthe network all Iinks with high propagati on del ay,
e.g., satellite links, before invoking the path sel ection algorithm
In general, nmultiple policies could be used to capture different
requi renents, each presenting to the path selection algorithma
correspondi ngly pruned network topol ogy, on which the sane al gorithm
woul d be used to generate an appropriate path. Alternatively,

di fferent algorithms could be used depending on the QoS requirements
expressed by an incom ng request. Such extensions are beyond the
scope of this docunment, which [imts itself to describing the case of
a single netric, bandwi dth. However, it is worth pointing out that a
sinple extension to the path selection algorithmproposed in this
docunent allows us to directly account for delay, under certain
conditions, when rate-based schedul ers are enployed, as in the

Guar ant eed Service proposal [SP&7]; details can be found in [ GOM7].

Anot her inportant aspect to ensure that introducing support for QS
routing has the mniml possible inpact, is to develop a solution
that has the small est possible conmputing overhead. Additiona
conput ati ons are unavoi dable, but it is desirable to keep the
conput ati onal cost of QoS routing at a | evel conmparable to that of
traditional routing algorithms. One possible approach to achieve

this goal, is to allow pre-conputation of QoS routes. This is the
nmet hod that was chosen for the inplenentation of the QoS extensions
to CSPF and is, therefore, the one described in detail in this

docunent. Alternative approaches are briefly reviewed i n appendi ces.
However, it should be noted that although several alternative path
sel ection algorithnms are possible, the sane al gorithm should be used
consistently within a given routing donmain. This requirenment may be
rel axed when explicit routing is used, as the responsibility for
selecting a QoS path lies with a single entity, the origin of the
request, which then ensures consistency even if each router uses a
different path selection algorithm Nevertheless, the use of a
conmon path selection algorithmwithin an AS is recommended, if not
necessary, for proper operation

A last aspect of concern regarding the introduction of QoS routing,
is to control the overhead associated with the additional link state
updat es caused by nore frequent changes to link nmetrics. The goal is
to mnimze the anount of additional update traffic wi thout adversely
affecting the perfornance of path selection. In Section 2.2, we
present a brief discussion of various alternatives that trade
accuracy of link state information for protocol overhead. Potentia
enhancenents to the path selection algorithm which seek to
(directly) account for the inaccuracies in link nmetrics, are
described in [GOM7], while a conprehensive treatnent of the subject
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can be found in [LO98, GXW9]. In Section 4, we also describe the
desi gn choices nade in a reference inplenentation, to allow future
extensions and experinmentation with different link state update
nmechani sns.

The rest of this docunent is structured as follows. In Section 2, we
descri be the general design choices and nmechanisnms we rely on to
support QoS request. This includes details on the path sel ection
nmetrics, link state update extensions, and the path sel ection
algorithmitself. Section 3 focuses on the specific extensions that
the OSPF protocol requires, while Section 4 describes their

i mpl enentation in the GateD platformand al so presents sone
experimental results. Section 5 briefly addresses security issues
that the proposed schemes may raise. Finally, several appendices
provide additional material of interest, e.g., alternative path

sel ection algorithms and support for explicit routes, but somewhat
out side the main focus of this docunent.

2. Path Selection Informati on and Al gorithns

This section reviews the basic building bl ocks of QoS path sel ection,
nanely the metrics on the which the routing al gorithm operates, the
mechani sns used to propagate updates for these netrics, and finally
the path selection algorithmitself.

2.1. Metrics
The process of selecting a path that can satisfy the QoS requirenents

of a newflowrelies on both the know edge of the flow s requirenents
and characteristics, and information about the availability of

resources in the network. |In addition, for purposes of efficiency,
it is also inportant for the algorithmto account for the amount of
resources the network has to allocate to support a new flow. In

general, the network prefers to select the "cheapest" path among al
paths suitable for a new flow, and it may even decide not to accept a
new flow for which a feasible path exists, if the cost of the path is
deened too high. Accounting for these aspects involves severa
netrics on which the path selection process is based. They include:

- Link avail abl e bandwi dth: As nentioned earlier, we currently
assune that nost QoS requirenents are derivable froma rate-
related quantity, terned "bandwi dth." W further assune that
associated with each link is a maxi mal bandwi dth value, e.g., the
i nk physical bandw dth or some fraction thereof that has been set
aside for QS flows. Since for a link to be capable of accepting
a new flow with given bandwi dth requirenments, at |east that much
bandwi dt h nust be still available on the link, the relevant |ink
nmetric is, therefore, the (current) amount of available (i.e.
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unal | ocat ed) bandwi dth. Changes in this netric need to be
advertised as part of extended LSAs, so that accurate information
is available to the path selection algorithm

- Link propagation delay: This quantity is meant to identify high
|atency links, e.g., satellite links, which may be unsuitable for
real -tinme requests. This quantity also needs to be advertised as
part of extended LSAs, although tinely dissem nation of this
information is not critical as this paranmeter is unlikely to
change (significantly) over tine. As nentioned earlier, link
propagati on delay can be used to decide on the pruning of specific
i nks, when selecting a path for a delay sensitive request; also,
it can be used to support a related extension, as described in
[ GONT7] .

- Hop-count: This quantity is used as a neasure of the path cost to
the network. A path with a snmaller nunmber of hops (that can
support a requested connection) is typically preferable, since it
consunes fewer network resources. As a result, the path selection
algorithmw ||l attenpt to find the m ni mum hop path capabl e of
satisfying the requirenents of a given request. Note that
contrary to bandw dth and propagati on delay, hop count is a metric
that does not affect LSAs, and it is only used inplicitly as part
of the path selection algorithm

2.2. Advertisenent of Link State |Information

The new link metrics identified in the previous section need to be
advertised across the network, so that each router can compute
accurate and consistent QS routes. It is assunmed that each router
mai nt ai ns an updat ed dat abase of the network topol ogy, including the
current state (avail able bandw dth and propagati on del ay) of each
link. As nentioned before, the distribution of link state (netrics)
information i s based on extendi ng OSPF nechani sns. The detail ed
format of those extensions is described in Section 3, but in addition
to how link state information is distributed, another inportant
aspect is when such distribution is to take place.

One option is to nandate periodi c updates, where the period of
updates is determ ned based on a tol erable corresponding | oad on the
network and the routers. The main di sadvantage of such an approach
is that major changes in the bandw dth available on a |ink could
remai n unknown for a full period and, therefore, result in many
incorrect routing decisions. |ldeally, routers should have the nost
current view of the bandwi dth available on all links in the network,
so that they can make the nost accurate decision of which path to
select. Unfortunately, this then calls for very frequent updates,
e.g., each tinme the avail able bandwi dth of a |link changes, which is
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neither scal able nor practical. |In general, there is a trade-off

bet ween t he protocol overhead of frequent updates and the accuracy of
the network state information that the path selection algorithm
depends on. W outline next a few possible link state update
policies, which strike a practical conprom se

The basic idea is to trigger link state advertisenments only when
there is a significant change in the value of metrics since the |ast
advertisenent. The notion of significance of a change can be based
on an "absolute" scale or a "relative" one. An absolute scal e nmeans
partitioning the range of values that a nmetric can take into
equi val ence cl asses and triggering an update whenever the netric
changes sufficiently to cross a class boundary (3). A relative
scal e, on the other hand, triggers updates when the percentage change
in the netric value exceeds a predefined threshold. |ndependent of
whet her a relative or an absolute change trigger mechanismis used, a
periodic trigger constraint can al so be added. This constraint can
be in the formof a hold-down tiner, which is used to force a m ni mum
spaci ng between consecutive updates. Alternatively, a transmt tiner
can al so be used to ensure the transm ssion of an update after a
certain tinme has expired. Such a feature can be useful if link state
updat es advertisi ng bandwi dth changes are sent unreliably. The
current protocol extensions described in Section 3 as well as the

i npl enentation of Section 4 do not consider such an option as netric
updates are sent using the standard, and reliable, OSPF flooding
mechani sm However, this is clearly an extension worth considering
as it can help lower substantially the protocol overhead associ ated
with nmetrics updates.

In both the relative and absol ute change approaches, the nmetric val ue
advertised in an LSA can be either the actual or a quantized val ue.
Advertising the actual nmetric value is nore accurate and, therefore,
preferable when nmetrics are frequently updated. On the other hand,
when updates are |l ess frequent, e.g., because of a | ow sensitivity
trigger or the use of hold-down tiners, advertising quantized val ues
can be of benefit. This is because it can help increase the nunber
of equal cost paths and, therefore, inmprove robustness to nmetrics

i naccuracies. In general, there is a broad space of possible trade-
of fs between accuracy and overhead and sel ecting an appropriate
design point is difficult and depends on many paraneters (see

[ AGKT98] for a nore detailed discussion of these issues). As a
result, in order to help acquire a better understanding of these

i ssues, the inplenmentation described in Section 4 supports a range of
options that allow exploration of the avail able design space. In
addition, Section 4 also reports experinmental data on the traffic

| oad and processing overhead generated by |inks state updates for

di fferent configurations.
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2.3. Path Sel ection

There are two nmj or aspects to computing paths for QoS requests. The
first is the actual path selection algorithmitself, i.e., which
metrics and criteria it relies on. The second is when the algorithm
is actually invoked.

The topol ogy on which the algorithmis runis, as with the standard
OSPF path selection, a directed graph where vertices (4) consist of
routers and networks (transit vertices) as well as stub networks
(non-transit vertices). Wen conputing a path, stub networks are
added as a post-processing step, which is essentially simlar to what
is done with the current OSPF routing protocol. The optimnm zation
criteria used by the path selection are reflected in the costs
associated with each interface in the topol ogy and how those costs
are accounted for in the algorithmitself. As mentioned before, the
cost of a path is a function of both its hop count and the ampount of
avail abl e bandwidth. As a result, each interface has associated with
it a netric, which corresponds to the anpbunt of bandwi dth that
remai ns available on this interface. This netric is conbined with
hop count information to provide a cost value, whose goal is to pick
a path with the mni num possi bl e nunber of hops anbng those that can
support the requested bandw dth. When several such paths are
avai l abl e, the preference is for the path whose avail abl e bandwi dth
(i.e., the snallest value on any of the links in the path) is

maxi mal . The rationale for the above rule is the follow ng: we
focus on feasible paths (as accounted by the avail abl e bandw dth
metric) that consune a m nimal amount of network resources (as
accounted by the hop-count nmetric); and the rule for selecting anong
these paths is meant to bal ance | oad as well as maxim ze the

i kelihood that the required bandwi dth is indeed avail abl e.

It should be noted that standard routing algorithns are typically
single objective optimzations, i.e., they may mninize the hop-
count, or maxim ze the path bandw dth, but not both. Double
objective path optimzation is a nore conplex task, and, in general
it is an intractable problem[&79]. Neverthel ess, because of the
specific nature of the two objectives being optinized (bandwi dth and
hop count), the conplexity of the above algorithmis conpetitive with
even that of standard single-objective algorithnms. For readers
interested in a thorough treatnment of the topic, with insights into
the connection between the different algorithns, |inear algebra and
nodi fication of metrics, [Car79] is recommended.

Before proceeding with a nore detail ed description of the path
selection algorithmitself, we briefly review the avail able options
when it conmes to deciding when to invoke the algorithm The two nain
options are: 1) to performon-denand conputations, that is, trigger
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a conputation for each new request, and 2) to use sone formof pre-
conputation. The on-denand case involves no additional issues in
terns of when conputations should be triggered, but running the path
sel ection algorithmfor each new request can be conputationally
expensi ve (see [AT98] for a discussion on this issue). On the other
hand, pre-conputing paths anortizes the conputational cost over

nmul tiple requests, but each conputation instance is usually nore
expensive than in the on-demand case (paths are conputed to al
destinations and for all possible bandwi dth requests rather than for
a single destination and a given bandw dth request). Furthernore,
dependi ng on how often paths are reconputed, the accuracy of the

sel ected paths may be lower. 1In this docunent, we primarily focus on
the case of pre-conputed paths, which is also the only nethod
currently supported in the reference inplenmentation described in
Section 4. In this case, clearly, an inportant issue is when such
pre-comput ati on shoul d take place. The two nmain options we consider
are periodic pre-conmputations and pre-conputations after a given (N)
nunber of updates have been received. The former has the benefit of
ensuring a strict bound on the conputational |oad associated with
pre-conputations, while the latter can provide for a nore responsive
solution (5). Section 4 provides some experinental results comnparing
the performance and cost of periodic pre-computations for different
peri od val ues.

2.3.1. Path Conputation Al gorithm

This section describes a path selection algorithm which for a given
networ k topology and Iink netrics (avail abl e bandwi dth), pre-computes
all possible QS paths, while nmaintaining a reasonably | ow
conput ati onal conplexity. Specifically, the algorithm pre-conputes
for any destination a mnimum hop count path w th naxi nrum bandw dt h,
and has a conputational conplexity conparable to that of a standard
Bel | man- Ford shortest path algorithm The Bell man-Ford (BF) shortest
path al gorithmis adapted to conpute paths of maxi mnum avail abl e
bandwi dth for all hop counts. It is a property of the BF algorithm
that, at its h-th iteration, it identifies the optimal (in our
context: nmaxi mal bandwi dth) path between the source and each

destinati on, anmong paths of at nmobst h hops. |In other words, the cost
of a path is a function of its available bandwidth, i.e., the
smal | est avail abl e bandwi dth on all links of the path, and finding a

m ni mum cost path amounts to finding a nmaxi rum bandw dt h pat h.
However, because the BF al gorithm progresses by increasing hop count,
it essentially provides for free the hop count of a path as a second
optim zation criteria.

Specifically, at the kth (hop count) iteration of the algorithm the

maxi mum bandwi dth available to all destinations on a path of no nore
than k hops is recorded (together with the correspondi ng routing
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information). After the algorithmtermnates, this information
provides for all destinations and bandwi dth requirenments, the path
with the smallest possible nunber of hops and sufficient bandwi dth to
acconmmodat e the new request. Furthernore, this path is also the one
with the maxi mal avail abl e bandwi dth anmong all the feasible paths
with at nost these nmany hops. This is because for any hop count, the
al gorithm al ways sel ects the one with naxi num avail abl e bandwi dt h.

We now proceed with a nore detailed description of the algorithm and
the data structure used to record routing information, i.e., the QS
routing table that gets built as the al gorithm progresses (the
pseudo-code for the algorithmcan be found in Appendix A). As
nentioned before, the algorithmoperates on a directed graph
consisting only of transit vertices (routers and networks), wth

st ub- net wor ks subsequently added to the path(s) generated by the
algorithm The nmetric associated with each edge in the graph is the
bandwi dt h avail able on the corresponding interface. Let us denote by
b(n;m the avail able bandwidth on the link fromnode n to m The
vertex corresponding to the router where the algorithmis being run
i.e., the conputing router, is denoted as the "source node" for the
purpose of path selection. The algorithm proceeds to pre-conpute
paths fromthis source node to all possible destination networks and
for all possible bandwi dth values. At each (hop count) iteration
internediate results are recorded in a QS routing table, which has
the follow ng structure

The QoS routing table:

- a KxH matrix, where Kis the nunmber of destinations (vertices in
the graph) and His the naximal allowed (or possible) nunber of
hops for a path.

- The (n;h) entry is built during the hth iteration (hop count
val ue) of the algorithm and consists of two fields:

* bw. the maxi mum avail abl e bandwi dth, on a path of at nobst h
hops between the source node (router) and destination node
n

* neighbor: this is the routing information associated with
the h (or less) hops path to destination node n, whose
avai |l abl e bandwidth is bw. In the context of hop-by-hop
path selection (6), the neighbor information is sinply the
identity of the node adjacent to the source node on that
path. As a rule, the "neighbor" node nmust be a router and
not a network, the only exception being the case where the
network is the destination node (and the selected path is
the single edge interconnecting the source to it).
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Next, we provide additional details on the operation of the al gorithm
and how the entries in the routing table are updated as the al gorithm
proceeds. For sinmplicity, we first describe the sinpler case where
all edges count as "hops," and | ater explain how zero-hop edges are
handl ed. Zero-hop edges arise in the case of transit networks
vertices, where only one of the two incom ng and out goi ng edges
shoul d be counted in the hop count conputation, as they both
correspond to the sane physical hop. Accounting for this aspect

requi res distinguishing between network and router nodes, and the
steps involved are detailed later in this section as well as in the
pseudo- code of Appendix A.

When the algorithmis invoked, the routing table is first initialized
with all bw fields set to 0 and nei ghbor fields cleared. Next, the
entries in the first colum (which corresponds to one-hop paths) of
the nei ghbors of the computing router are nodified in the follow ng
way: the bwfield is set to the value of the avail abl e bandwi dth on
the direct edge fromthe source. The neighbor field is set to the
identity of the neighbor of the conputing router, i.e., the next
router on the sel ected path.

Afterwards, the algorithmiterates for at nost Hiterations
(considering the above initial iteration as the first). The val ue of

H could be inplicit, i.e., the diameter of the network or, in order
to better control the worst case conplexity, it can be set explicitly
thereby limting path lengths to at nost H hops. In the latter case,

H nust be assigned a value larger than the length of the m ninmm
hop-count path to any node in the graph

At iteration h, we first copy colum h-1 into colum h. 1In
addition, the algorithmkeeps a |list of nodes that changed their bw
value in the previous iteration, i.e., during the (h-1)-th iteration

The al gorithmthen | ooks at each Iink (n;m where n is a node whose
bw val ue changed in the previous iteration, and checks the maxi ma
avai |l abl e bandwi dth on an (at nobst) h-hop path to node m whose fina
hop is that link. This amounts to taking the mni num between the bw
field in entry (n;h-1) and the link nmetric value b(n;n) kept in the
topol ogy database. |f this value is higher than the present val ue of
the bwfield in entry (mh), then a better (larger bw value) path has
been found for destination mand with at nost h hops. The bwfield
of entry (mh) is then updated to reflect this new value. 1In the
case of hop-by-hop routing, the neighbor field of entry (mh) is set
to the same value as in entry (n;h-1). This records the identity of
the first hop (next hop fromthe source) on the best path identified
thus far for destination mand with h (or |ess) hops.
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As nentioned earlier, extending the above al gorithmto handl e zero-
hop edges is needed due to the possible use of nulti-access networks,
e.g., /R E/N, etc., to interconnect routers. Such entities are

al so represented by neans of a vertex in the OSPF topol ogy, but a
networ k connecting two routers should clearly be considered as a
single hop path rather than a two hop path. For exanple, consider
three routers A, B, and C connected over an Ethernet network N, which
the OSPF topol ogy represents as in Figure 1

A----N----B

|
C

Figure 1: Zero-Hop Edges

In the example of Figure 1, although there are directed edges in both
directions, an edge fromthe network to any of the three routers nust
have zero "cost", so that it is not counted twice. It should be
noted that when considering such environnments in the context of QoS
routing, it is assunmed that sonme entity is responsible for

determ ning the "avail abl e bandw dth" on the network, e.g., a subnet
bandwi dt h manager. The specification and operation of such an entity
i s beyond the scope of this docunent.

Accommodati ng zero-hop edges in the context of the path selection

al gorithm descri bed above is done as follows: At each iteration h
(starting with the first), whenever an entry (mh) is nodified, it is
checked whether there are zero-cost edges (mk) enmerging fromnode m
This is the case when mis a transit network. |In that case, we
attenpt to further inprove the entry of node k within the current
iteration, i.e., entry (k;h) (rather than entry (k;h+1)), since the
edge (mk) should not count as an additional hop. As with the
regul ar operation of the algorithm this amounts to taking the

m ni mum between the bw field in entry (mh) and the link netric val ue
b(m k) kept in the topol ogy database (7). |If this value is higher
than the present value of the bwfield in entry (k;h), then the bw
field of entry (k;h) is updated to this new value. In the case of
hop- by-hop routing, the neighbor field of entry (k;h) is set, as
usual, to the same value as in entry (mh) (which is also the val ue
inentry (n;h-1)).
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Note that while for sinplicity of the exposition, the issue of equa
cost, i.e., sanme hop count and avail abl e bandwi dth, is not detail ed
in the above description, it can be easily supported. It only
requi res that the nei ghbor field be expanded to record the list of
next (previous) hops, when multiple equal cost paths are present.

Addi ti on of Stub Networks

As was nentioned earlier, the path selection algorithmis run on a
graph whose vertices consist only of routers and transit networks and
not stub networks. This is intended to keep the conputationa
conplexity as |low as possible as stub networks can be added
relatively easily through a post-processing step. This second
processing step is sinmlar to the one used in the current OSPF
routing table calculation [ Moy98], with sone differences to account
for the QoS nature of routes.

Specifically, after the QS routing table has been constructed, al
the router vertices are again considered. For each router, stub

net wor ks whose |inks appear in the router’s |link advertisenents wll
be processed to deternine QoS routes available to them The QS
routing information for a stub network is simlar to that of routers
and transit networks and consists of an extension to the QoS routing
table in the formof an additional row The columms in that new row
again correspond to paths of different hop counts, and contain both
bandwi dt h and next hop information. W also assune that an avail able
bandwi dt h val ue has been advertised for the stub network. As before,
how this value is determ ned is beyond the scope of this docunent.
The QoS routes for a stub network S are constructed as foll ows:

Each entry in the row corresponding to stub network S has its bw(s)
field initialized to zero and its neighbor set to null. Wen a stub
network Sis found in the link advertisenent of router V, the val ue
bw S, h) in the hth colum of the row corresponding to stub network S
is updated as follows:

bw(S, h) = max ( bw(S,h) ; mn ( bw(V,h) , b(V,S) ) ),

where bw(V, h) is the bandwi dth val ue of the correspondi ng col um for
the QoS routing table row associated with router V, i.e., the
bandwi dt h available on an h hop path to V, and b(V,S) is the
advertised available bandwidth on the link fromV to S. The above
expression essentially states that the bandwi dth of a h hop path to
stub network S is updated using a path through router V, only if the
m ni mum of the bandwi dth of the h hop path to V and the bandw dth on
the link between V and Sis larger than the current val ue.
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Update of the neighbor field proceeds sinmilarly whenever the

bandwi dth of a path through Vis found to be larger than or equal to
the current value. |If it is larger, then the neighbor field of Vin
the correspondi ng colum replaces the current neighbor field of S.

If it is equal, then the neighbor field of Vin the correspondi ng
colum is concatenated with the existing field for S, i.e., the
current set of neighbors for Vis added to the current set of

nei ghbors for S.

Extracting Forwarding Information from Routing Tabl e

When the QoS paths are preconmputed, the forwarding information for a
flow with given destination and bandwi dth requirenment needs to be
extracted fromthe routing table. The case of hop-by-hop routing is
sinmpler than that of explicit routing. This is because, only the
next hop needs to be returned instead of an explicit route.

Specifically, assume a new request to destination, say, d, and with
bandwi dth requirements B. The index of the destination vertex
identifies the rowin the QoS routing table that needs to be checked
to generate a path. Assuming that the QoS routing table was
constructed using the Bell man-Ford algorithm presented later in this
section, the search then proceeds by increasing index (hop) count
until an entry is found, say at hop count or colum index of h, with
a value of the bw field which is equal to or larger than B. This
entry points to the initial information identifying the selected
pat h.

If the path conputation algorithmstores multiple equal cost paths,
then sone degree of |oad bal anci ng can be achieved at the tine of
path selection. A next hop fromthe list of equivalent next hops can
be chosen in a round robin manner, or randomy with a probability
that is weighted by the actual avail able bandwi dth on the | oca
interface. The latter is the method used in the inplenmentation
described in Section 4.

The case of explicit routing is discussed in Appendix D
OSPF Prot ocol Extensions

As stated earlier, one of our goals is to limt the additions to the
exi sting OSPF V2 protocol, while still providing the required | eve

of support for QoS based routing. To this end, all of the existing
OSPF mechani sns, data structures, advertisenents, and data formats
remain in place. The purpose of this section of the docunent is to
descri be the extensions to the OSPF protocol needed to support QS as
outlined in the previous sections.
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3.1. QS -- Optional Capabilities

The OSPF Options field is present in OSPF Hell o packets, Database
Description packets and all LSAs. The Options field enabl es OSPF
routers to support (or not support) optional capabilities, and to
conmuni cate their capability level to other OSPF routers. Through
this nechanism routers of differing capabilities can be mxed within
an OSPF routing domain. Currently, the OSPF standard [ Moy98]
specifies the following 5 bits in the options octet:

Note that the least significant bit (‘T bit) that was used to

i ndicate TOS routing capability in the ol der OSPF specification

[ Moy94] has been renmpved. However, for backward conpatibility with
previ ous versions of the OSPF specification, TOS-specific information
can be included in router-LSAs, summary-LSAs and AS-external - LSAs.

We propose to reclaimthe ‘T bit as an indicator of router’s QS
routing capability and refer to it as the ‘Q bit. In fact, QS
capability can be viewed as an extension of the TOS-capabilities and
Q@S routing as a formof TOS-based routing. A router sets this bit
inits hello packets to indicate that it is capable of supporting
such routing. Wen this bit is set in a router or summary links |ink
state advertisement, it neans that there are QoS fields to process in
the packet. When this bit is set in a network link state
advertisenent it neans that the network described in the
advertisenent is QoS capabl e.

We need to be careful in this approach so as to avoid confusing any
old style (i.e., RFC 1583 based) TOS routing inplenmentations. The
TOS netric encoding rules of QoS fields introduced further in this
section will show how this is achieved. Additionally, unlike the RFC
1583 specification that unadverti sed TOS netrics be treated to have
sanme cost as TOS 0, for the purpose of conmputing QOS routes,
unadvertised TCS netrics (on a hop) indicate |ack of connectivity for
the specific TOS nmetrics (for that hop).

3. 2. Encodi ng Resources as Extended TOS

I ntroduction of QoS should ideally not influence the conpatibility
with existing OSPFv2 routers. To achieve this goal, necessary
extensions in packet formats nust be defined in a way that either is
under st ood by OSPFv2 routers, ignored, or in the worst case
"gracefully" msinterpreted. Encoding of QS netrics in the TOS
field which fortunately enough is longer in OSPF packets than
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officially defined in [AlnD2], allows us to mimc the new facility as
ext ended TOS capability. OSPFv2 routers will either disregard these
definitions or consider those unspecified. Specific precautions are
taken to prevent carel ess OSPF i npl ementations frominfluencing
traditional TOS routers (if any) when misinterpreting the QS

ext ensi ons.

For QoS resources, 32 conbinations are avail able through the use of
the fifth bit in TOS fields contained in different LSAs. Since

[ Al 2] defines TOS as being four bits long, this definition never
conflicts with existing values. Additionally, to prevent naive

i npl enentations that do not take all bits of the TOS field in OSPF
packets into considerations, the definitions of the ‘ QS encodi ngs’
is aligned in their semantics with the TGS encoding. Only bandw dth
and del ay are specified as of today and their values map onto
‘“maxi m ze throughput’ and ‘mnimze delay’ if the nost significant
bit is not taken into account. Accordingly, link reliability and
jitter could be defined |later if necessary.

OSPF encodi ng RFC 1349 TOS val ues

0 0000 normal service

2 0001 minimze nonetary cost
4 0010 maxim ze reliability
6 0011

8 0100 mexi m ze throughput
10 0101

12 0110

14 0111

16 1000 mi ni m ze del ay

18 1001

20 1010

22 1011

24 1100

26 1101

28 1110

30 1111
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OSPF encodi ng ‘ QS encodi ng val ues’

32 10000

34 10001

36 10010

38 10011

40 10100 bandwi dt h
42 10101

44 10110

46 10111

48 11000 del ay
50 11001

52 11010

54 11011

56 11100

58 11101

60 11110

62 11111

Representing TOS and QS in OSPF.
3.2.1. Encoding bandw dth resource

G ven the fact that the actual netric field in OSPF packets only
provides 16 bits to encode the val ue used and that |inks supporting
bandwi dth ranging into Chits/s are becoming reality, |inear
representation of the available resource netric is not feasible. The
solution is exponential encoding using appropriately chosen inplicit
base val ue and nunber bits for encoding nmantissa and the exponent.
Detail ed considerations |eading to the solution described are not
presented here but can be found in [Prz95].

G ven a base of 8, the 3 nost significant bits should be reserved for
the exponent part and the remaining 13 for the nmantissa. This allows
a sinple conmparison for two nunbers encoded in this form which is

of ten useful during inplenentation

The foll owi ng table shows bandw dth ranges covered when using
di fferent exponents and the granularity of possible reservations.
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exponent

val ue x range (2713-1)*8"x step 8"x
0 8,191 1

1 65, 528 8

2 524,224 64

3 4,193,792 512

4 33, 550, 336 4, 096

5 268, 402, 688 32,768

6 2,147,221,504 262, 144

7 17,177,772,032 2,097, 152

Ranges of Exponent Values for 13 bits,
base 8 Encoding, in Bytes/s

The bandwi dth encoding rule may be summari zed as: "represent

avail abl e bandwidth in 16 bit field as a 3 bit exponent (wth assumed
base of 8) followed by a 13 bit manti ssa as shown bel ow and adverti se
2’ s compl enent of the above representation.”

Thus, the above encodi ng advertises a nuneric value that is
2716 -1 -(exponential encoding of the avail abl e bandw dth):

This has the property of advertising a higher nuneric value for |ower
avai | abl e bandwi dth, a notion that is consistent with that of cost.

Al though it may seemslightly pedantic to insist on the property that
| ess bandwi dth is expressed higher values, it has, besides

consi stency, a robustness aspect init. A router with a poor OSPF

i mpl enentation could m suse or m sunderstand bandwi dth nmetric as
normal administrative cost provided to it and conpute spanning trees
with a "normal" Dijkstra. The effect of a heavily congested |ink
advertising nunmerically very | ow cost could be disastrous in such a
scenario. It would raise the link’s attractiveness for future
traffic instead of lowering it. Evidence that such considerations
are not specul ative, but simlar scenarios have been encountered, can
be found in [ Tan89].
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Concluding with an exanple, assunme a link with bandwidth of 8 Ghits/s
= 102473 Bytes/s, its encoding woul d consi st of an exponent val ue of
6 since 1024"3= 4,096*876, which would then have a granularity of 876
or approx. 260 kBytes/s. The associated binary representati on woul d
then be % 110) 0 1000 0000 0000% or 53,248 (8). The bandw dth cost
(advertised value) of this link when it is idle, is then the 2's
conpl erent of the above binary representation, i.e., %001) 1 0111
1111 1111% whi ch corresponds to a deci mal value of (2716 - 1) -
53,248 = 12,287. Assumi ng now a current reservation |evel of 6;400
Mits/s = 200 * 102472, there remmins 1;600 Mits/s of available
bandwi dth on the link. The encoding of this avail abl e bandwi dt h of

1' 600 Miits/s is 6,400 * 875, which corresponds to a granularity of
8"5 or approx. 30 kBytes/s, and has a binary representation of 9% 101)
1 1001 0000 0000% or deci mal value of 47,360. The advertised cost of
the link with this load level, is then %4010) 0 0110 1111 1111% or
(2n~16-1) -47,360 = 18, 175.

Note that the cost function behaves as it should, i.e., the less
bandwi dth is available on a link, the higher the cost and the | ess
attractive the link becomes. Furthernore, the targeted property of
better granularity for links with | ess bandwi dth available is also
achieved. It should, however, be pointed out that the nunmbers given
in the above exanples match exactly the resolution of the proposed
encodi ng, which is of course not always the case in practice. This
| eaves open the question of how to encode avail abl e bandw dth val ues
when they do not exactly match the encoding. The standard practice
istoround it to the closest nunmber. Because we are ultimately
interested in the cost value for which it may be better to be
pessim stic than optim stic, we choose to round costs up and,

t heref ore, bandw dth down.

3.2.2. Encoding Del ay

Del ay is encoded in m croseconds using the same exponential nethod as
descri bed for bandw dth except that the base is defined to be 4
instead of 8. Therefore, the maxi numdel ay that can be expressed is
(2713-1) *477 i.e., approx. 134 seconds.

3.3. Packet Formats

G ven the extended TCS notation to account for QoS netrics, no
changes in packet formats are necessary except for the
(re)introduction of T-bit as the @Qbit in the options field. Routers
not understanding the Qbit should either not consider the QS
metrics distributed or consider those as ‘unknown’ TGOS
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To support QoS, there are additions to two Link State Adverti senents,
the Router Links Advertisement and the Sunmary Links Advertisement.
As stated above, a router identifies itself as supporting QS by
setting the @Qbit in the options field of the Link State Header

VWhen a router that supports QoS receives either the Router Links or
Sunmary Links Advertisenment, it should parse the QoS netrics encoded
in the received Advertisement.

3.4. Calculating the Inter-area Routes

Thi s docunent proposes a very limted use of OSPF areas, that is, it
is assuned that summary |inks advertisenents exist for all networks
in the area. This docunent does not discuss the probl em of providing
support for area address ranges and QoS netric aggregation. This is
left for further studies.

3.5. Open I|ssues

Support for AS External Links, Virtual Links, and increnmental updates
for summary link advertisements are not addressed in this document
and are left for further study. For Virtual Links that do exist, it
is assuned for path selection that these |inks are non- QS capable
even if the router advertises QoS capability. Also, as stated
earlier, this docunment does not address the issue of non-QoS routers
within a QS domin.

4. A Reference |nplenentation based on GateD

In this section we report on the experience gained fromi npl enenting
the pre-conputation based approach of Section 2.3.1 in the GateD
[Con] environnent. First, we briefly introduce the GateD
environnent, and then present some details on how the QoS extensions
were inplemented in this environnent. Finally, we discuss issues
that arose during the inplenentation effort and present sone

nmeasur enent based results on the overhead that the QoS extensions

i npose on a QoS capable router and a network of QoS routers. For
further details on the inplenentation study, the reader is referred
to [AGK99]. Additional performance eval uati on based on simnul ations
can be found in [ AGKT98].

4.1. The Gate Daenon (GateD) Program

GateD [Con] is a popular, public domain (9) programthat provides a
platformfor inplenenting routing protocols on hosts running the Unix
operating system The distribution of the GateD software al so

i ncl udes inplenmentations of many popul ar routing protocols, including
the OSPF protocol. The GateD environnent offers a variety of
services useful for inplementing a routing protocol. These services
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i nclude a) support for creation and nanagenent of tiners, b) nenory
managenent, c) a sinple scheduling mechanism d) interfaces for
mani pul ati ng the host’'s routing table and accessing the network, and
e) route managenent (e.g., route prioritization and route exchange
bet ween protocol s).

Al GateD processing is done within a single Unix process, and
routing protocols are inplenmented as one or several tasks. A GateD
task is a collection of code associated with a Unix socket. The
socket is used for the input and output requirements of the task.
The main | oop of GateD contains, anong other operations, a select()
call over all task sockets to determine if any read/wite or error
conditions occurred in any of them GateD inplenents the OSPF |ink
state database using a radix tree for fast access to individual |ink
state records. In addition, link state records for neighboring
network el ements (such as adjacent routers) are |linked together at
the database |l evel with pointers. GateD nmaintains a single routing
table that contains routes discovered by all the active routing
protocols. Miltiple routes to the sanme destination are prioritized
according to a set of rules and admi nistrative preferences and only a
single route is active per destination. These routes are
peri odi cally downl oaded in the host’s kernel forwarding table.

4.2. Inplenenting the QS Extensions of OSPF
4.2.1. Design Objectives and Scope

One of our mmjor design objectives was to gain substantial experience
with a functionally conmplete QoS routing inplementation while
containing the overall inplenentation conmplexity. Thus, our
architecture was nodul ar and ainmed at reusing the existing OSPF code
with only mnimal changes. QoS extensions were |ocalized to specific
nodul es and their interaction with existing OSPF code was kept to a
m ni mum  Besi des reducing the devel opment and testing effort, this
approach also facilitated experinmentation with different alternatives
for inplementing the QoS specific features such as triggering
policies for link state updates and QoS route table conmputation
Several of the design choices were also influenced by our assunptions
regarding the core functionalities that an early prototype

i mpl enentati on of QoS routing rmust demponstrate. Some of the

i mportant assunptions/requirements are:

- Support for only hop-by-hop routing. This affected the path
structure in the QoS routing table as it only needs to store next
hop information. As mentioned earlier, the structure can be
easily extended to all ow construction of explicit routes.
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- Support for path pre-conmputation. This required the creation of a
separate QoS routing table and its associated path structure, and
was notivated by the need to mnim ze processing overhead.

- Full integration of the QoS extensions into the GateD framework,
i ncludi ng configuration support, error |logging, etc. This was
required to ensure a fully functional inplenmentation that could be
used by ot hers.

- Ability to allow experimentation with different approaches, e.g.
use of different update and pre-conputation triggering policies
wi th support for selection and parameterization of these policies
fromthe GateD configuration file

- Decoupling fromlocal traffic and resource nanagenment conponents,
i.e., packet classifiers and schedulers and | ocal call adni ssion
This is supported by providing an APl between QoS routing and the
| ocal traffic managenent nodul e, which hides all internal details
or mechani snms. Future inplenentations will be able to specify
their own mechanisms for this nodul e.

- Interface to RSVP. The inplenmentation assumes that RSVP [ RZB+97]
is the nmechanismused to request routes with specific QS
requi renents. Such requests are comunicated through an interface
based on [ GKR97], and used the RSVP code devel oped at ISl, version
4.2a2 [ RzZzB+97].

In addition, our inplementation also relies on several of the
simplifying assunptions nade earlier in this docunment, nanely:

-  The scope of QoS route conputation is currently limted to a
single area

- Al routers within the area are assuned to run a QS enabl ed
version of OSPF, i.e., inter-operability with non-QsS aware
versi ons of the OSPF protocol is not considered.

- Al interfaces on a router are assuned to be QoS capabl e.

4.2.2. Architecture

The above design deci sions and assunptions resulted in the

architecture shown in Figure 2. It consists of three ngjor
conponents: the signaling conponent (RSVP in our case); the QS
routi ng conponent; and the traffic manager. |In the rest of this

section we concentrate on the structure and operation of the QS
routi ng conponent. As can be seen in Figure 2, the QoS routing
extensions are further divided into the foll ow ng nodul es:
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Update trigger nodul e determi nes when to advertise local |ink
state updates. This nodule inplenments a variety of triggering
policies: periodic, threshold based triggering, and class based
triggering. This nodule also inplements a hol d-down tiner that
enf orces m ni mum spaci ng between two consecutive update
triggerings fromthe sane node.

Pre-conputation trigger nodul e determ nes when to perform QoS path
pre-conputation. So far, this nodul e inplenents only periodic
pre-computation triggering.

Pat h pre-conputation nodul e conmputes the QoS routing table based
on the QoS specific link state informati on as described in Section
2.3. 1.

Pat h sel ecti on and managenment nodul e selects a path for a request
with particular QoS requirenents, and manages it once sel ected,
i.e., reacts to link or reservation failures. Path selection is
perfornmed as described in Section 2.3.1. Path nmanagenent
functionality is not currently supported.

QoS routing table nmodul e i mpl enents the QoS specific routing
tabl e, which is maintained i ndependently of the other GateD
routing tabl es.

Tspec mappi hg nodul e maps request requirenments expressed in the
form of RSVP Tspecs and Rspecs into the bandw dth requirenents
that QoS routing uses.

4.3. Major Inplenentation |ssues

Mappi ng t he above design to the framework of the GateD inpl enentation
of OSPF |led to a nunmber of issues and design decisions. These issues

mainly fell under two categories: a) interoperation of the QS
extensions with pre-existing simlar OSPF mechani snms, and b)
structure, placenent, and organi zation of the QS routing table.
Next, we briefly discuss these issues and justify the resulting
desi gn deci si ons.
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| Local Interface|
| Status Monitor |
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| Mappi ng | OSPF with QoS Routing Extensions | |
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| QS Route | | Local |
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Figure 2: The software architecture
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The ability to trigger link state updates in response to changes in
bandwi dth availability on interfaces is an essential conponent of the
QoS extensions. Mechanisns for triggering these updates and
controlling their rate have been nentioned in Section 2.2. In
addition, OSPF inplenents its own mechanismfor triggering link state
updates as well as its own hold down tiner, which may be inconpatible
with what is used for the QS |link state updates. W handl e such
potential conflicts as follows. First, since OSPF triggers updates
on a periodic basis with | ow frequency, we expect these updates to be
only a small part of the total volune of updates generated. As a
result, we chose to maintain the periodic update triggering of OSPF
Resol ving conflicts in the settings of the different hold down tiner
settings requires nore care. |In particular, it is inmportant to
ensure that the existing OSPF hold down tinmer does not interfere with
QS updates. One option is to disable the existing OSPF tiner, but
protecti on agai nst transient overloads calls for some hold down
timer, albeit with a small value. As a result, the existing OSPF
hol d down tinmer was kept, but reduced its value to 1 second. This
val ue is | ow enough (actually is the | owest possible, since GateD
timers have a maxi mumresolution of 1 second) so that it does not
interfere with the generation of the QoS |link state updates, which
will actually often have hold down tiners of their own wi th higher
values. An additional conmplexity is that the triggering of QS |link
state updates needs to be nmade aware of updates performed by OSPF
itself. This is necessary, as regular OSPF updates al so carry
bandwi dt h i nformation, and this needs to be considered by QS updates
to properly determine when to trigger a new link state update.

Anot her existing OSPF mechanismthat has the potential to interfere
with the extensions needed for QS routing, is the support for

del ayed acknow edgnments that all ows aggregati on of acknow edgnents
for multiple LSAs. Since link state updates are maintained in
retransm ssi on queues until acknow edged, excessive delay in the
generation of the acknow edgement conbined with the increased rates
of QoS updates may result in overflows of the retransm ssion queues.
To avoid these potential overflows, this nmechani smwas bypassed

al toget her and LSAs received from nei ghboring routers were

i mredi atel y acknow edged. Anot her approach whi ch was consi dered but
not inplemented, was to nake QoS LSAs unreliable, i.e., elimnate
their acknow edgnents, so as to avoid any potential interference.
Maki ng QoS LSAs unreliable would be a reasonabl e design choi ce
because of their higher frequency conpared to the regular LSAs and
the reduced inpact that the loss of a QS LSA has on the protoco
operation. Note that the | oss of a QS LSA does not interfere with
the base operation of OSPF, and only transiently reduces the quality
of paths discovered by QoS routing.
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The structure and placenent of the QoS routing table al so rai ses sone
interesting inplenmentation issues. Pre-conmputed paths are placed
into a QS routing table. This table is inplemented as a set of path
structures, one for each destination, which contain all the avail able
paths to this destination. In order to be able to efficiently |ocate
i ndi vidual path structures, an access structure is needed. |n order
to mnimze the devel perrent effort, the radix tree structure used for
the regular GateD routing tables was reused. |In addition, the QS
routing tabl e was kept independent of the GateD routing tables to
conformto the design goal of |ocalizing changes and m nim zing the

i mpact on the existing OSPF code. An additional reason for

mai ntai ning the QoS routing separate and self-contained is that it is
re-conputed under conditions that are different fromthose used for
the regular routing tables.

Furthernore, since the QoS routing table is re-built frequently, it
nmust be organized so that its computation is efficient. A comon
operation during the conputation of the QS routing table is mapping
a link state database entry to the corresponding path structure. In
order to nmake this operation efficient, the Iink state database
entries were extended to contain a pointer to the correspondi ng path
structure. In addition, when a new QoS routing table is to be
conput ed, the previous one nmust be de-allocated. This is
acconpl i shed by traversing the radi x tree in-order, and de-allocating
each node in the tree. This full de-allocation of the QS routing
table is potentially wasteful, especially since nmenory allocation and
de-al l ocation is an expensive operation. Furthernore, because path
pre-computations are typically not triggered by changes in topol ogy,
the set of destinations will usually remain the sane and correspond
to an unchanged radix tree. A natural optimzation would then be to
de-all ocate only the path structures and naintain the radix tree. A
further enhancenment would be to naintain the path structures as well,
and attenpt to increnentally update them only when required.

However, despite the potential gains, these optim zations have not
been included in the initial inplenentation. The main reason is that
they involve subtle and nunerous checks to ensure the integrity of
the overall data structure at all times, e.g., correctly renpve
failed destinations fromthe radix tree and update the tree

accordi ngly.
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4. 4. Bandwi dth and Processi ng Overhead of QoS Routing

After conpleting the inplementation outlined in the previous
sections, it was possible to performan experinmental study of the
cost and nature of the overhead of the QoS routing extensions
proposed in this docunent. In particular, using a sinple setup
consisting of two interconnected routers, it is possible to neasure
the cost of individual QoS routing related operations. These
operations are: a) conputation of the QoS routing table, b)

sel ection of a path fromthe QoS routing table, c) generation of a
link state update, and d) reception of a link state update. Note
that the | ast two operations are not really specific to QoS routing
since regular OSPF also perforns them Neverthel ess, we expect the
nore sensitive update triggering nechanisns required for effective
QS routing to result in increased nunber of updates, naking the cost
of processing updates an inportant conponent of the QoS routing
overhead. An additional cost dinmension is the menory required for
storing the QS routing table. Scaling of the above costs with

i ncreasing sizes of the topol ogy database was investigated by
artificially populating the topol ogy databases of the routers under
measur enent .

Table 1 shows how t he neasured costs depend on the size of the

topol ogy. The topology used in the nmeasurenments was built by
replicating a basic building block consisting of four routers
connected with transit networks in a rectangul ar arrangement. The
details of the topology and the measurenments can be found in [ AGK99].
The systemrunning the GateD software was an IBMIntelliStation Z Pro
with a Pentium Pro processor at 200 MHz, 64 MBytes or real nenory,
runni ng FreeBSD 2.2.5-RELEASE and GateD 4. Fromthe results of Table
1, one can observe that the cost of path pre-conputation is not much
hi gher than that of the regular SPF conmputation. However, path pre-
conputati on nmay need to be perforned rmuch nore often than the SPF
conputation, and this can potentially |lead to hi gher processing
costs. This issue was investigated in a set of subsequent
experiments, that are described later in this section. The other
cost conponents reported in Table 1 include nenory, and it can be
seen that the QoS routing table requires roughly 80% nore nenory than
the regular routing table. Finally, the cost of selecting a path is
found to be very small conpared to the path pre-conputation times.

As expected, all the neasured quantities increase as the size of the
topol ogy increases. In particular, the storage requirenents and the
processing costs for both SPF conputation and QS path pre-
conputation scale alnpst linearly with the network size
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| Li nk_st at e_dat abase_si ze | 25 | 49 | 81 | _ 121 | 169 | 225 |
| Regul ar _SPF_time_(m crosec) | 215 | 440 | _747__| 1158 | 1621 | 2187 |
| Pre-conmputation_tinme_(mcrosec)|736_| _1622| 2883 | _4602_| _6617_| 9265 |
| SPF_routing_table_size (bytes) | 2608| _4984| 8152 | 12112| 16864| _22408
| Q@S _routing_table_size (bytes)_|3924| _7952| _13148| _19736| _27676| _36796
| Path_Sel ection_tinme_ (mcrosec) | .7 | 1.6 | 2.8 | 4.6 |_ 6.6 | 9.2 |

Table 1: Stand al one QoS routing costs

In addition to the stand al one costs reported in Table 1, it is

i nportant to assess the actual operational |oad induced by QS
routing in the context of a large network. Since it is not practica
to reproduce a large scale network in a |ab setting, the approach
used was to conbi ne simulation and nmeasurenents. Specifically, a
simul ati on was used to obtain a time stanped trace of QoS routing
rel ated events that occur in a given router in a |arge scal e network.
The trace was then used to artificially induce simlar |oad
conditions on a real router and its adjacent links. |n particular

it was used to neasure the processing load at the router and
bandwi dt h usage that could be attributed to QoS updates. A nore
conpl ete di scussion of the measurement nethod and rel ated

consi derations can be found in [ AGK99].

The use of a simulation further allows the use of different
configurations, where network topology is varied together with other
QoS paraneters such as a) period of pre-conmputation, and b) threshold
for triggering link state updates. The results reported here were
derived using two types of topol ogies. One based on a regular but
artificial 8x8 nesh network, and another (isp) which has been used in
several previous studies [AGKT98, AT98] and that approxi nates the
network of a nation-wide ISP. As far as pre-conputation periods are
concerned, three values of 1, 5 and 50 seconds were chosen, and for
the triggering of link state update threshol ds of 10% and 80% were
used. These values were selected as they cover a wide range in terns
of precision of pre-conputed paths and accuracy of the link state
information available at the routers. Also note that 1 second is the
smal | est pre-conputation period allowed by GateD.

Table 2 provides results on the processing |oad at the router driven
by the simulation trace, for the two topol ogi es and different

conbi nati ons of QoS paraneters, i.e., pre-conputation period and
threshold for triggering link state updates. Table 3 gives the
bandwi dt h consunpti on of QoS updates on the |inks adjacent to the
router.
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Pre-conput ati on_Peri od

| |
| Li nk_state_threshol d_| 1 sec | 5 sec | 50 sec
| 10% | .45% (1.6% | __.29% (2% |__ 17% (3% __|
| 80% | .16% (2.4% | .04% (3% __ | _.02% (3.8% _|

i sp
| 10% | 3.37% (2. 19| _2.23% (3.3%| _1.78% (7. 7% |
| 80% | 1.54% (5.4% | _.42% (6.6% _| _.14% (10. 4% |
8x8 mesh

Tabl e 2: Router processing | oad and (bandw dth bl ocki ng).

In Table 2, processing load is expressed as the percentage of the
total CPU resources that are consuned by GateD processing. The sane
table al so shows the routing performance that is achieved for each
conbi nati on of QoS paraneters, so that conparison of the different
processi ng cost/routing performance trade-offs can be made. Routing
performance i s neasured using the bandw dth bl ocking ratio, defined
as the sum of requested bandwi dth of the requests that were rejected
over the total offered bandwi dth. As can be seen from Table 2,
processing load is | ow even when the QoS routing table is reconputed
every second, and LSAs are generated every tinme the avail able

bandwi dth on a link changes by nore than 10% of the |ast advertised
value. This seens to indicate that given today’'s processor

technol ogy, QoS routing should not be viewed as a costly enhancenent,
at least not in terms of its processing requirenents. Another
general observation is that while network size has obviously an

i mpact, it does not seemto drastically affect the relative influence
of the different parameters. |In particular, despite the differences
that exist between the isp and nmesh topol ogi es, changing the pre-
conput ati on period or the update threshold translates into
essentially simlar relative changes.

Simlar conclusions can be drawn for the update traffic shown in
Table 3. 1In all cases, this traffic is only a small fraction of the
link’s capacity. Cearly, both the router |load and the link
bandwi dt h consunpti on depend on the router and |ink that was the
target of the measurenents and will vary for different choices. The
results shown here are neant to be indicative, and a nore conplete
di scussion can be found in [ AGK99].
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| _Link state threshold | |
| 10% | 3112_byt es/ sec_|
| 80% | 177 _bytes/ sec__|
i sp
| 10% | 15438 byt es/sec_|
| 80% | 1053 _bytes/sec__|
8x8 nesh

Table 3: Link state update traffic

Sunmari zi ng, by carrying out the inplenentation of the proposed QS
routi ng extensions to OSPF we denpnstrated that such extensions are
fairly straightforward to inplenment. Furthernore, by neasuring the
performance of the real systemwe were able to denbnstrate that the
over heads associated with QoS routing are not excessive, and are
definitely within the capabilities of nodern processor and

wor kst ati on technol ogy.

5. Security Considerations

The QoS extensions proposed in this docunent do not raise any
security considerations that are in addition to the ones associ ated
with regul ar OSPF. The security considerations of OSPF are presented
in [My98]. However, it should be noted that this docunent assumnes
the availability of some entity responsible for assessing the

| egiti macy of QoS requests. For exanple, when the protocol used for
initiating QoS requests is the RSVP protocol, this capability can be
provi ded through the use of RSVP Policy Decision Points and Policy
Enf orcenent Points as described in [YP®7]. Sinmlarly, a policy
server enforcing the acceptability of QoS requests by inplenenting
deci si ons based on the rules and | anguages of [RWK+98], would al so be
capabl e of providing the desired functionality.
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APPENDI CES
A. Pseudocode for the BF Based Pre-Conputation Al gorithm

Note: The pseudocode bel ow assunmes a hop- by-hop forwardi ng approach

i n updating the neighbor field. The nodifications needed to support

explicit route construction are straightforward. The pseudocode al so
does not handl e equal cost nulti-paths for sinplicity, but the

nodi fication needed to add this support are straightforward.

I nput :
V = set of vertices, |labeled by integers 1 to N

L set of edges, |abeled by ordered pairs (n,m of vertex |abels.

S source vertex (at which the algorithmis executed).

For all edges (n,m in L:
* b(n,n) = avail able bandwi dth (according to | ast received update)
on interface associated with the edge between vertices n and m
* | f(n,mM outgoing interface corresponding to edge (n,mM when n is

a router.
H = maxi num hop-count (at nost the graph dianeter).

Type:
tab_entry: record
bw = i nteger,
nei ghbor = integer 1..N
Vari abl es:

TT[1..N, 1..H: topology table, whose (n,h) entry is a tab_entry
record, such that:
TT[n,h].bw is the maxi num avail abl e bandwi dth (as
known thus far) on a path of at nobst h hops
bet ween vertices s and n
TT[ n, h] . neighbor is the first hop on that path (a
nei ghbor of s). It is either a router or the
destination n.

S prev: list of vertices that changed a bw value in the TT table
in the previous iteration
S new list of vertices that changed a bw value (in the TT table
etc.) in the current iteration
The Al gorithm
begi n;
for nn=1to Ndo /* initialization */

begi n;
TT[n,0].bw : = O;
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TT[ n, 0] . nei ghbor : = nul
TT[n,1].bw : = O;
TT[ n, 1] . nei ghbor : = nul
end;
TT[s,0].bw := infinity;

reset S prev;
for all neighbors n of s do
begi n;
TT[n,1].bw := max( TT[n,1].bw, b[s,n]);
if (TT[n,1].bw = b[s,n]) then TT[n, 1].neighbor := 1f(s,n);
/* need to nake sure we are picking the maxi mum */
/* bandwi dth path for routers that can be reached */
/* through both networks and point-to-point |inks */
if (nis arouter) then
S prev := S prev union {n}
/* only a router is added to S prev, */
[* if it is not already included in S prev */
el se /* nis a network: */
/* proceed with network--router edges, wthout */
/* counting another hop */
for all (n,k) inL, k <>s, do
/[* i.e., for all other neighboring routers of n */
begi n;
TT[k,1].bw := max( mn( TT[n,1].bw, b[n,k]), TT[k,1].bw);
/* In case k could be reached through another path */
/[* (a point-to-point link or another network) with */
/* nore bandwi dth, we do not want to update TT[k, 1].bw */
if (mn( TT[n,1].bw, b[n,k]) = TT[k, 1]. bw )
/* 1f we have updated TT[k, 1]. bw by goi ng t hrough */
/* network n */

then TT[k, 1] . nei ghbor := 1f(s,n);
/* neighbor is interface to network n */
if ( {k} not in S prev) then S prev := S prev union {k}

/* only routers are added to S prev, but we again need */
/* to check they are not already included in S prev */
end
end;

for h:=2 to H do /* consider all possible nunber of hops */
begi n;
reset S new,
for all vertices min V do
begi n;
TT[m h].bw := TT[ m h-1] . bw;
TT[ m h] . nei ghbor := TT[ m h-1]. nei ghbor
end;
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for all vertices nin S prev do
/* as shall becone evident, S prev contains only routers */
begi n;
for all edges (n,m in L do
if mn( TT[n,h-1].bw, b[n,mM) > TT[mh]. bw then
begi n;
TT[mh].bw := mn( TT[n,h-1].bw, b[n,mM);
TT[ m h] . nei ghbor := TT[n, h-1]. nei ghbor;
if mis arouter then S_ new := S new union {n}
/* only routers are added to S new */
else /* mis a network: */
/* proceed with network--router edges, w thout counting */
/* them as another hop */
for all (mk) inL, k <> n,
[* i.e., for all other neighboring routers of m*/
if mn( TT[mh].bw, b[mk]) > TT[k, h].bw then
begi n;
/* Note: still counting it as the h-th hop, as (mk) is */
/* a network--router edge */
TT[k,h].bw := mn( TT[mh].bw, b[mk]);
TT[ k, h] . nei ghbor := TT[m h]. nei ghbor;
S new := S new uni on {k}
/* only routers are added to S new */
end
end
end;
S prev := S new,
/* the two lists can be handled by a toggle bit */
if S prev=null then h=H+1 /* if no changes then exit */
end;

end.
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B. On-Denmand Dijkstra Algorithmfor QS Path Conputation

In the main text, we described an algorithmthat allows pre-
conput ati on of QoS routes. However, it may be feasible in sone

i nstances, e.g., limted nunmber of requests for QOS routes, to

i nstead perform such conputations on-denand, i.e., upon receipt of a
request for a QS route. The benefit of such an approach is that
dependi ng on how often reconputati on of pre-conputed routes is
triggered, on-denmand route conputation can yield better routes by
using the nost recent link nmetrics available. Another benefit of
on-demand path conputation is the associ ated storage saving, i.e.
there is no need for a QS routing table. This is essentially the
standard trade-of f between nenory and processing cycles.

In this section, we briefly describe how a standard Dijkstra

al gorithmcan, for a given destination and bandw dth requiremnent,
generate a mni mum hop path that can acconmodate the required
bandwi dt h and al so has nmaxi nrum bandwi dth. Because the Dijkstra
algorithmis already used in the current OSPF route conputation, only
di fferences fromthe standard al gorithm are described. Also, while
for sinmplicity we do not consider here zero-hop edges, the

nodi fication required for supporting themis straightforward.

The al gorithm essentially perforns a m ni mum hop path conputation, on
a graph fromwhich all edges, whose avail able bandwidth is | ess than
that requested by the flow triggering the conputation, have been
renoved. This can be perforned either through a pre-processing step,
or while running the algorithmby checking the avail abl e bandwi dth
val ue for any edge that is being considered (see the pseudocode that
follows). Another nodification to a standard Dijkstra based m ni mum
hop count path conmputation, is that the |ist of equal cost next
(previous) hops which is nmaintained as the al gorithm proceeds, needs
to be sorted according to avail able bandwidth. This is to allow

sel ection of the minimum hop path with maxi num avail abl e bandwi dt h.
Al ternatively, the algorithmcould also be nodified to, at each step,
only keep anmong equal hop count paths the one wi th nmaxi num avail abl e
bandwi dth. This would essentially anpbunt to considering a cost that
is function of both hop count and avail abl e bandw dt h.

Note: The pseudocode bel ow assumes a hop- by-hop forwardi ng approach
in updating the neighbor field. Addition of routes to stub networks
is done in a second phase as usual. The nodifications needed to
support explicit route construction are straightforward. The
pseudocode al so does not handle equal cost multi-paths for
sinplicity, but the nodifications needed to add this support are al so
easi |y done.
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I nput :
V = set of vertices, labeled by integers 1 to N

L set of edges, |abeled by ordered pairs (n,m of vertex |abels.

S source vertex (at which the algorithmis executed).

For all edges (n,m in L:
* b(n,n) = avail able bandwidth (according to |ast received update)
on interface associated with the edge between vertices n and m

* 1 f(n,mM = outgoing interface corresponding to edge (n,n) when n is

a router.
d = destination vertex.
B = requested bandwi dth for the flow served.
Type:
tab_entry: record
hops = integer,
nei ghbor = integer 1..N
ontree = bool ean.
Vari abl es:

TT[1..N]: topology table, whose (n) entry is a tab_entry
record, such that:
TT[n].bw is the avail abl e bandwi dth (as known
thus far) on a shortest-path between
vertices s and n,
TT[ n] . neighbor is the first hop on that path (a
nei ghbor of s). It is either a router or the
destination n.
S: list of candidate vertices;
v: vertex under consideration

The Al gorithm

begi n;
for nn=1 to Ndo /* initialization */
begi n;
TT[n].hops := infinity;

TT[ n]. nei ghbor := null
TT[n].ontree : = FALSE
end;
TT[s]. hops := O;

reset S;

V:=S;

while v <> d do

begi n;
TT[v].ontree := TRUE
for all edges (v,m in L and b(v,mM >= B do
begi n;
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if mis a router

begi n;
if not TT[ni.ontree then
begi n;
/* bandwi dth nust be fulfilled since all links >= B */
if TT[m .hops > TT[v].hops + 1 then
begi n

S:=Sunion { m};
TT[n . hops := TT[v].hops + 1
TT[ M . nei ghbor : = v;

end;
end;
end;
else /* must be a network, iterate over all attached routers */
begin; /* each network -- router edge treated as zero hop edge */

for all (mk) inL, k <> v,
/[* i.e., for all other neighboring routers of m*/
if not TT[Kk].ontree and b(mk) >= B then
begi n;
if TT[k].hops > TT[v].hops then
begi n;
S:=Sunion { k };
TT[ K] . hops := TT[Vv]. hops;
TT[ K] . nei ghbor : = v;
end;
end;
end;
end; /* of all edges fromthe vertex under consideration */

if Sis enmpty then

begi n;
v=d; /* which will end the algorithm*/
end;
el se
begi n;
v :=first element of S;
S:=S- {v}; /* renmove and store the candi date to consider */
end;
end; /* from processing of the candidate list */

end.
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C. Preconputation Using Dijkstra Al gorithm

Thi s appendi x outlines a Dijkstra-based algorithmthat allows pre-
conput ati on of QoS routes for all destinations and bandw dt h val ues.
The benefit of using a Dijkstra-based algorithmis a greater synergy
with existing OSPF inplenentations. The solution to conpute al

"best" paths is to consecutively conpute shortest path spanning trees
starting froma conplete graph and renoving links with | ess bandw dth
than the threshold used in the previous conputation. This yields
paths with possibly better bandw dth but of course nore hops.

Despite the | arge nunber of Dijkstra conputations involved, severa
optim zations such as increnmental spanning tree conputation can be
used and allow for efficient inplenentations in ternms of conplexity
as well as storage since the structure of conmputed paths |eans itself
towards path conpression [ST83]. Details including measurenments and
applicability studies can be found in [Prz95] and [BP95].

A variation of this theme is to trade the "accuracy" of the pre-
conputed paths, (i.e., the paths being generated nay be of a |arger
hop count than needed) for the benefit of using a nodified version of
Dijkstra shortest path al gorithmand al so saving on sone
conputations. This loss in accuracy comes fromthe need to rely on
guanti zed bandwi dth val ues, which are used when conputing a m ni num
hop count path. |[In other words, the range of possible bandwi dth

val ues that can be requested by a new flow is nmapped into a fixed
nunber of quantized val ues, and m ni num hop count paths are generated
for each quantized value. For exanple, one could assune that
bandwi dt h val ues are quantized as | ow, nedium and high, and mi ni num
hop count paths are conputed for each of these three values. A new
flowis then assigned to the mninmum hop path that can carry the
smal | est quantized value, i.e., low, medium or high, larger than or
equal to what it requested. W restrict our discussion here to this
"quantized" version of the algorithm

Here too, we discuss the elenentary case where all edges count as
"hops", and note that the nodification required for supporting zero-
hop edges is straightforward.
As with the BF algorithm the algorithmrelies on a routing table
that gets built as the algorithm progresses. The structure of the
routing table is as foll ows:

The QoS routing table:

- aKx Qmtrix, where Kis the nunber of vertices and Qis the
nunber of quantized bandw dth val ues.
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- The (n;q) entry contains infornation that identifies the mininum
hop count path to destination n, which is capable of accomodati ng
a bandwi dth request of at least bwq] (the qth quantized bandwi dth
value). It consists of two fields:

* hops: the mninmal nunber of hops on a path between the source
node and destination n, which can accombdate a request of at
| east bw[qg] units of bandw dth.

* neighbor: this is the routing information associated with the
m ni mum hop count path to destination node n, whose avail abl e
bandwidth is at least bwgq]. Wth a hop-by-hop routing
approach, the neighbor information is sinply the identity of
the node adjacent to the source node on that path.

The al gorithm operates again on a directed graph where vertices
correspond to routers and transit networks. The nmetric associ ated
with each edge in the graph is as before the bandw dth avail able on
the corresponding interface, where b(n;m is the avail abl e bandwi dth
on the edge between vertices n and m The vertex corresponding to
the router where the algorithmis being run is selected as the source
node for the purpose of path selection, and the al gorithm proceeds to
conpute paths to all other nodes (destinations).

Starting with the highest quantization index, Q the algorithm

consi ders the indices consecutively, in decreasing order. For each

i ndex g, the algorithmdeletes fromthe original network topol ogy al
links (n;m for which b(n;n) < bwq], and then runs on the remaining
topol ogy a Dijkstra-based m ni mum hop count algorithm (10) between
the source node and all other nodes (vertices) in the graph. Note
that as with the D jkstra used for on-demand path conputation, the
elimnation of Iinks such that b(n;m < bwq] could al so be perforned
whil e running the algorithm

After the algorithmtermnates, the g-th columm in the routing table
is updated. This anmpunts to recording in the hops field the hop
count value of the path that was generated by the algorithm and by
updating the neighbor field. As before, the update of the nei ghbor
field depends on the scope of the path conmputation. 1In the case of a
hop- by-hop routing decision, the neighbor field is set to the
identity of the node adjacent to the source node (next hop) on the
path returned by the algorithm However, note that in order to
ensure that the path with the naxi nal avail able bandwi dth is al ways
chosen anong all m ni mum hop paths that can accombdate a given
qgquanti zed bandwi dth, a slightly different update nechani sm of the

nei ghbor field needs to be used in sone instances. Specifically,
when for a given row, i.e., destination node n, the value of the hops
field in colum g is found equal to the value in columm g+1 (here we
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assune g<Q, i.e., paths that can accombdate bw q] and bw g+ 1] have
the sane hop count, then the al gorithm copies the value of the
nei ghbor field fromentry (n;qg+1) into that of entry (n;q).

Note: The pseudocode bel ow assunmes a hop- by-hop forwardi ng approach
i n updating the neighbor field. The nodifications needed to support
explicit route construction are straightforward. The pseudocode al so
does not handl e equal cost nulti-paths for sinplicity, but the

nodi ficati on needed to add this support have been descri bed above.
Details of the post-processing step of adding stub networks are
omtted.

I nput :
V = set of vertices, labeled by integers 1 to N
L set of edges, |abeled by ordered pairs (n,m of vertex |abels.
S source vertex (at which the algorithmis executed).
bw1..Q = array of bandw dth values to "quantize" flow requests to.
For all edges (n,m in L:
* b(n,n) = avail able bandwi dth (according to |ast received update)
on interface associated with the edge between vertices n and m
* 1 f(n,mM = outgoing interface corresponding to edge (n,n) when n is

a router.
Type:
tab_entry: record
hops = integer,
nei ghbor = integer 1..N
ontree = bool ean.
Vari abl es:

TT[1..N, 1..Q: topology table, whose (n,q) entry is a tab_entry
record, such that:
TT[n,q].bw is the avail abl e bandwi dth (as known
thus far) on a shortest-path between
vertices s and n acconmpdati ng bandwi dth b(q),
TT[n, q].neighbor is the first hop on that path (a
nei ghbor of s). It is either a router or the
destination n.
S: list of candidate vertices;
v: vertex under consideration;
g: "quantize" step

The Al gorithm
begi n;
for r:=1 to Qdo

begi n;
for ni=1 to Ndo /* initialization */
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begi n;
TT[n, r]. hops = infinity;
TT[n, r].neighbor := null
TT[n,r].ontree = FALSE
end;
TT[s,r].hops := O;
end;
for r:=1 to Qdo
begi n;
S = {s};
while S not enpty do
begi n;
v := first element of S;
S:=S- {v};, /* renove and store the candidate to consider */

TT[v,r].ontree : = TRUE
for all edges (v,m in L and b(v,m >= bwr] do

begi n;
if mis a router
begi n;
if not TT[mr].ontree then
begi n;
/* bandwi dth nust be fulfilled since all links >= bwr]

if TT[mr].hops > TT[v,r].hops + 1 then
begi n
S:=Sunion { m};
TT[mr].hops := TT[v,r].hops + 1
TT[mr]. neighbor := v;
end;
end;
end;
else /* nmust be a network, iterate over all attached
routers */
begi n;
for all (mk) inL, k <> v,

/[* i.e., for all other neighboring routers of m*/
if not TT[k,r].ontree and b(mk) >= bwr] then
begi n;

if TT[k,r].hops > TT[v,r].hops + 2 then
begi n;
S:=Sunion { k };
TT[k,r].hops := TT[v,r].hops + 2;
TT[ Kk, r]. nei ghbor := v;
end;
end;
end;
end; /* of all edges fromthe vertex under consideration */
end; /* from processing of the candidate list */
end; /* of "quantize" steps */
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end.
D. Explicit Routing Support

As nentioned before, the scope of the path selection process can
range fromsinply returning the next hop on the QS path selected for
the flow, to specifying the conplete path that was conputed, i.e., an
explicit route. Obviously, the information being returned by the
path selection algorithmdiffers in these two cases, and constructing
it inmposes different requirenents on the path conputation algorithm
and the data structures it relies on. Wile the presentation of the
path conputation algorithms focused on the hop-by-hop routing
approach, the sanme algorithns can be applied to generate explicit
routes with mnor nodifications. These nodifications and how t hey
facilitate constructing explicit routes are discussed next.

The general approach to facilitate construction of explicit routes is
to update the neighbor field differently fromthe way it is done for
hop- by-hop routing as described in Section 2.3. Recall that in the
path conputation algorithms the neighbor field is updated to reflect
the identity of the router adjacent to the source node on the partia
path conputed. This facilitates returning the next hop at the source
for the specific path. In the context of explicit routing, the

nei ghbor information is updated to reflect the identity of the

previ ous router on the path.

In general, there can be multiple equivalent paths for a given hop
count. Thus, the neighbor information is stored as a |ist rather
than single value. Associated with each nei ghbor, additiona
information is stored to facilitate | oad bal anci ng anbng t hese
nmultiple paths at the tinme of path selection. Specifically, we store
the advertised avail abl e bandwi dth on the |ink fromthe neighbor to
the destination in the entry.

Wth this change, the basic approach used to extract the conplete
list of vertices on a path fromthe neighbor information in the QS
routing table is to proceed ‘recursively’ fromthe destination to the
origin vertex. The path is extracted by stepping through the
preconputed QoS routing table fromvertex to vertex, and identifying
at each step the correspondi ng nei ghbor (precursor) information. The
process is described as recursive since the nei ghbor node identified
in one step beconmes the destination node for table look up in the
next step. Once the source router is reached, the concatenation of
all the neighbor fields that have been extracted fornms the desired
explicit route. This applies to algorithnms of Section 2.3.1 and
Appendix C. If at a particular stage there are multiple neighbor

choi ces (due to equal cost multi-paths), one of them can be chosen at
randomwith a probability that is weighted, for exanple, by the
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associ ated bandwidth on the Iink fromthe neighbor to the (current)
destinati on.

Specifically, assume a new request to destination, say, d, and with
bandwi dth requirenments B. The index of the destination vertex
identifies the rowin the QoS routing table that needs to be checked
to generate a path. The rowis then searched to identify a suitable
path. |f the Bellnman-Ford algorithmof Section 2.3.1 was used, the
search proceeds by increasing index (hop) count until an entry is
found, say at hop count or colum index of h, with a value of the bw
field that is equal to or greater than B. This entry points to the

initial infornmation identifying the selected path. |If the Dijkstra
al gorithm of Appendix Cis used, the first quantized val ue gB such
that gB >= Bis first identified, and the associated colum then

determnes the first entry in the QoS routing table that identifies
the sel ected path.

Once this first entry has been identified, reconstruction of the
conplete list of vertices on the path proceeds sinlarly, whether the
table was built using the algorithmof Section 2.3.1 or Appendix C
Specifically, in both cases, the neighbor field in each entry points
to the previous node on the path fromthe source node and with the
same bandwi dth capabilities as those associated with the current
entry. The conplete path is, therefore, reconstructed by follow ng
the pointers provided by the neighbor field of successive entries.

In the case of the Bell man-Ford al gorithm of Section 2.3.1, this
nmeans movi ng backwards in the table fromcolum to columm, using at
each step the row i ndex pointed to by the neighbor field of the entry
in the previous colum. Each tine, the correspondi ng vertex index
specified in the neighbor field is pre-pended to the |list of vertices
constructed so far. Since we start at colum h, the process ends
when the first colum is reached, i.e., after h steps, at which point
the list of vertices nmaking up the path has been reconstructed.

In the case of the Dijkstra algorithmof Appendix C, the backtracking
process is sinmlar although slightly different because of the
different relation between paths and colums in the routing table,
i.e., a colum now corresponds to a quantized bandw dth val ue i nstead
of a hop count. The backtracki ng now proceeds al ong the col um
correspondi ng to the quantized bandw dth val ue needed to satisfy the
bandwi dth requirements of the flow At each step, the vertex index
specified in the neighbor field is pre-pended to the |list of vertices
constructed so far, and is used to identify the next row index to
nove to. The process ends when an entry is reached whose nei ghbor
field specifies the origin vertex of the flow Note that since there
are as many rows in the table as there are vertices in the graph
i.e., N it could take up to N steps before the process term nates.
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Note that the identification of the first entry in the routing table
is identical to what was described for the hop-by-hop routing case.
However, as described in this section, the update of the nei ghbor
fields while constructing the QoS routing tables, is being performed
differently in the explicit and hop-by-hop routing cases. Cearly,
two di fferent neighbor fields can be kept in each entry and updates
to both could certainly be perforned jointly, if support for both
xplicit routing and hop-by-hop routing is needed.

Endnot es

1. In this docunent we comit the abuse of notation of calling a
"network" the interconnection of routers and networks through
which we attenpt to conpute a QoS pat h.

2. This is true for uni-cast flows, but in the case of multi-cast
fl ows, hop-by-hop and an explicit routing clearly have different
i mplications.

3. Some hysteresis nechani smshoul d be added to suppress updates when
the metric value oscillates around a class boundary.

4. In this docunent, we use the terms node and vertex
i nt erchangeabl y.

5. Various hybrid nmethods can al so be envisioned, e.g., periodic
conput ati ons except if nore than a given nunber of updates are
received within a shorter interval, or periodic updates except if
the change in nmetrics corresponding to a given update exceeds a
certain threshold. Such variations are, however, not considered
in this docunent.

6. Modifications to support explicit routing are discussed in
Appendi x D

7. Note, that this does not say anything on whether to differentiate
bet ween out goi ng and i ncom ng bandwi dth on a shared nedi a networKk.
As a matter of fact, a reasonable option is to set the incomng
bandwi dth (from network to router) to infinity, and only use the
out goi ng bandwi dth value to characterize bandwi dth availability on
the shared network.

8. exponent in parenthesis

9. Access to some of the nbre recent versions of the GateD software
is restricted to the GateD consortium nenbers.
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10. Note that a Breadth-First-Search (BFS) algorithm[CLRO0] could
also be used. It has a |ower conmplexity, but would not allow
reuse of existing code in an OSPF inplenentation.
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