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1 Statement of Purpose and Scope
1.1 Introduction

Thi s docunent describes an architecture for traffic fl ow nmeasurenent
and reporting for data networks which has the follow ng
characteristics:

- The traffic flow nodel can be consistently applied to any
protocol, using address attributes in any conbination at the
"adj acent’ (see below), network and transport |ayers of the
net wor ki ng st ack

- Traffic flow attributes are defined in such a way that they are
valid for multiple networking protocol stacks, and that traffic
fl ow nmeasurenment inplementations are useful in nulti-protoco
envi ronnent s.

- Users may specify their traffic fl ow nmeasurenent requirenments by
witing 'rule sets’, allowing themto collect the flow data they
need while ignoring other traffic.

- The data reduction effort to produce requested traffic flow
information is placed as near as possible to the network
neasurenent point. This mnimses the volune of data to be
obtained (and transmitted across the network for storage), and
reduces the anount of processing required in traffic flow
anal ysis applicati ons.

" Adj acent’ (as used above) is a layer-neutral termfor the next |ayer
down in a particular instantiation of protocol |ayering. Although
"adjacent’ will usually inply the Iink Iayer (MAC addresses), it does
not inplicitly advocate or dismss any particular formof tunnelling
or |l ayering.
The architecture specifies comopn netrics for measuring traffic
flows. By using the sane netrics, traffic flow data can be exchanged
and conpared across nultiple platforns. Such data is useful for:

- Under standi ng the behavi our of existing networks,

- Planning for network devel opnent and expansi on

- Quantification of network perfornmance,

- Verifying the quality of network service, and

- Attribution of network usage to users.
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The traffic flow neasurenent architecture is deliberately structured
usi ng address attributes which are defined in a consistent way at the
Adj acent, Network and Transport |ayers of the networking stack

al l owi ng specific inplenentations of the architecture to be used
effectively in nmulti-protocol environments. Wthin this docunent the
term’usage data’ is used as a generic termfor the data obtained
using the traffic fl ow neasurenment architecture.

In principle one mght define address attributes for higher |ayers,
but it would be very difficult to do this in a general way. However,
if an RTFMtraffic meter were inplemented within an application
server (where it had direct access to application-specific usage
information), it would be possible to use the rest of the RTFM
architecture to collect application-specific information. Use of the
same nodel for both network- and application-level neasurenent in
this way could simplify the devel opnment of generic analysis
applications which process and/or correlate both traffic and usage
information. Experinental work in this area is described in the RTFM
"New Attributes’ docunent [ RTFM NEW .

Thi s docunent is not a protocol specification. It specifies and
structures the information that a traffic fl ow measurenment system
needs to collect, describes requirenments that such a system nust
neet, and outlines tradeoffs which nmay be nade by an inpl enentor.

For performance reasons, it may be desirable to use traffic

i nformation gathered through traffic flow nmeasurement in lieu of
network statistics obtained in other ways. Although the
guantification of network performance is not the primary purpose of
this architecture, the nmeasured traffic flow data nay be used as an
i ndi cati on of network perfornance.

A cost recovery structure decides "who pays for what." The mgjor

i ssue here is howto construct a tariff (who gets billed, how nuch,
for which things, based on what information, etc). Tariff issues

i nclude fairness, predictability (how well can subscribers forecast
their network charges), practicality (of gathering the data and
administering the tariff), incentives (e.g. encouragi ng off-peak
use), and cost recovery goals (100%recovery, subsidisation, profit
maki ng). |ssues such as these are not covered here.

Background i nformati on expl ai ning why this approach was selected is
provided by the 'Internet Accounting Background RFC [ ACT-BK{G .

Brownl ee, et al. I nf or mati onal [ Page 4]



RFC 2722 Traffic Fl ow Measurenent: Architecture Cct ober 1999

2 Traffic Flow Measurenent Architecture

Atraffic flow measurement systemis used by Network Operations
personnel to aid in managi ng and devel oping a network. It provides a
tool for measuring and understanding the network’s traffic fl ows.
This information is useful for many purposes, as nentioned in section
1 (above).

The foll owing sections outline a nodel for traffic flow measurenent,
whi ch draws from working drafts of the OSI accounting nodel [OSI-
ACT] .

2.1 Meters and Traffic Fl ows

At the heart of the traffic measurenent nodel are network entities
called traffic METERS. Meters observe packets as they pass by a
single point on their way through the network and classify theminto
certain groups. For each such group a neter will accunulate certain
attributes, for exanple the nunbers of packets and bytes observed for
the group. These METERED TRAFFI C GROUPS may correspond to a user, a
host system a network, a group of networks, a particular transport
address (e.g. an I P port nunber), any conbination of the above, etc,
dependi ng on the neter’s configuration

We assune that routers or traffic nonitors throughout a network are
instrumented with neters to neasure traffic. [|ssues surrounding the
choice of nmeter placenent are discussed in the 'Internet Accounting
Background’ RFC [ACT-BKG . An inportant aspect of neters is that they
provide a way of succinctly aggregating traffic information

For the purpose of traffic flow nmeasurenent we define the concept of
a TRAFFIC FLOW which is like an artificial |ogical equivalent to a
call or connection. A flowis a portion of traffic, delinted by a
start and stop tine, that belongs to one of the netered traffic
groups nentioned above. Attribute values (source/destination
addresses, packet counts, byte counts, etc.) associated with a flow
are aggregate quantities reflecting events which take place in the
DURATI ON between the start and stop tinmes. The start tinme of a flow
is fixed for a given flow, the stop time may increase with the age of
the fl ow.

For connectionl ess network protocols such as IP there is by
definition no way to tell whether a packet with a particular

source/ destination conbination is part of a stream of packets or not
- each packet is conmpletely independent. A traffic nmeter has, as
part of its configuration, a set of 'rules’ which specify the flows
of interest, in terms of the values of their attributes. It derives
attribute values fromeach observed packet, and uses these to decide
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which flow they belong to. Cassifying packets into "flows’” in this
way provides an econom cal and practical way to nmeasure network
traffic and subdivide it into well-defined groups.

Usage information which is not derivable fromtraffic fl ows may al so
be of interest. For exanple, an application may wish to record
accesses to various different information resources or a host nmay

wi sh to record the usernanme (subscriber id) for a particular network
session. Provision is made in the traffic flow architecture to do
this. In the future the measurenent nodel may be extended to gather
such information from applications and hosts so as to provi de val ues
for higher-layer flow attri butes.

As well as FLOAS and METERS, the traffic flow measurenent node

i ncl udes MANAGERS, METER READERS and ANALYSI S APPLI CATI ONS, which are
explained in follow ng sections. The relationships between them are
shown by the diagram bel ow. Nunbers on the diagramrefer to sections
in this docunent.

MANAGER
/ \
2.3/ \ 2.4
/ \
/ \ ANALYSI S
METER <----- > METER READER <----- >  APPLI CATI ON
2.2 2.7

- MANACER: A traffic measurenent nanager is an application which
configures "neter’ entities and controls 'neter reader’ entities.
It sends configuration commands to the neters, and supervises the
proper operation of each nmeter and neter reader. It may well be
conveni ent to conbine the functions of meter reader and nanager
within a single network entity.

- METER: Meters are placed at neasurenent points determ ned by
Net wor k Oper ati ons personnel. Each neter selectively records
network activity as directed by its configuration settings. It
can al so aggregate, transformand further process the recorded
activity before the data is stored. The processed and stored
results are called the 'usage data’

- METER READER: A neter reader transports usage data fromneters so
that it is available to analysis applications.
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- ANALYSI S APPLI CATI ON: An anal ysis application processes the
usage data so as to provide information and reports which are
useful for network engi neering and management purposes. Exanples
i ncl ude:

- TRAFFI C FLOW MATRI CES, showing the total flow rates for many
of the possible paths within an internet.

- FLOW RATE FREQUENCY DI STRI BUTI ONS, sunmari zing flow rates
over a period of tinme.

- USAGE DATA showing the total traffic volunes sent and
recei ved by particul ar hosts.

The operation of the traffic measurenment systemas a whole is best
under st ood by considering the interactions between its conponents.
These are described in the foll ow ng sections.

2.2 Interaction Between METER and METER READER

The information which travels along this path is the usage data
itself. A meter holds usage data in an array of flow data records
known as the FLON TABLE. A neter reader may collect the data in any
sui table nanner. For exanple it m ght upload a copy of the whole
flow table using a file transfer protocol, or read the records in the
current flow set one at a tine using a suitable data transfer

protocol. Note that the meter reader need not read conplete flow
data records, a subset of their attribute values nmay well be
sufficient.

A nmeter reader may coll ect usage data fromone or nore neters. Data
may be collected fromthe neters at any tine. There is no
requi rement for collections to be synchronized in any way.

2.3 Interaction Between MANAGER and NMETER

A manager is responsible for configuring and controlling one or nore
neters. Each nmeter’s configuration includes information such as:

- Flow specifications, e.g. which traffic flows are to be nmeasured,
how they are to be aggregated, and any data the nmeter is required
to conpute for each flow being neasured

- Meter control paraneters, e.g. the "inactivity' time for flows

(if no packets belonging to a flow are seen for this tine the
flowis considered to have ended, i.e. to have becone idle).
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- Sanpling behaviour. Normally every packet will be observed. It
may sometines be necessary to use sanpling techniques so as to
observe only sone of the packets (see followi ng note).

A note about sanpling: Current experience with the measurenent
architecture shows that a carefully-designed and i npl enented neter
conpresses the data sufficiently well that in nornmal LANs and WANs of
today sanpling is seldom if ever, needed. For this reason sanpling
algorithms are not prescribed by the architecture. |If sampling is
needed, e.g. for metering a very-high-speed network with fine-grained
flows, the sanpling technique should be carefully chosen so as not to
bias the results. For a good introduction to this topic see the | PPM
Worki ng Group’s RFC "Franework for | P Performance Metrics" [|PPM

FRM .

A meter may run several rule sets concurrently on behalf of one or
nore nmanagers, and any nanager nmay downl oad a set of flow
specifications (i.e. a 'rule set’) to a neter. Control paraneters
which apply to an individual rule set should be set by the manager
after it downl oads that rule set.

One nmanager should be designated as the 'master’ for a neter.
Par amet ers such as sanpling behavi our, which affect the overal
operation of the neter, should only be set by the master manager

2.4 Interaction Between MANAGER and METER READER
A manager is responsible for configuring and controlling one or nore
nmeter readers. A neter reader may only be controlled by a single
manager. A nmeter reader needs to know at |east the follow ng for
every nmeter it is collecting usage data from
- The neter’s unique identity, i.e. its network nane or address.
- How often usage data is to be collected fromthe neter.
- Which flow records are to be collected (e.g. all flows, flows for
a particular rule set, flows which have been active since a given
time, etc.).

- Which attribute values are to be collected for the required flow
records (e.g. all attributes, or a small subset of them

Si nce redundant reporting nmay be used in order to increase the

reliability of usage data, exchanges among multiple entities nmust be
considered as well. These are discussed bel ow.
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2.5 Miltiple METERs or METER READERS

-~ METER READER A - -
/ | \
/ | \
=====METER 1 METER 2=====METER 3  METER 4=====
\ | /
\ | /
-~ METER READER B - -

Several uniquely identified neters may report to one or nore neter
readers. The di agram above gives an exanple of how nultiple neters
and meter readers could be used.

In the di agram above neter 1 is read by neter reader A and neter 4
is read by meter reader B. Meters 1 and 4 have no redundancy; if
either neter fails, usage data for their network segments wll be

| ost.

Meters 2 and 3, however, measure traffic on the same network segnent.

One of themnmmay fail |eaving the other collecting the segnment’s usage
data. Meters 2 and 3 are read by nmeter reader A and by neter reader
B. If one meter reader fails, the other will continue collecting

usage data from both neters.

The architecture does not require nmultiple neter readers to be
synchroni zed. In the situation above neter readers A and B could
both coll ect usage data at the same intervals, but not necesarily at
the same tines. Note that because collections are asynchronous it is
unli kely that usage records fromtwo different neter readers wll
agree exactly.

If identical usage records were required froma single neter, a
manager coul d achieve this using two identical copies of a ruleset in
that neter. Let’'s call them RS1 and RS2, and assune that RSl is
running. Wen a collection is to be nade the manager sw tches the
neter fromRSL to RS2, and directs the neter reader(s) to read flow
data for RS1 fromthe neter. For the next collection the manager
switches back to RS1, and so on. Note, however, that it is not
possible to get identical usage records fromnore than one neter,
since there is no way for a manager to switch rulesets in nore than
one meter at the sane tine.

If there is only one neter reader and it fails, the neters continue
to run. Wen the neter reader is restarted it can collect all of the

accunul ated fl ow data. Should this happen, tine resolution will be
| ost (because of the missed collections) but overall traffic flow
information will not. The only exception to this would occur if the
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traffic volune was sufficient to 'roll over’ counters for sone flows
during the failure; this is addressed in the section on 'Rolling
Counters’.

2.6 Interaction Between MANAGERs ( MANAGER - NMANAGER)

Synchroni zati on between multiple nanagenent systens is the province
of network nmanagenent protocols. This traffic flow nmeasurenent
architecture specifies only the network managenent controls necessary
to performthe traffic fl ow measurement function and does not address
the nmore gl obal issues of simultaneous or interleaved (possibly
conflicting) conmands frommultiple network nmanagenent stations or
the process of transferring control from one network managenent
station to another.

2.7 METER READERs and APPLI CATI ONs

Once a collection of usage data has been assenbled by a neter reader
it can be processed by an analysis application. Details of analysis
applications - such as the reports they produce and the data they
require - are outside the scope of this architecture.

It should be noted, however, that analysis applications will often
requi re considerable amounts of input data. An inportant part of
running a traffic fl ow neasurenment systemis the storage and regul ar
reduction of flow data so as to produce daily, weekly or nmonthly
summary files for further analysis. Again, details of such data
handl i ng are outside the scope of this architecture.

3 Traffic Flows and Reporting Ganularity
A flow was defined in section 2.1 above in abstract terns as follows:
"A TRAFFIC FLOWis an artifical |ogical equivalent to a call or
connection, belonging to a (user-speciei ed) METERED TRAFFI C
GROUP. "
In practical terns, a flowis a stream of packets observed by the
nmeter as they pass across a network between two end points (or froma
single end point), which have been summari zed by a traffic neter for
anal ysi s purposes.
3.1 Flows and their Attributes
Every traffic nmeter naintains a table of '"flow records’ for flows

seen by the neter. A flow record holds the val ues of the ATTRI BUTES
of interest for its flow These attributes m ght include:
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- ADDRESSES for the flow s source and destination. These conprise
the protocol type, the source and destination addresses at
various network | ayers (extracted fromthe packet header), and
the nunber of the interface on which the packet was observed.

- First and | ast TIMES when packets were seen for this flow, i.e.
the "creation’ and 'last activity tines for the flow

- COUNTS for 'forward (source to destination) and 'backward’
(destination to source) components (e.g. packets and bytes) of
the flow s traffic. The specifying of ’source’ and ’destination’
for flows is discussed in the section on packet nmatching bel ow

- OTHER attributes, e.g. the index of the flows record in the flow
table and the rule set nunber for the rules which the nmeter was
runni ng while the fl ow was observed. The val ues of these
attributes provide a way of distinguishing fl ows observed by a
nmeter at different tines.

The attributes listed in this docurment (Appendix C) provide a basic
(i.e. useful mininmun) set; |ANA considerations for allocating new
attributes are set out in section 8 bel ow

A flow s METERED TRAFFI C GROUP is specified by the values of its
ADDRESS attributes. For exanple, if a flow s address attributes were
specified as "source address = | P address 10.1.0.1, destination
address = | P address 26.1.0.1" then only IP packets from10.1.0.1 to
26.1.0.1 and back woul d be counted in that flow |If a flow s address
attributes specified only that "source address = | P address
10.1.0.1," then all IP packets fromand to 10.1.0.1 would be counted
in that flow

The addresses specifying a flow s address attributes may include one
or nore of the follow ng types:

- The | NTERFACE NUMBER for the flow, i.e. the interface on which
the neter neasured the traffic. Together with a uni que address
for the neter this uniquely identifies a particular physical-
 evel port.

- The ADJACENT ADDRESS, i.e. the address in the the next |ayer down
fromthe peer address in a particular instantiation of protocol
| ayering. Although 'adjacent’ will usually inply the link |ayer,
it does not inplicitly advocate or dismss any particular form of
tunnelling or |ayering.
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For exanple, if flow nmeasurenent is being performed using IP as
the network |layer on an Ethernet LAN [802-3], an adjacent address
will nornmally be a six-octet Media Access Control (MAC) address.
For a host connected to the same LAN segnment as the neter the

adj acent address will be the MAC address of that host. For hosts
on other LAN segnents it will be the MAC address of the adjacent
(upstream or downstrean) router carrying the traffic flow

- The PEER ADDRESS, which identifies the source or destination of
the packet for the network layer (n) at which traffic measurenent
is being perforned. The formof a peer address will depend on
the network-1layer protocol in use, and the neasurenent network
| ayer (n).

- The TRANSPORT ADDRESS, which identifies the source or destination
port for the packet, i.e. its (n+l) |layer address. For exanple,
if flow nmeasurenent is being performed at the IP | ayer a
transport address is a two-octet UDP or TCP port nunber.

The four definitions above specify addresses for each of the four

| owest | ayers of the OSI reference nodel, i.e. Physical |ayer, Link

| ayer, Network |ayer and Transport layer. A FLOWN RECORD stores both
the VALUE for each of its addresses (as described above) and a MASK
speci fying which bits of the address val ue are being used and which

are ignored. Note that if address bits are being ignored the neter

will set themto zero, however their actual val ues are undefined.

One of the key features of the traffic measurenent architecture is
that attributes have essentially the sane neaning for different
protocols, so that analysis applications can use the sanme reporting
formats for all protocols. This is straightforward for peer
addresses; although the formof addresses differs for the various
protocol s, the neaning of a 'peer address’ remmins the sane. It
becomes harder to maintain this correspondence at higher |ayers - for
exanpl e, at the Network layer IP, Novell IPX and AppleTal k all use
port nunbers as a ’'transport address’, but CLNP and DECnet have no
noti on of ports.

Reporting by adjacent internedi ate sources and destinations or sinply
by meter interface (nost useful when the neter is enbedded in a
router) supports hierarchical Internet reporting schemes as descri bed
in the 'Internet Accounting Background” RFC [ACT-BKG. That is, it
al | ows backbone and regional networks to neasure usage to just the
next |ower |evel of granularity (i.e. to the regional and
stub/enterprise levels, respectively), with the final breakdown
according to end user (e.g. to source |P address) performed by the
stub/enterpri se networks.
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In cases where network addresses are dynamically allocated (e.g.
dial-in subscribers), further subscriber identification will be
necessary if flows are to ascribed to individual users. Provisionis
made to further specify the netered traffic group through the use of
an optional SUBSCRIBER ID as part of the flowid. A subscriber ID
may be associated with a particular flow either through the current
rule set or by unspecified neans within a meter. At this tine a
subscriber IDis an arbitrary text string; later versions of the
architecture may specify details of its contents.

3.2 Ganularity of Flow Measurenents

GRANULARI TY is the 'control knob’ by which an application and/or the
neter can trade off the overhead associated with perfornm ng usage

reporting against its level of detail. A coarser granularity neans a
greater |level of aggregation; finer granularity neans a greater |eve
of detail. Thus, the nunber of flows neasured (and stored) at a

neter can be regul ated by changing the granularity of their
attributes. Flows are |ike an adjustable pipe - nany fine-
granularity streans can carry the data with each stream neasured

i ndividually, or data can be bundl ed in one coarse-granularity pipe.
Time granularity may be controlled by varying the reporting interval,
i.e. the time between neter readings.

Flow granularity is controlled by adjusting the |level of detail for
the follow ng:

- The metered traffic group (address attributes, discussed above).

- The categorisation of packets (other attributes, discussed
bel ow) .

- The lifetine/duration of flows (the reporting interval needs to
be short enough to measure themw th sufficient precision).

The set of rules controlling the determ nation of each packet’s
netered traffic group is known as the nmeter’s CURRENT RULE SET. As
will be shown, the neter’s current rule set fornms an integral part of
the reported information, i.e. the recorded usage infornmation cannot
be properly interpreted without a definition of the rules used to
coll ect that information.

Settings for these granularity factors may vary fromneter to neter.
They are determined by the neter’s current rule set, so they wll
change if network Operations personnel reconfigure the neter to use a
new rule set. It is expected that the collection rules will change
rather infrequently; nonetheless, the rule set in effect at any tinme
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nust be identifiable via a RULE SET NUMBER. Granul arity of netered
traffic groups is further specified by additional ATTRI BUTES. These
attributes include:

- Attributes which record information derived fromother attribute
val ues. Six of these are defined (SourceC ass, Destd ass,
Fl owCl ass, SourceKind, DestKind, FlowKind), and their neaning is
determ ned by the nmeter’'s rule set. For exanple, one could have
a subroutine in the rule set which determ ned whet her a source or
destinati on peer address was a menber of an arbitrary list of
networ ks, and set SourceC ass/DestClass to one if the source/dest
peer address was in the list or to zero ot herw se.

- Adm nistratively specified attributes such as Quality of Service
and Priority, etc. These are not defined at this tinmne.

Settings for these granularity factors may vary fromnmeter to neter.
They are determ ned by the neter’s current rule set, so they wll
change if Network Operations personnel reconfigure the neter to use a
new rul e set.

A rul e set can aggregate groups of addresses in two ways. The
sinmplest is to use a mask in a single rule to test for an address
within a masked group. The other way is to use a sequence of rules
to test for an arbitrary group of (masked) address val ues, then use a
PushRul eTo rule to set a derived attribute (e.g. FlowkKind) to
indicate the flow s group

The LIFETIME of a flowis the tine interval which began when the

net er observed the first packet belonging to the fl ow and ended when
it saw the | ast packet. Flow lifetines are very variable, but many -
if not nost - are rather short. A neter cannot neasure lifetines
directly; instead a neter reader collects usage data for flows which
have been active since the last collection, and an anal ysis
application may compare the data from each collection so as to

det erm ne when each fl ow actual ly stopped.

The neter does, however, need to reclaimmenory (i.e. records in the
flow table) being held by idle flows. The nmeter configuration

i ncludes a variable called InactivityTi neout, which specifies the
mnimmtine a neter nust wait before recovering the flow s record

In addition, before recovering a flow record the nmeter should be sure
that the flow s data has been collected by all neter readers which
registered to collect it. These two wait conditions are desired
goals for the meter; they are not difficult to achieve in norma
usage, however the meter cannot guarantee to fulfil them absolutely.
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These 'lifetime’ issues are considered further in the section on
neter readers (below). A conplete list of the attributes currently
defined is given in Appendix C later in this docunent.

3.3 Rolling Counters, Tinestanps, Report-in-One-Bucket-Only

Once a usage record is sent, the decision needs to be nade whether to
clear any existing flowrecords or to naintain themand add to their
counts when recordi ng subsequent traffic on the same flow. The
second method, called rolling counters, is recommended and has
several advantages. |Its primary advantage is that it provides
greater reliability - the systemcan now often survive the |oss of
sonme usage records, such as might occur if a neter reader failed and
|ater restarted. The next usage record will very often contain yet
anot her reading of many of the sane fl ow buckets which were in the

| ost usage record. The 'continuity’ of data provided by rolling
counters can al so supply information used for "sanity" checks on the
data itself, to guard against errors in cal culations.

The use of rolling counters does introduce a new problem how to
di stinguish a followon flow record froma new flow record. Consider
the follow ng exanpl e.

CONTI NUI NG FLOW OLD FLOW then NEW FLOW
start time =1 start time =1

Usage record N flow count = 2000 flow count = 2000 (done)
start time =1 start time =5

Usage record N+1: fl ow count = 3000 new fl ow count = 1000

Total count: 3000 3000

In the continuing flow case, the same flow was reported when its
count was 2000, and again at 3000: the total count to date is 3000.
In the OLD/ NEW case, the old flow had a count of 2000. |Its record
was then stopped (perhaps because of tenporary idleness), but then
nore traffic with the same characteristics arrived so a new fl ow
record was started and it quickly reached a count of 1000. The tota
flow count fromboth the old and new records is 3000.

The flow START TI MESTAMP attribute is sufficient to resolve this. In
the exanpl e above, the CONTINU NG FLOWfl ow record in the second
usage record has an ol d FLOW START tinmestanp, while the NEW FLOW
contains a recent FLOW START timestanp. A flow which has sporadic
bursts of activity interspersed with I ong periods of inactivity wll
produce a sequence of flow activity records, each with the same set
of address attributes, but with increasi ng FLOW START ti nes.
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Each packet is counted in at nost one flow for each running rul eset,
so as to avoid multiple counting of a single packet. The record of a
single flowis informally called a "bucket." If nultiple, sonetines
over | appi ng, records of usage information are required (aggregate,

i ndi vidual, etc), the network manager should collect the counts in
sufficiently detailed granularity so that aggregate and conbi nation
counts can be reconstructed in post-processing of the raw usage data.
Alternatively, multiple rulesets could be used to collect data at
different granularities.

For exanple, consider a meter fromwhich it is required to record
both "total packets coming in interface #1' and 'total packets
arriving fromany interface sourced by IP address = a.b.c.d’, using a
single rule set. Although a bucket can be declared for each case, it
is not clear how to handl e a packet which satisfies both criteria.

It nust only be counted once. By default it will be counted in the
first bucket for which it qualifies, and not in the other bucket.
Further, it is not possible to reconstruct this information by post-
processing. The solution in this case is to define not two, but
THREE buckets, each one collecting a unique conbination of the two
criteria:

Bucket 1: Packets which came in interface 1,
AND were sourced by I P address a.b.c.d

Bucket 2: Packets which cane in interface 1
AND were NOT sourced by I P address a.b.c.d

Bucket 3: Packets which did NOT cone in interface 1
AND were sourced by I P address a.b.c.d

(Bucket 4: Packets which did NOT cone in interface 1
AND were NOT sourced by I P address a.b.c.d)

The desired informati on can now be reconstructed by post-processing.
"Total packets coming in interface 1" can be found by addi ng buckets
1 & 2, and "Total packets sourced by IP address a.b.c.d" can be found
by addi ng buckets 1 & 3. Note that in this case bucket 4 is not
explicitly required since its information is not of interest, but it
is supplied here in parentheses for conpleteness.

Al ternatively, the above could be achieved by running two rule sets
(A and B), as foll ows:

Bucket 1: Packets which cane in interface 1;
counted by rule set A
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Bucket 2: Packets which were sourced by I P address a.b.c.d;
counted by rule set B.

4 Meters

Atraffic flow nmeter is a device for collecting data about traffic
flows at a given point within a network; we will call this the
METERI NG PO NT. The header of every packet passing the network
nmetering point is offered to the traffic meter program

A nmeter could be inplemented in various ways, including:

- A dedicated snall host, connected to a broadcast LAN (so that it
can see all packets as they pass by) and running a traffic neter
program The nmetering point is the LAN segrment to which the
neter is attached.

- Anmultiprocessing systemwi th one or nore network interfaces,
with drivers enabling a traffic neter programto see packets. In
this case the systemprovides nmultiple netering points - traffic
flows on any subset of its network interfaces can be neasured.

- A packet-forwardi ng device such as a router or switch. This is
simlar to (b) except that every received packet should al so be
forwarded, usually on a different interface.

4.1 Meter Structure

An outline of the meter’s structure is given in the foll ow ng
di agram

Briefly, the meter works as follows:

I ncom ng packet headers arrive at the top left of the diagram and
are passed to the PACKET PROCESSOR

- The packet processor passes themto the Packet Matching Engi ne
(PVE) where they are classified.

- The PME is a Virtual Machine running a pattern nmatching program
contained in the CURRENT RULE SET. It is invoked by the Packet
Processor, executes the rules in the current rule set as
described in section 4.3 below, and returns instructions on what
to do with the packet.

- Sone packets are classified as "to be ignored’. They are
di scarded by the Packet Processor
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- Other packets are natched by the PVE, which returns a FLOW KEY
describing the flow to which the packet bel ongs.

- The flow key is used to locate the flow s entry in the FLON
TABLE, a new entry is created when a flowis first seen. The
entry’'s data fields (e.g. packet and byte counters) are updated.

- A meter reader may collect data fromthe flow table at any tine.
It may use the "collect’ index to |ocate the flows to be
collected within the flow table.

packet T +
header | Current Rule Set |
| R R +
| |
| |
tomm- - REEEE + "match key' +------ MEE R +
| Packet [------mmmee - - >| Packet |
| Processor | | Mat chi ng |
| [ <----mmmmemm - - | Engi ne |
R T +--+ 'flow key’ R LT +

| gnore * Count (via 'flow key")
oo +
| ' Search’ index |
Fomm e Fomm e +
|
Fomme oo oo +

Fomm e Fomm e +
|

Fomm e e oo +

| "Collect’ index |

- - +

Met er Reader

The di scussi on above assunes that a nmeter will only be running a
single rule set. A neter may, however, run several rule sets
concurrently. To do this the neter maintains a table of current
rul esets. The packet processor matches each packet agai nst every
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current rul eset, producing a single flow table containing flows from
all the rule sets. One way to inplenent this is to use the Rule Set
Nunber attribute in each flow as part of the flow key.

A packet may only be counted once in a rule set (as explained in
section 3.3 above), but it nay be counted in any of the current

rul esets. The overall effect of doing this is sonewhat sinmilar to
runni ng several independent neters, one for each rule set.

4.2 Flow Table

Every traffic nmeter maintains "flow table', i.e. a table of TRAFFIC
FLOW RECORDS for flows seen by the neter. Details of how the flow

table is maintained are given in section 4.5 below. A flow record

contains attribute values for its flow including:

- Addresses for the flow s source and destination. These include
addresses and masks for various network |ayers (extracted from
the packet header), and the identity of the interface on which
the packet was observed.

- First and last times when packets were seen for this flow

- Counts for "forward (source to destination) and 'backward
(destination to source) conponents of the flows traffic.

- Oher attributes, e.g. state of the flow record (di scussed
bel ow) .

The state of a flow record may be:

- INACTIVE: The flow record is not being used by the neter.

- CURRENT: The record is in use and describes a flow whi ch bel ongs
to the "current flowset’, i.e. the set of flows recently seen by
the neter.

- IDLE: The record is in use and the flow which it describes is
part of the current flow set. In addition, no packets bel ongi ng

to this fl ow have been seen for a period specified by the neter’s
InactivityTime variabl e.
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4.3 Packet Handling, Packet WMatching

Each packet header received by the traffic nmeter programis processed
as follows:

- Extract attribute values fromthe packet header and use themto
create a MATCH KEY for the packet.

- Match the packet’s key against the current rule set, as expl ai ned
in detail bel ow.

The rul e set specifies whether the packet is to be counted or

ignored. If it is to be counted the matching process produces a FLOW
KEY for the flow to which the packet belongs. This flow key is used
to find the flows record in the flowtable; if a record does not yet
exist for this flow, a new flow record may be created. The data for
the matching flow record can then be updated.

For exanple, the rule set could specify that packets to or from any

host in IP network 130.216 are to be counted. It could also specify
that flow records are to be created for every pair of 24-bit (d ass

C) subnets within network 130.216.

Each packet’s match key is passed to the neter’s PATTERN MATCHI NG
ENG NE (PME) for matching. The PME is a Virtual Machine which uses a
set of instructions called RULES, i.e. a RULE SET is a program for
the PME. A packet’'s match key contains source (S) and destination (D)
interface identities, address val ues and masks.

I f neasured flows were unidirectional, i.e. only counted packets
travelling in one direction, the matchi ng process woul d be sinple.
The PME woul d be called once to match the packet. Any flow key
produced by a successful match would be used to find the flow s
record in the flow table, and that flow s counters woul d be updated.

Fl ows are, however, bidirectional, reflecting the forward and reverse
packets of a protocol interchange or 'session’. Miintaining two sets
of counters in the nmeter’s flow record nmakes the resulting fl ow data
much sinpler to handl e, since analysis progranms do not have to gather
together the 'forward and ’'reverse’ conponents of sessions.

I mpl ementing bi-directional flows is, of course, nore difficult for
the neter, since it nmust deci de whether a packet is a 'forward

packet or a 'reverse’ one. To nake this decision the neter wll
often need to invoke the PME twi ce, once for each possible packet
direction.
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The di agram bel ow descri bes the algorithmused by the traffic neter
to process each packet. Flow through the diagramis fromleft to
right and top to bottom i.e. fromthe top left corner to the bottom
right corner. S indicates the flow s source address (i.e. its set of
source address attribute values) fromthe packet header, and D
indicates its destination address.

There are several cases to consider. These are:
- The packet is recogni sed as one which is TO BE | GNORED.

- The packet would MATCH IN EI THER DIRECTION. One situation in
whi ch this could happen would be a rule set which natches fl ows
within network X (Source = X, Dest = X) but specifies that flows
are to be created for each subnet within network X, say subnets y
and z. |If, for exanple a packet is seen for y->z, the meter nust
check that flow z->y is not already current before creating y->z.

- The packet MATCHES IN ONE DI RECTION ONLY. If its flow is already
current, its forward or reverse counters are increnented.
Oherwise it is added to the flow table and then counted.

| gnore
--- match(S->D) -------mm e +
| Suc | NoMat ch |
| | I gnore |
| Mt Ch(D->S) -----cmmimm e e e e +
| | Suc | NoMat ch |
| | | |
| | o m m e e e e e e e e e e e e e e e e e e e oo oo +
| | |
| | Suc |
| current(D->S) ---------- count(D->S,r) -------------- +
| | Fail |
| |
| create(D->S) ----------- count(D->S,r) -------------- +
| |
| Suc |
current(S->D) ------------------ count (S->D,f) -------------- +
| Fail |
| Suc |
current(D->S) ------------------ count(D->S,r) -------------- +
| Fail |
|
create(S->D) ------------------- count (S->D,f) -------------- +
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The al gorithm uses four functions, as foll ows:

mat ch(A->B) inplements the PME. It uses the nmeter’s current rule set
to match the attribute values in the packet’s match key. A->B
means that the assumed source address is A and destination address
B, i.e. that the packet was travelling fromA to B. nmatch()
returns one of three results:

"lgnore’ means that the packet was natched but this flowis not to be
count ed.

"NoMat ch’ neans that the packet did not match. It mght, however
match with its direction reversed, i.e. fromBto A

"Suc’ means that the packet did match, i.e. it belongs to a flow
which is to be counted.

current (A->B) succeeds if the flow A-to-Bis current - i.e. has a
record in the flow table whose state is Current - and fails
ot herw se.

create(A->B) adds the flow A-to-B to the flow table, setting the
value for attributes - such as addresses - which remai n constant,
and zeroing the flow s counters.

count (A->B,f) increnents the 'forward counters for flow A-to-B

count (A->B,r) increnents the 'reverse’ counters for flow A-to-B
"Forward’ here neans the counters for packets travelling fromA to
B. Note that count(A->B,f) is identical to count(B->Ar).

When witing rule sets one nmust renenber that the neter will normally
try to match each packet in the reverse direction if the forward

mat ch does not succeed. It is particularly inmportant that the rule
set does not contain inconsistencies which will upset this process.

Consi der, for exanple, a rule set which counts packets from source
network A to destination network B, but which ignores packets from
source network B. This is an obvious exanple of an inconsistent rule
set, since packets fromnetwork B should be counted as reverse
packets for the A-to-B fl ow

This problem coul d be avoi ded by devising a | anguage for specifying
rule files and witing a conpiler for it, thus nmaking it nuch easier
to produce correct rule sets. An exanple of such a |anguage is
described in the 'SRL" docunment [RTFM SRL]. Another approach woul d be
to wite a 'rule set consistency checker’ program which could detect
problems in hand-witten rule sets.
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Normal Iy, the best way to avoid these problens is to wite rule sets
which only classify flows in the forward direction, and rely on the
nmeter to handl e reverse-travel ling packets.

Qccasionally there can be situations when a rule set needs to know
the direction in which a packet is being matched. Consider, for
exanple, a rule set which wants to save sone attribute val ues (source
and destination addresses perhaps) for any 'unusual’ packets. The
rule set will contain a sequence of tests for all the 'usual’ source

addresses, follwed by a rule which will execute a 'NoMatch’ action.
If the match fails in the S->D direction, the NoMatch action w ||
cause it to be retried. If it fails in the D->S direction, the

packet can be counted as an 'unusual’ packet.

To count such an ’unusual’ packet we need to know the natching
direction: the MatchingStoD attribute provides this. To use it, one
follows the source address tests with a rule which tests whether the
mat ching direction is S->D (MatchingStoD value is 1). If so, a
"NoMat ch’ action is executed. Qherw se, the packet has failed to
match in both directions; we can save whatever attribute values are
of interest and count the ’'unusual’ packet.

4.4 Rules and Rul e Sets

Arule set is an array of rules. Rule sets are held within a neter
as entries in an array of rule sets.

Rule set 1 (the first entry in the rule set table) is built-in to the
meter and cannot be changed. It is run when the neter is started up
and provides a very coarse reporting granularity; it is mainly usefu
for verifying that the nmeter is running, before a "useful’ rule set
is downl oaded to it.

A nmeter also maintains an array of ’'tasks’, which specify what rule
sets the neter is running. Each task has a 'current’ rule set (the

one which it normally uses), and a 'standby’ rule set (which will be
used when the overall traffic level is unusually high). If atask is
instructed to use rule set 0, it will cease neasuring; all packets
will be ignored until another (non-zero) rule set is nmade current.

Each rule in a rule set is an instruction for the Packet Matching
Engine, i.e. it is an instruction for a Virtual Machine. PME

i nstructions have five component fields, form ng two | ogical groups
as follows:

SR test --------- + +---- action ----- +
attribute & mask = val ue: opcode, paraneter;
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The test group allows PME to test the value of an attribute. This is
done by ANDing the attribute value with the mask and conparing the
result with the value field. Note that there is no explicit
provision to test a range, although this can be done where the range
can be covered by a nmask, e.g. attribute value |l ess than 2048.

The PME mai ntains a Bool ean indicator called the "test indicator’
whi ch deternines whether or not a rule’'s test is perforned. The test
indicator is initially set (true).

The action group specifies what action may be performed when the rule
is executed. Opcodes contain two flags: 'goto’ and 'test’, as
detailed in the table below. Execution begins with rule 1, the first
inthe rule set. It proceeds as foll ows:

If the test indicator is true:

Performthe test, i.e. AND the attribute value with the
mask and conpare it with the val ue.

If these are equal the test has succeeded; performthe
rule’s action (bel ow).

If the test fails execute the next rule in the rule set.

If there are no nore rules in the rule set, return fromthe
mat ch() function indicating NoMatch.

If the test indicator is false, or the test (above) succeeded:
Set the test indicator to this opcode’'s test flag val ue.
Determine the next rule to execute.

If the opcode has its goto flag set, its paraneter val ue
specifies the nunmber of the next rule.
Opcodes which don’t have their goto flags set either
determ ne the next rule in special ways (Return),
or they term nate execution (lgnore, NoMatch, Count,
Count Pkt ) .
Performthe action.

The PME maintains two 'history’ data structures. The first, the
"return’ stack, sinply records the index (i.e. 1l-origin rule nunber)
of each CGosub rule as it is executed; Return rules pop their CGosub
rule index. Note that when the Ignore, NoMatch, Count and Count Pkt
actions are performed, PME execution is term nated regardl ess of
whet her the PME is executing a subroutine ('return’ stack is non-
enpty) or not.

The second data structure, the 'pattern’ queue, is used to save
information for later use in building a flow key. A flow key is
built by zeroing all its attribute values, then copying attribute
nunber, mask and value information fromthe pattern queue in the
order it was enqueued.
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An attribute nunber

identifies the attribute actually used in a test.

It will usually be the rule’s attribute field, unless the attribute
is a 'meter variable’. Details of nmeter variables are given after
the table of opcode actions bel ow

The opcodes are:
opcode

| gnore
NolMat ch
Count
Count Pkt
Ret urn
Gosub
CGosubAct
Assi gn
Assi gnAct
10 CGoto

11 Cot oAct
12 PushRul eTo

OCO~NOUPR_WNE

13 PushRul eToAct

14 PushPkt To

15 PushPkt ToAct

16 PopTo
17 PopToAct

goto t est

PRRPRRRPRRPRRPRPRPRRRPRPROOOOO

OrRrROFrROFROFRORFRORrRO!

The actions they perform are:

| gnor e: Stop matching, return fromthe match() function
i ndicating that the packet is to be ignored.

NoMat ch: Stop matching, return fromthe match() function
i ndicating failure.

Count : Stop matching. Save this rule’'s attribute nunber,
mask and value in the PVE' s pattern queue, then
construct a flow key for the flowto which this
packet bel ongs. Return fromthe match() function
i ndi cating success. The neter will use the flow
key to search for the flow record for this
packet’s fl ow.

Count Pkt : As for Count, except that the masked val ue from
the packet header (as it would have been used in
the rule’s test) is saved in the PME' s pattern
gueue instead of the rule’ s val ue.
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Gosub:

CGosubAct :

Ret ur n:

Assi gn:

Assi ghAct :

Cot o:

CGot 0Act :

PushRul eTo:

PushRul eToAct :

Brownl ee, et al.
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Call a rule-matching subroutine. Push the current
rul e nunber on the PME's return stack, set the
test indicator then goto the specified rule.

Sane as CGosub, except that the test indicator is
cleared before going to the specified rule.

Return froma rul e-matching subroutine. Pop the
nunber of the calling gosub rule fromthe PME s
"return’ stack and add this rule’ s paraneter val ue
to it to determne the "target’ rule. dear the
test indicator then goto the target rule.

A subroutine call appears in a rule set as a Gosub
rule followed by a small group of follow ng rules.
Since a Return action clears the test flag, the
action of one of these "followng rules will be
executed; this allows the subroutine to return a
result (in addition to any information it nay save
in the PVE's pattern queue).

Set the attribute specified in this rule to the
par anmet er value specified for this rule. Set the
test indicator then goto the specified rule.

Sane as Assign, except that the test indicator
is cleared before going to the specified rule.

Set the test indicator then goto the
specified rule.

Clear the test indicator then goto the specified
rul e.

Save this rule’s attribute nunber, mask and val ue
in the PVE's pattern queue. Set the test
i ndi cator then goto the specified rule.

Sane as PushRul eTo, except that the test indicator
is cleared before going to the specified rule.

PushRul eTo actions nmay be used to save the val ue

and nmask used in a test, or (if the test is not
performed) to save an arbitrary val ue and nask.
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PushPkt To:

PushPkt ToAct :

PopTo:

PopToAct :

As wel |

sever al
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Save this rule’'s attribute nunmber, mask, and the
masked val ue fromthe packet header (as it would
have been used in the rule’ s test), in the PVME s
pattern queue. Set the test indicator then goto
the specified rule.

Sane as PushPkt To, except that the test indicator
is cleared before going to the specified rule.

PushPkt To actions nay be used to save a value from
the packet header using a specified mask. The
sinplest way to programthis is to use a zero val ue
for the PushPktTo rule's value field, and to
CGoToAct to the PushPktTo rule (so that it's test is
not executed).

Del ete the nmobst recent itemfromthe pattern
gueue, so as to renpbve the information saved by
an earlier 'push’ action. Set the test indicator
then goto the specified rule.

Sane as PopTo, except that the test indicator
is cleared before going to the specified rule.

as the attributes applying directly to packets (such as
Sour cePeer Addr ess, Dest TransAddress, etc.) the PME inpl enents

further

Nul | :

Mat chi ngSt oD

vl ..

Br ownl ee,

v5:

et al.

attribtes. These are:

Tests perfornmed on the Null attribute always
succeed.

I ndi cat es whether the PME i s matching the packet
with its addresses in "wire order’ or with its
addresses reversed. MatchingStoD s value is 1 if
the addresses are in wire order (StoD), and zero
ot herw se.

vl, v2, v3, v4 and v5 are 'nmeter variables’. They
provide a way to pass paraneters into rul e-

mat chi ng subroutines. Each may hol d the nunber of
a normal attribute; its value is set by an Assign
action. Wien a neter variable appears as the
attribute of a rule, its value specifies the
actual attribute to be tested. For exanple, if vl
had been assi gned SourcePeer Address as its val ue,
arule with vl as its attribute would actually
test SourcePeer Addr ess.
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Sour ced ass, Destd ass, Flowd ass,

Sour ceKi nd, DestKi nd, Fl owKi nd:
These six attributes may be set by executing
PushRul eTo actions. They allow the PME to save
(in flow records) information which has been built
up during matching. Their values nay be tested in
rules; this allows one to set themearly in a rule
set, and test themlater.

The opcodes detail ed above (with their above 'goto’ and 'test’

val ues) forma mnimumset, but one which has proved very effective
in current nmeter inplenentations. Fromtine to time it nmay be usefu
to add further opcodes; |ANA considerations for allocating these are
set out in section 8 bel ow

4.5 Maintaining the Flow Table

The flow table may be thought of as a 1l-origin array of flow records.
(A particular inplenmentation nmay, of course, use whatever data
structure is nost suitable). Wen the neter starts up there are no
known flows; all the flow records are in the '"inactive' state.

Each tinme a packet is matched for a flow which is not in a current
flow set a flowrecord is created for it; the state of such a record

is

"current’. \When selecting a record for the new fl ow the neter
searches the flow table for an "inactive record. |f no inactive
records are available it will search for an 'idle’ one instead. Note

that there is no particular significance in the ordering of records
within the flow table.

A meter’s menory nanagenent routines should aimto nmininise the time
spent finding flow records for new flows, so as to minimse the setup
over head associ ated with each new fl ow.

Fl ow data nay be collected by a '"neter reader’ at any time. There is
no requirenent for collections to be synchroni zed. The reader may
collect the data in any suitable nanner, for exanple it could upl oad
a copy of the whole flow table using a file transfer protocol, or it
could read the records in the current flow set row by row using a

sui tabl e data transfer protocol

The neter keeps information about collections, in particular it
mai nt ai ns Reader Last Ti me vari abl es which renenber the tinme the | ast
coll ection was nade by each reader. A second vari abl e,
InactivityTime, specifies the mninmumtinme the neter will wait before
considering that a flowis idle.
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The nmeter nust recover records used for idle flows, if only to
prevent it running out of flow records. Recovered flow records are
returned to the 'inactive' state. A variety of recovery strategies
are possible, including the foll ow ng:

One possible recovery strategy is to recover idle flow records as
soon as possible after their data has been collected by all readers
whi ch have registered to do so. To inplenent this the nmeter could
run a background process which scans the flow table | ooking for
current’ flows whose '|ast packet’ time is earlier than the meter’s
Last Col | ect Ti ne.

Anot her recovery strategy is to leave idle flows alone as |ong as
possi bl e, which woul d be acceptable if one was only interested in
nmeasuring total traffic volunes. |t could be inplenmented by having
the meter search for collected idle flows only when it ran |l ow on ’
i nactive’ flow records.

One further factor a neter shoul d consider before recovering a fl ow
is the nunber of neter readers which have collected the flow s data.
If there are nmultiple nmeter readers operating, each reader should
collect a flow s data before its nenory is recovered.

O course a neter reader may fail, so the neter cannot wait forever
for it. Instead the neter nust keep a table of active neter readers,
with a tineout specified for each. |If a neter reader fails to

collect flow data within its tinmeout interval, the meter should
del ete that reader fromthe nmeter’'s active neter reader table.

4.6 Handling Increasing Traffic Levels

Under normal conditions the neter reader specifies which set of usage
records it wants to collect, and the nmeter provides them |If,
however, menmory usage rises above the high-water mark the meter
should switch to a STANDBY RULE SET so as to decrease the rate at

whi ch new fl ows are created

When the manager, usually as part of a regular poll, becones aware
that the meter is using its standby rule set, it could decrease the

i nterval between collections. This would shorten the tinme that flows
sit in menory waiting to be collected, allowing the nmeter to free
flow nenory faster.

The neter could also increase its efforts to recover flow nenory so
as to reduce the nunber of idle flows in nmenory. \Wen the situation
returns to normal, the nanager nay request the neter to swi tch back
to its normal rule set.
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5 Meter Readers

Usage data is accunul ated by a neter (e.g. in a router) as nenory
permits. It is collected at regular reporting intervals by neter
readers, as specified by a manager. The collected data is recorded
in stable storage as a FLOW DATA FILE, as a sequence of USAGE
RECORDS.

The foll owi ng sections describe the contents of usage records and
flow data files. Note, however, that at this stage the details of
such records and files is not specified in the architecture.

Speci fying a conmon format for themwould be a worthwhile future
devel opnent.

5.1 ldentifying Flows in Flow Records

Once a packet has been classified and is ready to be counted, an
appropriate flow data record nust already exist in the flow table;

ot herwi se one nust be created. The flow record has a flexible fornat
where unnecessary identification attributes may be omtted. The
determ nati on of which attributes of the flow record to use, and of
what values to put in them is specified by the current rule set.

Note that the conbination of start time, rule set nunber and flow
subscript (row nunber in the flow table) provide a unique flow
identifier, regardl ess of the values of its other attributes.

The current rule set may specify additional information, e.g. a
conputed attribute value such as Fl owKind, which is to be placed in
the attribute section of the usage record. That is, if a particular
flowis matched by the rule set, then the corresponding flow record
shoul d be marked not only with the qualifying identification
attributes, but also with the additional information. Using this
feature, several flows may each carry the sane Fl owKi nd val ue, so
that the resulting usage records can be used in post-processing or
bet ween neter reader and neter as a criterion for collection.

5.2 Usage Records, Flow Data Files
The col |l ected usage data will be stored in flow data files on the
neter reader, one file for each meter. As well as containing the

neasured usage data, flow data files must contain information
uniquely identifiying the neter fromwhich it was coll ected.
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A USAGE RECORD contains the descriptions of and val ues for one or
nore flows. Quantities are counted in ternms of nunber of packets and
nunber of bytes per flow Oher quantities, e.g. short-termflow
rates, may be added later; work on such extensions is described in
the RTFM ' New Attri butes’ document [RTFM NEW .

Each usage record contains the netered traffic group identifier of
the nmeter (a set of network addresses), a tinme stanp and a list of
reported flows (FLOWN DATA RECORDS). A neter reader will build up a
file of usage records by regularly collecting flow data froma neter,
using this data to build usage records and concatenating themto the
tail of a file. Such a file is called a FLOW DATA FILE

A usage record contains the following information in some form

o m m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e mem e +
| RECORD | DENTI FI ERS: |
| Meter 1d (& digital signature if required) |
| Ti mest anp |
| Col l ection Rules ID |
e o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e maa oo +
| FLOW | DENTI FI ERS: | COUNTERS

| Addr ess Li st | Packet Count

| Subscriber I D (Optional) | Byt e Count |
| Attributes (Optional) | Flow Start/ Stop Tine |
e o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaao o +

5.3 Meter to Meter Reader: Usage Record Transm ssion

The usage record contents are the raison d etre of the system The
accuracy, reliability, and security of transm ssion are the primary
concerns of the nmeter/neter reader exchange. Since errors nay occur
on networks, and Internet packets may be dropped, some mechani smfor
ensuring that the usage information is transmtted intact is needed.

Fl ow data is nmoved fromneter to nmeter reader via a series of

prot ocol exchanges between them This nay be carried out in various
ways, noving individual attribute values, conplete flows, or the
entire flowtable (i.e. all the active and idle flows). One possible
met hod of achieving this transfer is to use SNWP;, the 'Traffic Fl ow
Measurenent: Meter MB RFC [RTFM M B] gives details. Note that
this is sinply one exanple; the transfer of flow data fromneter to
neter reader is not specified in this docunent.

The reliability of the data transfer nethod under |ight, normal, and

extreme network | oads shoul d be understood before sel ecting anong
col I ection nethods.
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In normal operation the neter will be running a rule file which
provi des the required degree of flow reporting granularity, and the
nmeter reader(s) will collect the flow data often enough to allow the
nmeter’s garbage collection mechanismto maintain a stable |evel of
menory usage.

In the worst case traffic may increase to the point where the neter
is in danger of running conpletely out of flow nenmory. The neter

i mpl ement or nust decide how to handle this, for exanple by swi tching
to a default (extrenely coarse granularity) rule set, by sending a
trap nessage to the manager, or by attenpting to dunp flow data to
the meter reader.

Users of the Traffic Fl ow Measurement system shoul d anal yse their
requi renents carefully and assess for thensel ves whether it is nore

i mportant to attenpt to collect flow data at normal granularity
(increasing the collection frequency as needed to keep up with
traffic volunes), or to accept flow data with a coarser granularity.
Simlarly, it my be acceptable to lose flow data for a short tine in
return for being sure that the meter keeps running properly, i.e. is
not overwhel ned by rising traffic |evels.

6 Manager s

A manager configures neters and controls nmeter readers. It does this
via the interactions described bel ow.

6.1 Between Manager and Meter: Control Functions

- DOMLOAD RULE SET: A neter may hold an array of rule sets. One
of these, the 'default’ rule set, is built into the nmeter and
cannot be changed; this is a diagnostic feature, ensuring that
when a neter starts up it will be running a known rul eset.

Al other rule sets nmust be downl oaded by the manager. A manager
may use any suitable protocol exchange to achieve this, for
exanple an FTP file transfer or a series of SNWP SETs, one for
each row of the rule set.

- SPECI FY METER TASK: Once the rule sets have been downl oaded, the

manager mnust instruct the neter which rule sets will be the
"current’ and 'standby’ ones for each task the neter is to
perform

- SET H GH WATER MARK: A percentage of the flow table capacity,
used by the meter to determine when to switch to its standby rule
set (so as to increase the granularity of the flows and conserve
the neter’s flow nenory). Once this has happened, the nmanager
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may al so change the polling frequency or the neter’'s contro
paranmeters (so as to increase the rate at which the neter can
recover nenory fromidle flows). The neter has a separate high
wat er mark value for each task it is currently running.

If the high traffic levels persist, the meter’s nornmal rule set
nmay have to be rewitten to pernmanently reduce the reporting
granularity.

- SET FLOW TERM NATI ON PARAMETERS: The neter shoul d have the good
sense in situations where |ack of resources may cause data | oss
to purge flowrecords fromits tables. Such records may include:

- Flows that have already been reported to all registered neter
readers, and show no activity since the last report,

- O dest flows, or

- Flows with the small est nunber of observed packets.

- SET INACTIVITY TIMEQUT: This is a tine in seconds since the |ast
packet was seen for a flow. Flow records may be reclained if
they have been idle for at least this amunt of tine, and have
been coll ected in accordance with the current collection
criteria.

It mght be useful if a nanager could set the FLOW TERM NATI ON
PARAVETERS to different values for different tasks. Current neter
i mpl enent ati ons have only single ('whole nmeter’) values for these
par amet ers, and experience to date suggests that this provides an
adequat e degree of control for the tasks.

6.2 Between Manager and Meter Reader: Control Functions

Because there are a nunber of paranmeters that nust be set for traffic
fl ow measurement to function properly, and viable settings may change
as a result of network traffic characteristics, it is desirable to
have dynam c network nanagenent as opposed to static neter
configurations. Many of these operations have to do with space
tradeoffs - if menory at the neter is exhausted, either the

col lection interval must be decreased or a coarser granularity of
aggregati on nust be used to reduce the nunber of active fl ows.

Increasing the collection interval effectively stores data in the
neter; usage data in transit is linted by the effective bandw dth of
the virtual link between the neter and the nmeter reader, and since
these imted network resources are usually also used to carry user
data (the purpose of the network), the level of traffic flow
measurenent traffic should be kept to an affordable fraction of the
bandwi dth. ("Affordable"” is a policy decision nade by the Network
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Qperations personnel). At any rate, it nust be understood that the
operations bel ow do not represent the setting of independent

vari abl es; on the contrary, each of the values set has a direct and
nmeasur abl e effect on the behaviour of the other variables.

Net wor k managenent operations foll ow.

- MANAGER and METER READER | DENTI FI CATI ON: The nmanager shoul d
ensure that neters are read by the correct set of neter readers,
and take steps to prevent unauthorised access to usage
information. The neter readers so identified should be prepared
to poll if necessary and accept data fromthe appropriate neters.
Alternate neter readers nay be identified in case both the
primary manager and the primary nmeter reader are unavail abl e.
Simlarly, alternate managers nay be identified.

- REPORTI NG | NTERVAL CONTROL: The usual reporting interval should
be selected to cope with normal traffic patterns. However, it
may be possible for a nmeter to exhaust its menory during traffic
spi kes even with a correctly set reporting interval. Sone
mechani sm shoul d be avail able for the meter to tell the manager
that it is in danger of exhausting its nenory (by declaring a
hi gh water’ condition), and for the nanager to arbitrate (by
decreasing the polling interval, letting nature take its course,
or by telling the meter to ask for help sooner next tine).

- GRANULARI TY CONTROL: Granularity control is a catch-all for al
the paraneters that can be tuned and traded to optim se the
systemis ability to reliably measure and store information on al
the traffic (or as close to all the traffic as an adm nistration
requires). Ganularity:

- Controls the amount of address information identifying each
flow, and

- Determ nes the number of buckets into which user traffic
wi Il be |unmped together

Since granularity is controlled by the neter’s current rule set,
the manager can only change it by requesting the meter to switch
to a different rule set. The new rule set could be downl oaded
when required, or it could have been downl oaded as part of the
neter’s initial configuration.
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- FLOW LI FETI ME CONTROL: Fl ow term nation paraneters include
ti meout paraneters for obsoleting inactive flows and renoving
them fromtables, and maximumflow lifetines. This is
intertwined with reporting interval and granularity, and nust be
set in accordance with the other paraneters.

6.3 Exception Conditions

Exception conditions nust be handl ed, particularly occasions when the
meter runs out of space for flow data. Since - to prevent an active
task from counting any packet twi ce - packets can only be counted in
a single flow, discarding records will result in the |oss of
information. The mechanisnms to deal with this are as foll ows:

- METER QUTAGES: In case of inpending neter outages (controlled
restarts, etc.) the meter could send a trap to the manager. The
manager coul d then request one or nore neter readers to pick up
the data fromthe neter.

Fol | owi ng an uncontrolled neter outage such as a power failure,
the meter could send a trap to the manager indicating that it has
restarted. The manager could then downl oad the meter’s correct
rule set and advise the meter reader(s) that the neter is running
again. Alternatively, the meter reader may di scover fromits
regular poll that a neter has failed and restarted. It could
then advi se the nanager of this, instead of relying on a trap
fromthe neter.

- METER READER QUTACES: If the collection systemis down or
i solated, the neter should try to informthe nmanager of its
failure to communicate with the collection system Usage data is
mai ntained in the flows’ rolling counters, and can be recovered
when the nmeter reader is restarted.

- MANACGER QUTAGES: If the manager fails for any reason, the meter
shoul d conti nue neasuring and the neter reader(s) should keep
gat hering usage records.

- BUFFER PROBLEMS: The networ k manager may realise that there is a
"l ow nenory’ condition in the meter. This can usually be
attributed to the interacti on between the follow ng controls:

- The reporting interval is too infrequent, or
- The reporting granularity is too fine.
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Ei ther of these may be exacerbated by | ow throughput or bandw dth
of circuits carrying the usage data. The nanager nay change any

of these parameters in response to the neter (or neter reader’s)

pl ea for help.

6.4 Standard Rule Sets

Al though the rule table is a flexible tool, it can al so becone very
conplex. It may be hel pful to devel op sone rule sets for common
applications:

PROTOCOL TYPE: The neter records packets by protocol type. This
will be the default rule table for Traffic Flow Meters.

ADJACENT SYSTEMS: The meter records packets by the MAC address of
the Adjacent Systens (neighbouring originator or next-hop).
(Variants on this table are "report source" or "report sink"
only.) This strategy m ght be used by a regi onal or backbone
networ k which wants to know how nmuch aggregate traffic flows to
or fromits subscriber networks.

END SYSTEMS: The meter records packets by the I P address pair
contained in the packet. (Variants on this table are "report
source" or "report sink" only.) This strategy m ght be used by
an End System network to get detailed host traffic matri x usage
dat a.

TRANSPORT TYPE: The meter records packets by transport address;
for I P packets this provides usage information for the various IP
servi ces.

HYBRI D SYSTEMS: Conbi nati ons of the above, e.g. for one interface
report End Systems, for another interface report Adjacent

Systenms. This strategy might be used by an enterprise network to
| earn detail about |ocal usage and use an aggregate count for the
shared regi onal network.

7 Security Considerations

7.1 Threat Analysis

A traffic flow nmeasurenment system nmay be subject to the follow ng

ki nds of attacks:

ATTEMPTS TO DI SABLE A TRAFFI C METER: An attacker may attenpt to
di srupt traffic measurenent so as to prevent users being charged
for network usage. For exanple, a network probe sending packets
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to a large nunber of destination and transport addresses could
produce a sudden rise in the nunber of flows in a nmeter’'s fl ow
table, thus forcing it to use its coarser standby rule set.

- UNAUTHORI ZED USE OF SYSTEM RESOURCES: An attacker may wish to
gai n advantage or cause mschief (e.g. denial of service) by
subverting any of the systemelenents - neters, neter readers or
managers.

- UNAUTHORI ZED DI SCLOSURE OF DATA: Any data that is sensitive to
di scl osure can be read through active or passive attacks unl ess
it is suitably protected. Usage data may or nmay not be of this
type. Control nessages, traps, etc. are not likely to be
consi dered sensitive to disclosure.

- UNAUTHORI ZED ALTERATI ON, REPLACEMENT OR DESTRUCTI ON OF DATA:
Simlarly, any data whose integrity is sensitive can be altered,
repl aced/injected or deleted through active or passive attacks
unless it is suitably protected. Attackers nmay nodi fy nessage
streans to falsify usage data or interfere with the proper
operation of the traffic flow measurenment system Therefore, al
nmessages, both those containing usage data and t hose cont ai ni ng
control data, should be considered vul nerable to such attacks.

7.2 Countermneasures

The foll owi ng counternmeasures are recomrended to address the possible
threats enunerated above:

- ATTEMPTS TO DI SABLE A TRAFFI C METER can’t be conpl etely
countered. In practice, flow data records fromnetwork security
attacks have proved very useful in determ ning what happened.
The nost effective approach is first to configure the nmeter so
that it has three or nore times as much flow nenory as it needs
in normal operation, and second to collect the flow data fairly
frequently so as to mininse the tinme needed to recover flow
nmenory after such an attack.

- UNAUTHORI ZED USE OF SYSTEM RESOURCES is countered through the use
of authentication and access control services.

- UNAUTHORI ZED DI SCLOSURE OF DATA is countered through the use of a
confidentiality (encryption) service.

- UNAUTHORI ZED ALTERATI ON, REPLACEMENT OR DESTRUCTI ON OF DATA is
countered through the use of an integrity service.

Brownl ee, et al. I nf or mati onal [ Page 37]



RFC 2722 Traffic Fl ow Measurenent: Architecture Cct ober 1999

A Traffic Measurenent system nust address all of these concerns.
Since a high degree of protection is required, the use of strong
crypt ographi ¢ met hodol ogi es is recormended. The security

requi rements for communicati on between pairs of traffic measurnenment
system el ements are sunmarized in the table below. It is assumed
that neters do not communicate with other meters, and that neter
readers do not comunicate directly with other neter readers (if
synchroni zation is required, it is handled by the nanager, see
Section 2.5). Each entry in the table indicates which kinds of
security services are required. Basically, the requirenents are as
fol | ows:

Security Service Requirenments for RTFM el enents

.................................................................. +
fromto | nmet er | meter reader | application | manager
--------- T T L Ty
nmet er | N A | authent | N A | authent
| | acc ctrl | | acc ctrl |
| | integrity | | |
| | confid ** | | |
--------- T e T J I,
nmet er | aut hent | N A | authent | authent
reader | acc ctrl | | acc ctrl | acc ctrl
| | | integrity | |
| | | confid ** | |
--------- T T .
appl | N A | authent | | |
| acc ctrl | ## | ##
--------- R e e e e SRR
nmanager | aut hent | authent | ## | authent
| acc ctrl | acc ctrl | | acc ctrl |
| integrity | integrity | | integrity |
.................................................................. +
N A = Not Applicable ** = gptional ## = outsi de RTFM scope

- When any two el enments intercomruni cate they should nutually
aut henticate thensel ves to one another. This is indicated by ’
authent’ in the table. Once authentication is conplete, an
el ement shoul d check that the requested type of access is
allowed; this is indicated on the table by "acc ctrl’.

- \Whenever there is a transfer of information its integrity should
be protected.
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- Whenever there is a transfer of usage data it should be possible
to ensure its confidentiality if it is deened sensitive to
di sclosure. This is indicated by 'confid in the table.

Security protocols are not specified in this docunent. The system
el enents’ managenent and col | ection protocols are responsible for
providing sufficient data integrity, confidentiality, authentication
and access control services.

8 | ANA Consi derations

The RTFM Architecture, as set out in this docunent, has two sets of
assi gned nunbers. Considerations for assigning themare discussed in
this section, using the exanple policies as set out in the
"Cuidelines for | ANA Considerations" docurment [|ANA-RFC .

8.1 PME Opcodes

The Pattern Matching Engine (PVE) is a virtual machine, executing
RTFM rules as its instructions. The PME opcodes appear in the
"action’ field of an RTFMrule. The current |list of opcodes, and
their values for the PME's 'goto’ and 'test’ flags, are set out in
section 4.4 above ("Rules and Rul esets).

The PME opcodes are pivotal to the RTFM architecture, since they nust
be inplenented in every RTFM nmeter. Any new opcodes mnust therefore
be all ocated through an | ETF Consensus action [| ANA-RFC].

Opcodes are sinply non-negative integers, but new opcodes shoul d be
al | ocated sequentially so as to keep the total opcode range as snal
as possi bl e.

8.2 RIFM Attributes

Attribute nunmbers in the range of 0-511 are globally unique and are
al | ocated according to an | ETF Consensus action [| ANA-RFC]. Appendi x
C of this docunent allocates a basic (i.e. useful mninmum set of
attribtes; they are assigned nunbers in the range 0 to 63. The RTFM
wor ki ng group i s working on an extended set of attributes, which wll
have nunbers in the range 64 to 127.

Vendor-specific attribute nunbers are in the range 512-1023, and wil |l
be allocated using the First Cone Flrst Served policy [|ANA-RFC].
Vendors requiring attribute nunbers should submit a request to | ANA
giving the attribute nanes: IANA will allocate themthe next
avai | abl e nunbers.
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Attribute nunbers 1024 and hi gher are Reserved for Private Use
[1ANA-RFC]. Inplementors wi shing to experinment with further new
attributes should use attribute numbers in this range.

Attribute nunbers are sinply non-negative integers. Wen witing
specifications for attributes, inplenmentors nust give sufficient
detail for the new attributes to be easily added to the RTFM Met er
MB [RTFMMB]. In particular, they nust indicate whether the new
attributes may be:

- tested in an | F statement
- saved by a SAVE statenent or set by a STORE st atenent
- read froman RTFM net er

(I'F, SAVE and STORE are statenments in the SRL Rul eset Language
[ RTFM SRL]) .
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9 APPENDI CES

9.1 Appendix A: Network Characterisation

Internet users have extraordinarily diverse requirements. Networks
differ in size, speed, throughput, and processing power, anpng ot her
factors. There is a range of traffic flow neasurenent capabilities
and requirenments. For traffic flow nmeasurenent purposes, the
Internet nmay be viewed as a conti nuum whi ch changes in character as
traffic passes through the follow ng representative |evels:

I nt ernati onal |
Backbones/ Nati onal = ---------------

Regi onal / M dLevel - --------- oo
/ \ \ / \

St ub/ Enterprise --- --- --- ---- ----
NN NN A A

End- Syst ens/ Host s XXX XXX XXX XXXX XXXX

Note that nmesh architectures can also be built out of these
conponents, and that these are merely descriptive terms. The nature
of a single network may enconpass any or all of the descriptions

bel ow, al though sone networks can be clearly identified as a single

t ype.

BACKBONE networks are typically bulk carriers that connect other
networks. Individual hosts (with the exception of network managenent
devi ces and backbone service hosts) typically are not directly
connected to backbones.

REG ONAL networks are closely related to backbones, and differ only
in size, the nunber of networks connected via each port, and

geogr aphi cal coverage. Regionals may have directly connected hosts,
acting as hybrid backbone/stub networks. A regional network is a
SUBSCRI BER t o t he backbone.

STUB/ ENTERPRI SE net wor ks connect hosts and | ocal area networks.
STUB/ ENTERPRI SE net wor ks are SUBSCRI BERS to regional and backbone
net wor ks.

END SYSTEMS, colloquially HOSTS, are SUBSCRIBERS to any of the above
net wor ks.

Providing a uniformidentification of the SUBSCRIBER in finer

granul arity than that of end-system (e.g. user/account), is beyond
the scope of the current architecture, although an optional attribute
inthe traffic fl ow neasurenent record nay carry systemspecific
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"user identification’ labels so that nmeters can inplenment proprietary
or non-standard schenes for the attribution of network traffic to
responsi bl e parti es.

9.2 Appendi x B: Recommended Traffic Fl ow Measurenent Capabilities

Initial recomended traffic flow neasurenent conventions are outlined
here according to the following Internet building blocks. It is

i mportant to understand what conplexity reporting introduces at each
network | evel. Wereas the hierarchy is described top-down in the
previ ous section, reporting requirenments are nore easily addressed
bot t om up.

End- Syst ens

St ub Net wor ks
Ent er pri se Networ ks
Regi onal Net wor ks
Backbone Networ ks

END- SYSTEMS are currently responsible for allocating network usage to
end-users, if this capability is desired. Fromthe Internet Protoco
perspective, end-systens are the finest granularity that can be
identified without protocol nodifications. Even if a neter violated
protocol boundaries and tracked hi gher-Ilevel protocols, not al
packets could be correctly allocated by user, and the definition of
user itself varies widely fromoperating systemto operating system
(e.g. how to trace network usage back to users from shared
processes).

STUB and ENTERPRI SE networks will usually collect traffic data either
by end-system network address or network address pair if detail ed
reporting is required in the local area network. If no |oca
reporting is required, they may record usage information in the exit
router to track external traffic only. (These are the only networks
which routinely use attributes to performreporting at granularities
finer than end-systemor internedi ate-system network address.)

REG ONAL networks are internmedi ate networks. |n sone cases,
subscribers will be enterprise networks, in which case the

i nternedi ate system network address is sufficient to identify the
regi onal’s i medi ate subscriber. 1In other cases, individual hosts or

a disjoint group of hosts may constitute a subscriber. Then end-
system network address pairs need to be tracked for those
subscribers. Wen the source nmay be an aggregate entity (such as a
network, or adjacent router representing traffic froma world of
hosts beyond) and the destination is a singular entity (or vice
versa), the nmeter is said to be operating as a HYBRI D system
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At the regional level, if the overhead is tolerable it may be
advant ageous to report usage both by internedi ate system network
address (e.g. adjacent router address) and by end-system network
address or end-system network address pair.

BACKBONE networ ks are the highest |evel networks operating at higher
link speeds and traffic |l evels. The high volune of traffic will in
nost cases preclude detailed traffic flow neasurenent. Backbone
networks will usually account for traffic by adjacent routers’

net wor k addr esses.

9.3 Appendix C List of Defined Flow Attributes

Thi s Appendi x provides a checklist of the attributes defined to date;
others will be added later as the Traffic Measurenent Architecture is
further devel oped.

Note that this table gives only a very brief sunmary. The Meter M B
[ RTFM M B] provides the definitive specification of attributes and
their allowed values. The MB variables which represent flow
attributes have 'flowData' prepended to their names to indicate that
they belong to the MB s flowData table.

0 Null
4 Sourcelnterface I nt eger Sour ce Address
5 Sour ceAdj acent Type I nt eger
6 SourceAdj acent Address String
7 Sour ceAdj acent Mask String
8 SourcePeer Type I nt eger
9 SourcePeer Addr ess String
10 Sour cePeer Mask String
11 SourceTransType I nt eger
12 SourceTransAddress String
13 SourceTransMask String
14 Destlnterface I nt eger Destinati on Address
15 Dest Adj acent Type I nt eger
16 Dest Adj acent Addr ess String
17 Dest Adj acent Mask String
18 Dest Peer Type I nt eger
19 Dest Peer Addr ess String
20 Dest Peer Mask String
21 DestTransType I nt eger
22 Dest TransAddress String
23 Dest TransMask String
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26 Rul eSet I nt eger Meter attribute

27 ToCctets I nt eger Sour ce-to-Dest counters
28 ToPDUs I nt eger

29 FronCctets I nt eger Dest -t o- Source counters
30 FronPDUs I nt eger

31 FirstTine Ti mest anp Activity tines

32 LastActiveTine Ti mest anp

33 SourceSubscriberl D String Session attributes

34 Dest Subscri berl D String

35 SessionlD String

36 Sourced ass I nt eger "Computed’ attributes
37 Destd ass I nt eger

38 Flowd ass I nt eger

39 SourcekKind I nt eger

40 DestKind I nt eger

41 Fl owKi nd I nt eger

50 Matchi ngSt oD I nt eger PME vari abl e

51 wv1 I nt eger Met er Vari abl es

52 v2 I nt eger

53 v3 I nt eger

54 v4 I nt eger

55 v5 I nt eger

65

. "Extended’ attributes (to be defined by the RTFM wor ki ng group)
127

9.4 Appendix D: List of Meter Control Variables
Met er vari abl es:

Fl ood Mark Per cent age

Inactivity Tinmeout (seconds) Integer

"per task’ variables:

Current Rule Set Number I nt eger
St andby Rul e Set Number I nt eger
H gh Water Mark Per cent age

" per reader’ vari abl es:
Reader Last Tine Ti mest anp
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9.5 Appendi x E: Changes Introduced Since RFC 2063

The first version of the Traffic Flow Measurenent Architecture was
publ i shed as RFC 2063 in January 1997. The nost significant changes
made since then are summari sed bel ow.

A Traffic Meter can now run multiple rule sets concurrently.
This makes a meter nuch nore useful, and required only m ninma
changes to the architecture

- "NoMatch’ replaces '"Fail’ as an action. This name was agreed to
at the Working Group 1996 neeting in Montreal; it better
i ndi cates that although a particular match has failed, it may be
tried again with the packet’'s addresses reversed.

- The 'MatchingStoD attribute has been added. This is a Packet
Mat chi ng Engi ne (PME) attribute indicating that addresses are

being matched in StoD (i.e. "wire’) order. It can be used to
performdifferent actions when the match is retried, thereby
sinplifying sone kinds of rule sets. It was discussed and agreed

to at the San Jose neeting in 1996.

- Conputed attributes (C ass and Kind) may now be tested within a
rule set. This lifts an unneccessary earlier restriction

- The list of attribute nunbers has been extended to define ranges
for "basic’ attributes (in this docunment) and ' extended
attributes (currently being devel oped by the RTFM Wor ki ng G oup).

- The "Security Considerations’ section has been conpletely
rewitten. It provides an evaluation of traffic neasurenent
security risks and their counterneasures.
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