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Abst r act

The RTFM Traffic Measurenent Architecture provides a general
framewor k for describing and neasuring network traffic flows. Flows
are defined in terms of their Address Attribute val ues and neasured
by a "Traffic Meter’'. This docunment discusses RTFM fl ows and the
attributes which they can have, so as to provide a |ogical franework
for extending the architecture by adding new attributes.

Ext ensi ons descri bed include Address Attributes such as DSCodePoi nt,
Sour ceASN and Dest ASN, and Group Attributes such as short-termbit
rates and turnaround tines. Quality of Service paraneters for
Integrated Services are al so di scussed.
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1 Introduction

The Real -Ti ne Fl ow Measurenment (RTFM Worki ng Group (W5 has

devel oped a system for neasuring and reporting information about
traffic flows in the Internet. This docunment explores the definition
of extensions to the flow neasurenents as currently defined in

[ RTFM ARC]. The new attributes described in this docunment will be
useful for nonitoring network perfornmance and will expand the scope
of RTFM beyond sinple measurenent of traffic volumes. A conpanion
docunent to this nemo will be witten to define MB structures for
the new attributes.

This meno was started in 1996 to advance the work of the RTFM group
The goal of this work is to produce a sinple set of abstractions,
whi ch can be easily inplenmented and at the sane tine enhance the
val ue of RTFM Meters. This docunment al so defines a nethod for
organi zing the flow abstractions to augment the existing RTFM fl ow
tabl e.

| npl enent ati ons of the RTFM Meter have been done by Nevil Brownlee in
the University of Auckland, Nz, and Stephen Stibler and Sig Handel man
at IBMin Hawt horne, NY, USA. The RTFM WG has al so defined the role
of the Meter Reader whose role is to retrieve flow data fromthe

Met er .

Note on flows and positioning of meters:

A flowas it traverses the Internet may have sone of its
characteristics altered as it travels through Routers, Switches,
and other network units. It is inportant to note the spatia

| ocation of the Meter when referring to attributes of a flow An
exanpl e, a server may send a sequence of packets with a definite
order, and inter packet timing with a |eaky bucket algorithm A
nmet er readi ng downstream of the | eaky bucket would record a set
with mnimal inter packet timng due to the | eaky bucket. At the
client’s location, the packets may arrive out of sequence, with
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the timngs altered. A neter at the client’s |ocation would
record different attributes for the same fl ow

1.1 RTFM s Definition of Flows

The RTFM Meter architecture views a flow as a set of packets between
two endpoints (as defined by their source and destination attribute
val ues and start and end tinmes), and as BI-DIRECTIONAL (i.e. the
neter effectively nonitors two sub-flows, one in each direction).

Reasons why RTFM flows are bi-directional

- The W is interested in understanding the behavior of sessions
bet ween endpoi nt s.

- The endpoint attribute values (the "Address" and "Type" ones)
are the same for both directions; storing themin bi-
directional flows reduces the neter’s nenory denmands.

- 'One-way’ (uni-directional) flows are a degenerate case.
Exi sting RTFM neters can handl e this by using one of the
conputed attributes (e.g. FlowKind) to indicate direction

1.2 RTFMs Current Definition of Flows and their Attributes

Fl ows, as described in the "Architecture" docunent [ RTFM ARC] have
the follow ng properties:

a. They occur between two endpoints, specified as sets of attribute
values in the meter’'s current rule set. A flowis conpletely
identified by its set of endpoint attribute val ues.

b. Each flow nmay al so have values for "conputed" attributes (d ass
and Kind). These are directly derived fromthe endpoint attribute
val ues.

c. Anewflowis created when a packet is to be counted that does not
match the attributes of an existing flow The nmeter records the
time when this new flow is created.

d. Attribute values in (a), (b) and (c) are set when the neter sees
the first packet for the flow, and are never changed.

e. Each flow has a "LastTinme" attribute, which indicates the tinme the
nmeter |ast saw a packet for the flow.
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f. Each fl ow has two packet and two byte counters, one for each fl ow
direction (Forward and Backward). These are updated as packets
for the fl ow are observed by the neter.

g. ALL the attributes have (nore or less) the sane neaning for a
variety of protocols; |IPX, AppleTalk, DECnet and CLNS as well as

TCP/ I P
Current flow attributes - as described above - fit very well into the
SNVP data nodel. They are either static, or are continuously updated
counters. They are NEVER reset. 1In this docunent they will be

referred to as "old-style" attributes.

It is easy to add further "old-style" attributes, since they don't
require any new features in the architecture. For exanple:

- Count of the nunmber of "lost" packets (determ ned by watching
sequence nunber fields for packets in each direction; only
avai | abl e for protocols which have such sequence nunbers).

- In the future, RTFM coul d coordinate directly with the Fl ow
Label fromthe I Pv6 header

1.3 RTFM Flows, Integrated Services, |PPM and Research in Fl ows

The concept of flows has been studied in various different contexts.
For the purpose of extending RTFM a starting point is the work of
the Integrated Services Wa W will nmeasure quantities that are often
set by Integrated Services configuration programs. W will |ook at
the work of the Benchmarking/|P Performance Metrics Wirking G oup

and also look at the work of Caffy, Braun and Polyzos [C-B-P]. W
wi Il denonstrate how RTFM can conpute throughput, packet |oss, and
del ays from fl ows.

An exanpl e of the use of capacity and performance information is
found in "The Use of RSVP with | ETF Integrated Services" [I]S-RSVP].
RSVP's use of |Integrated Services revol ves around Token Bucket Rate,
Token Bucket Size, Peak Data Rate, M nimum Policed Unit, Maximum
Packet Size, and the Slack term These are set by TSpec, ADspec and
FLowspec (Integrated Services Keywords), and are used in
configuration and operation of Integrated Services. RTFM could
nonitor explicitly Peak Data Rate, M ninmum Policed Unit, Maxinmum
Packet Size, and the Slack term RTFMcould infer details of the
Token Bucket. The WG will devel op neasures to work with these
service nmetrics. An initial inplenentation of I11S Mnitoring has
been developd at CEFRIEL in Italy [I1S ACCT].
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RTFMwi || work with several traffic neasurenents identified by | PPM

[IPPMFRM . There are three broad areas in which RTFMis useful for
| PPM

- An RTFM Meter could act as a passive device, gathering traffic
and performance statistics at appropriate places in networks
(server or client |ocations).

- RTFM coul d give detail ed anal yses of IPPMtest flows that pass
through the Network segment that RTFMis nonitoring.

- RTFM could be used to identify the nbst-used paths in a network
nesh, so that detailed | PPM work could be applied to these nost
used pat hs.

2 Flow Abstractions

Performance attributes include throughput, packet |oss, del ays,
jitter, and congestion neasures. RIFMwi |l cal cul ate these
attributes in the formof extensions to the RTFM flow attri butes
according to three general classes:

- ’'Trace’, attributes of individual packets in a flow or a

segnent of a flow (e.g. |ast packet size, |ast packet arriva
time).

- 'Aggregate’, attributes derived fromthe flow taken as a whole
(e.g. mean rate, nmax packet size, packet size distribution).

- '"Goup’, attributes that depend on groups of packet val ues

within the flow (e.g. inter-arrival tinmes, short-termtraffic
rates).

Note that attributes within each of these classes may have vari ous
types of values - nunbers, distributions, tinme series, and so on

2.1 Meter Readers and Meters
A note on the relation between Mter Readers and Meters.

Several of the neasurenents enunerated bel ow can be inplenented by a
Meter Reader that is tied to a neter with very short response tine
and very high bandwidth. |f the Meter Reader and Meter can be
arranged in such a way, RTFM could coll ect Packet Traces with tine

stanps and provide themdirectly to the Meter Reader for further
processi ng.
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A nore useful alternative is to have the Meter cal cul ate sone fl ow
statistics locally. This allow a | ooser coupling between the Meter

and Meter Reader. RTFMw Il nonitor an 'extended attribute’
dependi ng upon settings inits Rule table. RIFMw ||l not create any
"extended attribute" data without explicit instructions in the Rule
t abl e.

2.2 Attribute Types

Section 2 described three different classes of attributes; this
section considers the "data types"” of these attributes.

Packet Traces (as described below) are a special case in that they
are tables with each row containing a sequence of val ues, each of
varying type. They are essentially ’conmpound objects’ i.e. lists of
attribute values for a string of packets.

Aggregate attributes are like the 'old-style’ attributes. Their
types are:

- Addresses, represented as byte strings (1 to 20 bytes |ong)
- Counters, represented as 64-bit unsigned integers
- Times, represented as 32-bit unsigned integers

Addresses are saved when the first packet of a flow is observed.
They do not change with time, and they are used as a key to find the
flows entry in the nmeter’s flow table.

Counters are increnmented for each packet, and are never reset. An
anal ysis application can conpute differences between readi ngs of the
counters, so as to determine rates for these attributes. For
exanple, if we read flow data at five-mnute intervals, we can
calcul ate five-m nute packet and byte rates for the flow s two
directions.

Tinmes are derived fromthe FirstTime for a flow, which is set when
its first packet is observed. LastTinme is updated as each packet in
the flow is observed.

Al the above types have the commobn feature that they are expressed

as single values. At |east sone of the new attributes will require
multiple values. |If, for exanple, we are interested in inter-packet
time intervals, we can conmpute an interval for every packet after the
first. If we are interested in packet sizes, a new value is obtained

as each packet arrives. Wen it cones to storing this data we have
two options:
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- As a distribution, i.e. in an array of 'buckets'. This nethod
is a conpact representation of the data, with the val ues being
stored as counters between a m ni mum and maxi mrum with defined
steps in each bucket. This fits the RTFM goal of conpact data
st or age.

- As a sequence of single values. This saves all the
i nformation, but does not fit well with the RTFM goal of doing
as much data reduction as possible within the neter.

St udi es which would be Iimted by the use of distributions m ght well
use packet traces instead.

A method for specifying the distribution paranmeters, and for encoding
the distribution so that it can be easily read, is described in
section 3.2.

2.3 Packet Traces

The sinplest way of collecting a trace in the neter woul d be to have
a new attribute called, say, "PacketTrace". This could be a table,
with a columm for each property of interest. For exanple, one could
trace:

-  Packet Arrival tine (TinmeTicks fromsysUpTi ne, or m croseconds
fromFirstTime for the flow).

- Packet Direction (Forward or Backward)
- Packet Sequence nunber (for protocols w th sequence nunbers)
- Packet Flags (for TCP at |east)

Note: The follow ng inplenentation proposal is for the user who is
famliar with the witing of rule sets for the RTFM Meter.

To add a row to the table, we only need a rule which PushPkts the
Packet Trace attribute. To use this, one would wite a rule set
whi ch selected out a small nunber of flows of interest, with a

" PushPkt Packet Trace’ rule for each of them A MaxTraceRows
default val ue of 2000 woul d be enough to allow a Meter Reader to
read one-second ping traces every 10 m nutes or so. Moire
realistically, a MaxTraceRows of 500 woul d be enough for one-

m nut e pings, read once each hour.

Packet traces are already inplenented by the RMON M B [ RMON-M B

RMON2- M B], in the Packet Capture Group. They are therefore a | ow
priority for RTFM
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2.4 Aggregate Attributes

RTFM s "ol d-style" flow attributes count the bytes and packets for
packets which match the rule set for an individual flow In addition
to these totals, for exanple, RTFM coul d cal cul ate Packet Size
statistics. This data can be stored as distributions, though it may
sonetines be sufficient to sinply keep a nmaxi num val ue.

As an exanpl e, consider Packet Size. RTFM s packet flows can be
exam ned to determ ne the maxi num packet size found in a flow This
will give the Network Qperator an indication of the MU being used in
aflow It will also give an indication of the sensitivity to |oss
of a flow, for losing |arge packets causes nore data to be
retransmtted.

Note that aggregate attributes are a sinple extension of the ’old-
style’ attributes; their values are never reset. For exanple, an
array of counters could hold a ’'packet size' distribution. The
counters continue to increase, a nmeter reader will collect their

val ues at regular intervals, and an analysis application will conpute
and display distributions of the packet size for each collection

i nterval .

2.5 Goup Attributes

The notion of group attributes is to keep sinple statistics for
nmeasures that involve nore than one packet. This section describes
some group attributes which it is feasible to inplenent in a traffic
meter, and which seeminteresting and useful.

Short-termbit rate - The data could al so be recorded as the maxi mum
and m nimum data rate of the flow, found over specific tinme periods
during the lifetime of a flow, this is a special kind of
"distribution’. Bit rate could be used to define the throughput of a
flow, and if the RTFMflow is defined to be the sumof all traffic in
a network, one can find the throughput of the network.

If we are interested in '10-second’ forward data rates, the neter
m ght conpute this for each flow of interest as follows:

- maintain an array of counters to hold the flow s 10-second data
rate distribution.

- every 10 seconds, conpute and save 10-second octet count, and
save a copy of the flow s forward octet counter.
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To achieve this, the meter will have to keep a list of aggregate
flows and the intervals at which they require processing. Carefu
progranmm ng i s needed to achieve this, but provided the nmeter is not
asked to do it for very large nunmbers of flows, it has been
successful ly inpl emented.

Inter-arrival times. The Meter knows the time that it encounters
each individual packet. Statistics can be kept to record the inter-
arrival tinmes of the packets, which would give an indication of the
jitter found in the Flow

Turn-around statistics. Sine the Meter knows the tinme that it
encounters each individual packet, it can produce statistics of the
time intervals between packets in opposite directions are observed on
the network. For protocols such as SNVWP (where every packet elicits
an answering packet) this gives a good indication of turn-around
times.

Subfl ow anal ysis. Since the choice of flow endpoints is controlled
by the nmeter’s rule set, it is easy to define an aggregate flow, e.g.
"all the TCP streans between hosts A and B." Prelimnary

i mpl enent ati on work suggests that - at least for this case - it
shoul d be possible for the neter to maintain a table of information
about all the active streans. This could be used to produce at | east
the following attributes:

- Number of streams, e.g. streans active for n-second intervals.
Determ ned for TCP and UDP using source-dest port nunber pairs.

- Nunber of TCP bytes, determ ned by taking difference of TCP
sequence nunbers for each direction of the aggreagate flow.

1S attributes. Wrk at CEFRIEL [I1S-ACCT] has produced a traffic
meter with a rule set nodified "on the fly’ so as to maintain a |ist
of RSVP-reserved flows. For such flows the follow ng attributes have
been i npl enented (these quantities are defined in [ GUAR- QOS] ):
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- (QoSServi ce: Service class for the flow
(guarant eed, controlled | oad)
- QSSstyl e: Reservation setup style

(wildcard filter, fixed filter,
shared explicit)

- (OSRat e: [byte/s] rate for flows with
guar ant eed service
- QoSSl ackTerm [ mi croseconds] Slack Term QoS paranet er

for flows with guaranteed service

- QoSTokenBucket Rate: [byte/s] Token Bucket Rate QoS paraneter
for flows with guaranteed or
controlled | oad service

The foll owi ng are al so being consi dered:
- QoSTokenBucket Si ze: [byte] Size of Token Bucket
- QoSPeakDat aRat e: [byte/s] Maxinumrate for incomng data

- QSM nPol i cedUnit: [byte] IP datagranms less than this are
counted as being this size
- QoSMaxDat agranti ze: [byte] Size of biggest datagram which
conforms to the traffic specification
2.6 Actions on Exceptions

Sonme users of RTFM have requested the ability to mark flows as having
H gh Watermarks. The existence of abnornal service conditions, such
as non-ending flow, a flow that exceeds a given limt in traffic
(e.g. a flowthat is exhausting the capacity of the Iine that carries
it) would cause an ALERT to be sent to the Meter Reader for
forwarding to the Manager. Operations Support coul d define service
situations in nmany different environnments. This is an area for
further discussion on Alert and Trap handli ng.

3 Extensions to the 'Basic’ RTFM Meter
The Working Group has agreed that the basic RTFM Meter will not be
altered by the addition of the new attributes of this docunent. This
section describes the extensions needed to inplenent the new
attributes.

3.1 Flow table extensions
The architecture of RTFM has defined the structure of flows, and this

meno does not change that structure. The flow table could have
ancillary tables called "Distribution Tables" and "Trace Tabl es, "
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these woul d contain rows of values and or actions as defined above.
Each entry in these tables would be narked with the nunber of its
corresponding flow in the RTFM fl ow t abl e.

Note: The follow ng section is for the user who is famliar with the
witing of rule sets for the RTFM Met er

In order to identify the data in a Packet Flow Table, the
attribute nane could be pushed into a string at the head of each
row. For exanple, if a table entry has "To Bit Rate" for a
particular flow, the "ToBitRate" string would be found at the head
of the row (An alternative nethod would be to code an
identification value for each extended attribute and push that
value into the head of the row ) See section 4. for aninita

set of ten extended flow attributes.

3.2 Specifying Distributions in RuleSets

At first sight it would seem neccessary to add extra features to the
RTFM Meter architecture to support distributions. This, however, is
not neccessarily the case.

VWhat is actually needed is a way to specify, in a ruleset, the

di stribution paraneters. These include the nunber of counters, the
| ower and upper bounds of the distribution, whether it is linear or
logarithm c, and any other details (e.g. the tine interval for
short-termrate attributes).

Any attribute which is distribution-valued needs to be allocated a
Rul eAttri but eNunber value. These will be chosen so as to extend the
list already in the RTFM Meter M B docunent [ RTFM M B].

Since distribution attributes are nmulti-valued it does not nake sense
to test them This nmeans that a PushPkt (or PushPkttoAct) action
must be executed to add a new value to the distribution. The old-
style attributes use the "mask’ field to specify which bits of the
val ue are required, but again, this is not the case for

di stributions. Lastly, the MatchedValue ('value’') field of a PushPkt
rule is never used. Overall, therefore, the 'mask’ and ’val ue

fields in the PushPkt rule are available to specify distribution

par anet er s.

Both these fields are at |least six bytes long, the size of a MAC
address. All we have to do is specify how these bytes shoul d be
used! As a starting point, the following is proposed (bytes are
nunbered left-to-right.
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Mask bytes:
1 Transform 1 =1Ilinear, 2 = logarithnic
2 Scal e Factor Power of 10 multiplier for Linmts
and Counts
3-4 Lower Limt Hi ghest value for first bucket
5-6 Upper Limt Hi ghest value for |ast bucket
Val ue bytes:
1 Bucket s Nunmber of buckets. Does not include
the "overfl ow bucket
2 Par aneter-1 } Paraneter use depends
3-4 Par anet er - 2 } on distribution-val ued
5-6 Par anet er- 3 } attribute

For exanple, experiments with NeTraMet have used the follow ng rules:

Fr onPacket Si ze & 1.0.25!1500 60. 0! O: PushPkt t oAct, Next;

TolnterArrival Tine & 2.3.1!1800 60. 0. 0! 0: PushPkttoAct, Next;

FronBi t Rat e & 2.3.1110000 60.5. 0! 0: PushPkttoAct, Next;

In these mask and value fields a dot indicates that the preceding
nunber is a one-byte integer, the exclanmation marks indicate that the
precedi ng nunber is a two-byte integer, and the |last nunber is two
bytes wi de since this was the width of the preceding field. (Note
that this convention follows that for | P addresses - 130.216 neans
130. 216.0.0).

The first rule specifies that a distribution of packet sizes is to be

built. It uses an array of 60 buckets, storing values from1l to 1500
bytes (i.e. linear steps of 25 bytes each bucket). Any packets with
size greater than 1500 will be counted in the ’'overflow bucket,

hence there are 61 counters for the distribution

The second rule specifies an interarrival-tine distribution, using a
|l ogarithm c scale for an array of 60 counters (and an overfl ow
bucket) for rates froml ms to 1.8 s. Arrival tines are neasured in
nm croseconds, hence the scale factor of 3 indicates that the linits
are given in mlliseconds.

The third rule specifies a bit-rate distribution, with the rate being
cal cul ated every 5 seconds (paranmeter 1). A logarithmc array of 60
counters (and an overfl ow bucket) are used for rates from1 kbps to
10 Mops. The scale factor of 3 indicates that the linmits are given
in thousands of bits per second (rates are measured in bps).
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These distribution paraneters will need to be stored in the neter so
that they are available for building the distribution. They wll
also need to be read fromthe nmeter and saved together with the other
fl ow dat a.

3.3 Reading Distributions

Since RTFM flows are bi-directional, each distribution-val ued
quantity (e.g. packet size, bit rate, etc.) wll actually need two

sets of counters, one for packets travelling in each direction. It
is tenpting to regard these as conponents of a single *distribution’
but in many cases only one of the two directions will be of interest;

it seens better to keep themin separate distributions. This is
simlar to the old-style counter-valued attributes such as toCctets
and frontxtets.

A distribution should be read by a meter reader as a single,
structured object. The components of a distribution object are:

- "mask’ and 'value’' fields fromthe rule which created the
di stribution

- sequence of counters (' buckets’ + overflow)

These can be easily collected into a BER encoded octet string, and
woul d be read and referred to as a 'distribution’

4 Extensions to the Rules Table, Attribute Numbers

The Rul es Table of "old-style" attributes will be extended for the
new flow types. A list of actions, and keywords, such as
"ToBit Rate", "ToPacketSize", etc. wll be devel oped and used to

informan RTFM neter to collect a set of extended values for a
particular flow (or set of flows).

Note: An inplenentation suggestion.
Val ue 65 is used for 'Distributions’, which has one bit set for
each distribution-valued attribute present for the flow, using bit
O for attribute 66, bit 1 for attribute 67, etc.

Here are ten possible distribution-valued attributes nunbered
according to RTFM WG consensus at the 1997 neeting in Minich

ToPacket Si ze( 66) size of PDUs in bytes (i.e. nunber
Fr omPacket Si ze(67) of bytes actually transmitted)
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Tolnterarrival Ti me(68) m cr oseconds between successi ve packets
From nterarrival Ti ne(69) travelling in the sanme direction

ToTur nar oundTi ne( 70) m cr oseconds between successive packets
Fr omlur nar oundTi me( 71) travelling in opposite directions
ToBi t Rat e(72) short-termflowrate in bits per second
FronBi t Rat e( 73) Parameter 1 = rate interval in seconds
ToPDURat e( 74) short-termflow rate in PDUs per second
Fr onPDURat e( 75) Paranmeter 1 = rate interval in seconds
(76 .. 97) ot her distributions

It seens reasonable to allocate a further group of nunbers for the
1S attributes described above:

QoSSer vi ce(98)

QoSstyl e(99)

QoSRat e(100)

QoSS ackTer m(101)
QoSTokenBucket Rat e(102)
QoSTokenBucket Si ze(103)
QoSPeakDat aRat e(104)
QSM nPol i cedUni t (105)
QSMaxPol i cedUni t (106)

The followi ng attributes have al so been inplenented in NetFl owet, a
version of the RTFMtraffic neter:

Meterl D(112) Integer identifying the router producing
Net Fl ow data (needed when Net Fl omvet takes
data from several routers)
Sour ceASN( 113) Aut ononpbus System Nunber for flow s source
Sour cePrefix(114) CIDR width used by router for determ ning
flow s source network
Dest ASN( 115) Aut ononous System Nunber for flow s destination
Dest Prefi x(116) CIDR wi dth used by router for determ ning
flow s destination network

Sone of the above, e.g. SourceASN and Dest ASN, m ght sensibly be

al l ocated attribute nunbers bel ow 64, naking them part of the ’base’
RTFM meter attri butes.
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To support use of the RTFM neter as an 'Edge Device’ for inplenenting
Differentiated Services, and/or for netering traffic carried via such
services, one nore attribute will be useful:

DSCodePoi nt (118) DS Code Point (6 bits) for packets in this flow

Since the DS Code Point is a single field within a packet’s IP
header, it is not possible to have both Source- and Dest - CodePoi nt
attributes. Possible uses of DSCodePoi nt include aggregating flows
usi ng the same Code Points, and separating fl ows having the sane
end- poi nt addresses but using different Code Points.

5 Security Considerations

The attributes considered in this docunent represent properties of
traffic fl ows; they do not present any security issues in thenselves.
The attri butes may, however, be used in neasuring the behaviour of
traffic flows, and the collected traffic flow data coul d be of

consi derabl e val ue. Suitable precautions should be taken to keep
such data safe.
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8. Full Copyright Statenent
Copyright (C The Internet Society (1999). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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