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Abst ract

Thi s docunent provides general guidelines ainmed at assisting the

aut hors of RTP Payl oad Format specifications in deciding on good
formats. These guidelines attenpt to capture sonme of the experience
gained with RTP as it evolved during its devel oprent.

1. I nt roducti on

Thi s docunent provides general guidelines ainmed at assisting the

aut hors of RTP [9] Payl oad Fornmat specifications in deciding on good
formats. These guidelines attenpt to capture sone of the experience
gained with RTP as it evolved during its devel oprent.

The principles outlined in this docunent are applicable to al nost al
data types, but are framed in exanples of audio and vi deo codecs for
clarity.

2. Background

RTP was desi gned around the concept of Application Level Fram ng
(ALF), first described by Cark and Tennenhouse [2]. The key argunent
underlying ALF is that there are many different ways an application
m ght be able to cope with misordered or |ost packets. These range
fromignoring the loss, to re-sending the mssing data (either froma
buf fer or by regenerating it), and to sendi ng new data which
supersedes the missing data. The application only has this choice if
the transport protocol is dealing with data in "Application Data
Units" (ADUs). An ADU contains data that can be processed out-of -
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order with respect to other ADUs. Thus the ADU is the mininmumunit
of error recovery.

The key property of a transport protocol for ADUs is that each ADU
contains sufficient information to be processed by the receiver

i mediately. An exanple is a video stream wherein the conpressed

vi deo data in an ADU nust be capabl e of being deconpressed regardl ess
of whet her previous ADUs have been received. Additionally the ADU
nmust contain "header" information detailing its position in the video
i mge and the frame fromwhich it cane.

Al t hough an ADU need not be a packet, there are many applications for
whi ch a packet is a natural ADU. Such ALF applications have the
great advantage that all packets that are received can be processed
by the application i mediately.

RTP was desi gned around an ALF phil osophy. 1In the context of a
stream of RTP data, an RTP packet header provides sufficient
information to be able to identify and decode the packet irrespective
of whether it was received in order, or whether preceding packets
have been | ost. However, these arguments only hold good if the RTP
payl oad formats are al so designed using an ALF phil osophy.

Note that this also inplies smart, network aware, end-points. An
application using RTP should be aware of the linmtations of the
underlyi ng network, and should adapt its transmi ssion to match those
[imtations. Qur experience is that a smart end-point inplenentation
can achieve significantly better performance on real |P-based
networ ks than a naive inplenmentation

3. Channel Characteristics

We identify the followi ng channel characteristics that influence the
best-effort transport of RTP over UDP/IP in the Internet:

o Packets may be | ost
o Packets may be duplicated
o Packets may be reordered in transit

o Packets will be fragnented if they exceed the MIU of the
under | yi ng net wor k

The | oss characteristics of a link nay vary wi dely over short tine
i nterval s.
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Al t hough fragnentation is not a disastrous phenonenon if it is a rare
occurrence, relying on IP fragnentation is a bad design strategy as
it significantly increases the effective loss rate of a network and
decreases goodput. This is because if one fragment is |ost, the
remai ni ng fragments (which have used up bottl eneck bandwi dth) will
then need to be discarded by the receiver. It also puts additiona

| oad on the routers performng fragnentati on and on the end-systens
re-assenbling the fragnments.

In addition, it is noted that the transit tine between two hosts on
the Internet will not be constant. This is due to tw effects -
jitter caused by bei ng queued behind cross-traffic, and routing
changes. The forner is possible to characterise and conpensate for
by using a playout buffer, but the latter is inpossible to predict
and difficult to accormpdate gracefully.

4. Cuidelines

We identify the followi ng requirenents of RTP payl oad format
speci fications:

+ A payload format should be devised so that the stream being
transported is still useful even in the presence of a noderate
amount of packet | oss.

+ ldeally all the contents of every packet should be possible to be
decoded and pl ayed out irrespective of whether precedi ng packets
have been lost or arrive |ate.

The first of these requirenents is based on the nature of the
Internet. Although it may be possible to engineer parts of the
Internet to produce low |l oss rates through careful provisioning or
the use of non-best-effort services, as a rule payload formats shoul d
not be designed for these special purpose environnents. Payl oad
formats shoul d be designed to be used in the public Internet with
best effort service, and thus shoul d expect to see noderate |oss
rates. For exanple, a 5%loss rate is not unconmon. W note that
TCP steady state nodels [3][4][6] indicate that a 5%l o0ss rate with a
1KByt e packet size and 200nms round-trip time will result in TCP

achi eving a throughput of around 180Kbit/s. Higher |oss rates,
smal | er packet sizes, or a larger RTT are required to constrain TCP
to lower data rates. For the nost part, it is such TCP traffic that

i s producing the background | oss that many RTP fl ows nust co-exi st
with. Wthout explicit congestion notification (ECN) [8], |oss nust
be considered an intrinsic property of best-effort parts of the

I nternet.
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When payl oad fornmats do not assune packet loss will occur, they
should state this explicitly up front, and they will be considered
speci al purpose payl oad formats, unsuitable for use on the public
Internet wthout special support fromthe network infrastructure.

The second of these requirenents is nore explicit about how RTP
shoul d cope with loss. [|f an RTP payload format is properly

desi gned, every packet that is actually received should be useful.
Typically this inplies the follow ng guidelines are adhered to:

+ Packet boundaries should coincide with codec frame boundari es.
Thus a packet should normally consist of one or nore conplete
codec frames.

+ A codec’s mininumunit of data should never be packetised so that
it crosses a packet boundary unless it is larger than the Mru

+ |If a codec’s frame size is larger than the MIU, the payl oad format
nmust not rely on IP fragmentation. Instead it nust define its own
fragmentati on mechanism Such nmechani sms may invol ve codec-
specific information that allows decoding of fragnents.

Al ternatively they nmight all ow codec-independent packet-I|eve
forward error correction [5] to be applied that cannot be used
with I P-level fragmentation

In the abstract, a codec frame (i.e., the ADU or the mnimum size
unit that has semantic neani ng when handed to the codec) can be of
arbitrary size. For PCMaudio, it is one byte. For GSM audi o, a
franme corresponds to 20ms of audio. For H 261 video, it is a Goup
of Blocks (GOB), or one twelfth of a CIF video frane.

For PCM it does not matter how audio is packetised, as the ADU size
is one byte. For GSM audi o, arbitrary packetisation would split a
20nms frame over two packets, which would nean that if one packet were
| ost, partial frames in packets before and after the | oss are
nmeani ngl ess. This neans that not only were the bits in the nissing
packet lost, but also that additional bits in neighboring packets
that used bottl eneck bandwi dth were effectively also | ost because the
receiver must throw them away. Instead, we woul d packeti se GSM by

i ncludi ng several conplete GSM franes in a packet; typically four GSM
frames are included in current inplenmentations. Thus every packet
recei ved can be decoded because even in the presence of |o0ss, no

i nconmpl ete franmes are received

The H. 261 specification allows GOBs to be up to 3KBytes | ong,

al t hough nost of the tine they are smaller than this. It mght be
thought that we should insert a group of blocks into a packet when it
fits, and arbitrarily split the GOB over two or nore packets when a
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GBis large. 1In the first version of the H 261 payload format, this
is what was done. However, this still means that there are

ci rcunst ances where H. 261 packets arrive at the receiver and nust be
di scarded because ot her packets were lost - a loss nultiplier effect
that we wish to avoid. In fact there are smaller units than GOBs in
the H 261 bit-stream call ed macrobl ocks, but they are not
identifiable without parsing fromthe start of the GOB. However, if
we provide a little additional information at the start of each
packet, we can reinstate information that would norrmally be found by
parsing fromthe start of the GOB, and we can packetise H. 261 by
splitting the data stream on macrobl ock boundaries. This is a |less
obvi ous packetisation for H 261 than the GOB packetisation, but it
does nean that a slightly smarter depacketiser at the receiver can
reconstruct a valid H 261 bitstreamfroma stream of RTP packets that
has experienced [ oss, and not have to discard any of the data that
arrived.

An addi tional guideline concerns codecs that require the decoder
state machine to keep step with the encoder state machi ne. Many
audi o codecs such as LPC or GSM are of this form Typically they are
loss tolerant, in that after a loss, the predictor coefficients
decay, so that after a certain amount of tinme, the predictor error

i nduced by the loss will disappear. Most codecs designed for

tel ephony services are of this form because they were designed to
cope with bit errors wthout the decoder predictor state permanently
remai ni ng incorrect. Just packetising these formats so that packets
consi st of integer multiples of codec franes may not be optimal, as
al t hough the packet received inmrediately after a packet |oss can be

decoded, the start of the audio stream produced will be incorrect
(and hence distort the signal) because the decoder predictor is now
out of step with the encoder. In principle, all of the decoder’s

internal state could be added using a header attached to the start of
every packet, but for lower bit-rate encodings, this state is so
substantial that the bit rate is no longer |Iow However, a
conprom se can usually be found, where a greatly reduced form of
decoder state is sent in every packet, which does not recreate the
encoders predictor precisely, but does reduce the nmagnitude and
duration of the distortion produced when the previous packet is |ost.
Such conpressed state is, by definition, very dependent on the codec
in question. Thus we reconmend:

+ Payload formats for encodi ngs where the decoder contains interna
data-driven state that attenpts to track encoder state should
normal Iy consider including a snall additional header that conveys
the nost critical elenents of this state to reduce distortion
after packet | oss.
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A simlar issue arises with codec paraneters, and whether or not they
shoul d be included in the payload format. An exanple is with a codec
that has a choice of huffrman tables for conpression. The codec may
use either huffman table 1 or table 2 for encoding and the receiver
needs to know this information for correct decoding. There are a
nunber of ways in which this kind of infornmation can be conveyed:

o Qut of band signalling, prior to nedia transm ssion

o Qut of band signalling, but the parameter can be changed m d-
session. This requires synchronization of the change in the nedia
stream

o The change is signaled through a change in the RTP payl oad type
field. This requires mapping the paraneter space into particul ar
payl oad type val ues and signalling this mapping out-of-band prior
to nedia transmni ssion.

o Including the paraneter in the payload format. This allows for
adapting the paraneter in a robust manner, but makes the payl oad
format less efficient.

VWi ch nmechani smto use depends on the utility of changing the
paranmeter in md-session to support application |ayer adaptation
However, using out-of-band signalling to change a paraneter in md-
session is generally to be discouraged due to the probl em of
synchroni zi ng the paraneter change with the nedia stream

4.1. RTP Header Extensions

Many RTP payl oad formats require sone additional header information
to be carried in addition to that included in the fixed RTP packet
header. The recomended way of conveying this information is in the
payl oad section of the packet. The RTP header extension should not be
used to convey payload specific information ([9], section 5.3) since
this is inefficient inits use of bandwi dth; requires the definition
of a new RTP profile or profile extension; and nmakes it difficult to
enpl oy FEC schenes such as, for exanple, [7]. Use of an RTP header
extension is only appropriate for cases where the extension in
guestion applies across a wi de range of payl oad types.

4.2. Header Conpression

Desi gners of payl oad formats should al so be aware of the needs of RTP
header conpression [1]. In particular, the conpression al gorithm
functions best when the RTP timestanp increments by a constant val ue
bet ween consecutive packets. Payl oad formats which rely on sending
packets out of order, such that the timestanp increnment is not
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constant, are likely to conpress |ess well than those which send
packets in order. This has nost often been an i ssue when desi gning
payl oad formats for FEC i nformation, although sonme video codecs al so
rely on out-of-order transm ssion of packets at the expense of
reduced conpression. Although in some cases such out-of-order

transm ssion may be the best solution, payload fornat designers are
encourage to | ook for alternative solutions where possible.

5. Summary

Desi gni ng packet formats for RTP is not a trivial task. Typically a
det ai | ed knowl edge of the codec involved is required to be able to
design a format that is resilient to | oss, does not introduce |oss
magni fi cation effects due to inappropriate packetisation, and does
not introduce unnecessary distortion after a packet loss. W believe
that considerable effort should be put into designing packet formats
that are well tailored to the codec in question. Typically this
requires a very small anpbunt of processing at the sender and
receiver, but the result can be greatly inproved quality when
operating in typical Internet environnments.

Desi gners of new codecs for use with RTP shoul d consider naking the
out put of the codec "naturally packetizable”. This inplies that the
codec shoul d be designed to produce a packet stream rather than a
bit-stream and that that packet stream contains the mninal anount
of redundancy necessary to ensure that each packet is independently
decodable with m nimal |oss of decoder predictor tracking. It is
recogni sed that sacrificing some small anmount of bandwi dth to ensure
greater robustness to packet loss is often a worthwhile tradeoff.

It is hoped that, in the long run, new codecs shoul d be produced
whi ch can be directly packetised, without the trouble of designing a
codec-speci fic payl oad format.

It is possible to design generic packetisation formats that do not
pay attention to the issues described in this docunent, but such
formats are only suitable for special purpose networks where packet

| oss can be avoi ded by careful engineering at the network | ayer, and
are not suited to current best-effort networks.

6. Security Considerations

The guidelines in this docunent result in RTP payl oad formats that
are robust in the presence of real world network conditions.

Desi gni ng payl oad formats for special purpose networks that assune
negligable loss rates will normally result in slightly better
conpressi on, but produce formats that are nore fragile, thus
rendering them easier targets for denial-of-service attacks.
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Desi gners of payl oad formats should pay close attention to possible
security issues that mght arise from poor inplenentations of their
formats, and should be careful to specify the correct behavi our when

anomal ous conditions arise. Exanples include howto process illega
field values, and conditions when there are m smatches between | ength
fields and actual data. Wilst the correct action will nornmally be

to discard the packet, possible such conditions should be brought to
the attention of the inplenentor to ensure that they are trapped

properly.

The RTP specification covers encryption of the payload. This issue
should not nornmally be dealt with by payload fornmats thensel ves.
However, certain payload formats spread i nformati on about a
particul ar application data unit over a nunber of packets, or rely on
packets which relate to a nunber of application data units. Care nust
be taken when changi ng the encryption of such streams, since such
payl oad formats may constrain the places in a streamwhere it is
possi bl e to change the encryption key w thout exposing sensitive

dat a.

Desi gners of payload formats which include FEC should be aware that
the automatic addition of FEC in response to packet |oss may increase
networ k congestion, |eading to a worsening of the probl em which the
use of FEC was intended to solve. Since this may, at its worst,
constitute a denial of service attack, designers of such payl oad
formats shoul d take care that appropriate safeguards are in place to
prevent abuse.
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Ful | Copyright Statenent
Copyright (C The Internet Society (1999). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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