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Abst r act

Thi s docunent describes the nodifications to OSPF to support version
6 of the Internet Protocol (I1Pv6). The fundanmental nechani sns of
OSPF (flooding, DR election, area support, SPF calculations, etc.)
remai n unchanged. However, some changes have been necessary, either
due to changes in protocol semantics between |Pv4 and | Pv6, or sinply
to handl e the increased address size of |Pv6.

Changes between OSPF for | Pv4 and this docunent include the
foll owi ng. Addressing semantics have been renoved from OSPF packets
and the basic LSAs. New LSAs have been created to carry |Pv6
addresses and prefixes. OSPF now runs on a per-link basis, instead of
on a per-|P-subnet basis. Flooding scope for LSAs has been
general i zed. Authentication has been renmpved fromthe OSPF protoco
itself, instead relying on | Pv6’s Authenticati on Header and
Encapsul ati ng Security Payl oad.

Most packets in OSPF for |Pv6 are al nbst as conpact as those in OSPF
for 1Pv4, even with the larger |Pv6 addresses. Mst fiel d- XSand
packet-size limtations present in OSPF for |Pv4 have been rel axed.
In addition, option handling has been nmade nore fl exible.
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Al of OSPF for IPv4’s optional capabilities, including on-denmand
circuit support, NSSA areas, and the mnulticast extensions to OSPF
(MOSPF) are al so supported in OSPF for |Pv6
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1. Introduction

Thi s docunent describes the nodifications to OSPF to support version
6 of the Internet Protocol (I1Pv6). The fundanmental nechani sns of
OSPF (flooding, DR election, area support, SPF cal culations, etc.)
remai n unchanged. However, sonme changes have been necessary, either
due to changes in protocol semantics between |Pv4 and | Pv6, or sinply
to handl e the increased address size of |Pv6.

Thi s docunent is organized as follows. Section 2 describes the

di fferences between OSPF for | Pv4 and OSPF for 1Pv6 in detail

Section 3 provides inplenentation details for the changes. Appendix A
gives the OSPF for |Pv6 packet and LSA formats. Appendix B lists the
OSPF architectural constants. Appendi x C describes configuration

par anmet ers.

1.1. Term nol ogy

Thi s docunent attenpts to use terns fromboth the OSPF for |Pv4
specification ([Refl]) and the | Pv6 protocol specifications
([Ref14]). This has produced a m xed result. Mst of the terms used
both by OSPF and | Pv6 have roughly the same neaning (e.qg.

interfaces). However, there are a few conflicts. IPv6 uses "link"
simlarly to |Pv4 OSPF' s "subnet" or "network". In this case, we have
chosen to use IPv6's "link" term nology. "Link" replaces OSPF s

"subnet" and "network" in nost places in this docunent, although
OSPF’ s Networ k- LSA remai ns unchanged (and possibly unfortunately, a
new Li nk-LSA has al so been created).

The nanes of sone of the OSPF LSAs have al so changed. See Section 2.8
for details.

2. Differences from GSPF for |Pv4
Most of the algorithnms from OSPF for 1 Pv4 [Refl] have preserved in
OSPF for | Pv6. However, sonme changes have been necessary, either due
to changes in protocol semantics between |Pv4 and | Pv6, or sinply to
handl e the i ncreased address size of |Pv6.

The foll owi ng subsections describe the differences between this
docunent and [Refl].
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2.1. Protocol processing per-link, not per-subnet

| Pv6 uses the term"link" to indicate "a comunication facility or
medi um over whi ch nodes can comunicate at the link layer" ([Ref14]).
"Interfaces" connect to links. Multiple IP subnets can be assigned to
a single link, and two nodes can talk directly over a single link
even if they do not share a comon |P subnet (IPv6 prefix).

For this reason, OSPF for |1Pv6 runs per-link instead of the |Pv4
behavi or of per-1P-subnet. The terns "network" and "subnet" used in
the 1 Pv4 OSPF specification ([Refl1]) should generally be rel aced by
l'ink. Likew se, an OSPF interface now connects to a link instead of
an | P subnet, etc.

Thi s change affects the receiving of OSPF protocol packets, and the
contents of Hell o Packets and Network- LSAs.

2.2. Renoval of addressing senantics

In CSPF for | Pv6, addressing semantics have been renoved fromthe
OSPF protocol packets and the main LSA types, |eaving a network-
pr ot ocol -i ndependent core. |In particular

o] | Pv6 Addresses are not present in OSPF packets, except in
LSA payl oads carried by the Link State Update Packets. See
Section 2.7 for details.

o] Rout er - LSAs and Networ k- LSAs no | onger contain network
addresses, but sinply express topol ogy information. See
Section 2.8 for details.

o] OSPF Router IDs, Area IDs and LSA Link State IDs renain at
the 1 Pv4 size of 32-bits. They can no | onger be assigned as
(1 Pv6) addresses.

o] Nei ghboring routers are now al ways identified by Router I|D,
where previously they had been identified by |IP address on
br oadcast and NBMA "networks".
2.3. Addition of Flooding scope
Fl oodi ng scope for LSAs has been generalized and is now explicitly

coded in the LSA's LS type field. There are now three separate
fl oodi ng scopes for LSAs:
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o] Li nk-1 ocal scope. LSA is flooded only on the local link, and
no further. Used for the new Link-LSA (see Section A 4.8).

o] Area scope. LSA is flooded throughout a single OSPF area
only. Used for Router-LSAs, Network-LSAs, Inter-Area-Prefix-
LSAs, Inter-Area-Router-LSAs and Intra-Area-Prefix-LSAs.

o] AS scope. LSA is flooded throughout the routing donmain. Used
for AS-external - LSAs.

2.4. Explicit support for multiple instances per |ink

OSPF now supports the ability to run nmultiple OSPF protocol instances
on a single link. For exanple, this nmay be required on a NAP segnent
shared between several providers -- providers may be running separate
OSPF routing domains that want to remain separate even though they
have one or nore physical network segments (i.e., links) in conmon.
In OSPF for IPvd this was supported in a haphazard fashion using the
authentication fields in the OSPF for |Pv4 header

Anot her use for running nultiple OSPF instances is if you want, for
one reason or another, to have a single link belong to two or nore
OSPF areas.

Support for nmultiple protocol instances on a link is acconplished via
an "Instance I D' contained in the OSPF packet header and OSPF
interface structures. Instance ID solely affects the reception of
OSPF packets.

2.5. Use of |ink-local addresses

| Pv6 |ink-1ocal addresses are for use on a single link, for purposes
of nei ghbor discovery, auto-configuration, etc. IPv6 routers do not
forward | Pv6 datagrans having |ink-1ocal source addresses [Ref15].

Li nk-1 ocal unicast addresses are assigned fromthe | Pv6 address range
FF80/ 10.

OSPF for | Pv6 assunmes that each router has been assigned |Iink-Ioca
uni cast addresses on each of the router’s attached physical segnents.
On all OSPF interfaces except virtual |inks, OSPF packets are sent
using the interface’ s associated |ink-1ocal unicast address as
source. A router learns the link-local addresses of all other
routers attached to its |inks, and uses these addresses as next hop

i nformation during packet forwarding.

On virtual links, global scope or site-local |P addresses nust be
used as the source for OSPF protocol packets.
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Li nk-1 ocal addresses appear in OSPF Link-LSAs (see Section 3.4.3.6).
However, |ink-1ocal addresses are not allowed in other OSPF LSA
types. In particular, link-local addresses nust not be advertised in
inter-area-prefix-LSAs (Section 3.4.3.3), AS-external-LSAs (Section
3.4.3.5) or intra-area-prefix-LSAs (Section 3.4.3.7).

2.6. Authentication changes

In OSPF for IPv6, authentication has been renpved from OSPF itself.
The "AuType" and "Authentication" fields have been renoved fromthe
OSPF packet header, and all authentication related fields have been
removed fromthe OSPF area and interface structures.

When running over | Pv6, OSPF relies on the | P Authentication Header
(see [Ref19]) and the IP Encapsul ating Security Payl oad (see [Ref20])
to ensure integrity and authentication/confidentiality of routing
exchanges.

Protecti on of OSPF packet exchanges agai nst accidental data
corruption is provided by the standard | Pv6 16-bit one’s conpl enent
checksum covering the entire OSPF packet and prepended | Pv6 pseudo-
header (see Section A 3.1).

2.7. Packet format changes

OSPF for IPv6 runs directly over I1Pv6. Aside fromthis, al

addr essi ng semanti cs have been renoved fromthe OSPF packet headers,
maki ng it essentially "network-protocol-i ndependent”. All addressing
information is now contained in the various LSA types only.

In detail, changes in OSPF packet fornat consist of the follow ng:
o The OSPF version nunber has been increased from2 to 3.

o The Options field in Hello Packets and Dat abase descri pti on Packet
has been expanded to 24-bits.

o The Authentication and AuType fields have been renoved fromthe
OSPF packet header (see Section 2.6).

o The Hell o packet now contains no address information at all, and
i ncludes an Interface I D which the originating router has assigned
to uniquely identify (anmbng its own interfaces) its interface to
the link. This Interface ID beconmes the Netowk-LSA's Link State
I D, should the router becone Designhated-Router on the |ink
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o Two option bits, the "R-bit" and the "V6-bit", have been added to
the Options field for processing Router-LSAs during the SPF
cal culation (see Section A.2). If the "R bit" is clear an OSPF
speaker can participate in OSPF topol ogy distribution w thout
being used to forward transit traffic; this can be used in nulti-
honmed hosts that want to participate in the routing protocol. The
V6-bit specializes the R-bit; if the V6-bit is clear an OSPF
speaker can participate in OSPF topol ogy distribution wthout
being used to forward | Pv6 datagrans. If the R bit is set and the
V6-bit is clear, |1 Pv6 datagrans are not forwarded but diagrans
bel ongi ng to anot her protocol famly may be forwarded.

0 TheOSPF packet header now i ncludes an "lnstance I D' which allows
mul ti pl e OSPF protocol instances to be run on a single link (see
Section 2.4).

2.8. LSA format changes

Al'l addressing semantics have been renpved fromthe LSA header, and
from Rout er-LSAs and Network-LSAs. These two LSAs now describe the
routi ng domain’s topology in a network-protocol -i ndependent nanner
New LSAs have been added to distribute |Pv6 address information, and
data required for next hop resolution. The nanes of some of IPv4's
LSAs have been changed to be nore consistent with each ot her

In detail, changes in LSA format consist of the follow ng:

o The Options field has been renoved fromthe LSA header, expanded
to 24 bits, and noved into the body of Router-LSAs, Network-LSAs,
I nter-Area-Router-LSAs and Link-LSAs. See Section A 2 for details.

o The LSA Type field has been expanded (into the forner Qptions
space) to 16 bits, with the upper three bits encoding fl ooding
scope and the handling of unknown LSA types (see Section 2.9).

0 Addresses in LSAs are now expressed as [prefix, prefix |ength]
i nstead of [address, nask] (see Section A 4.1). The default route
is expressed as a prefix with length O.

0 The Router and Network LSAs now have no address information, and
are networ k- protocol -i ndependent .

o Router interface information may be spread across nultiple Router

LSAs. Receivers must concatenate all the Router-LSAs originated by
a given router when running the SPF cal cul ati on.
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o

A new LSA cal l ed the Link-LSA has been introduced. The LSAs have

I ocal -1ink flooding scope; they are never flooded beyond the |ink
that they are associated wi th. Link-LSAs have three purposes: 1)
they provide the router’s link-local address to all other routers
attached to the link, 2) they informother routers attached to the
link of a list of IPv6 prefixes to associate with the link and 3)
they allow the router to assert a collection of Options bits to
associate with the Network-LSA that will be originated for the
[ink. See Section A 4.8 for details.

In IPv4, the router-LSA carries a router’s IPv4 interface
addresses, the I1Pv4 equival ent of |ink-local addresses. These are
only used when cal cul ati ng next hops during the OSPF routing
calcul ation (see Section 16.1.1 of [Refl1l]), so they do not need to
be fl ooded past the local link; hence using Iink-LSAs to
distribute these addresses is nore efficient. Note that |ink-Ioca
addresses cannot be | earned through the reception of Hellos in al
cases: on NBMA |inks next hop routers do not necessarily exchange
hel | os, but rather | earn of each other’s existence by way of the
Desi ghat ed Rout er.

The Options field in the Network LSAis set to the |ogical OR of
the Options that each router on the link advertises in its Link-
LSA.

Type-3 sunmary-LSAs have been renanmed "I nter-Area-Prefix-LSAs".
Type-4 sunmary LSAs have been renamed "I nter- Area- Rout er-LSAs".

The Link State IDin Inter-Area-Prefix-LSAs, Inter-Area-Router-
LSAs and AS-external -LSAs has |lost its addressing semantics, and
now serves solely to identify individual pieces of the Link State
Dat abase. All addresses or Router IDs that were formerly expressed
by the Link State ID are now carried in the LSA bodies.

Net wor k- LSAs and Li nk-LSAs are the only LSAs whose Link State ID
carries additional nmeaning. For these LSAs, the Link State IDis
always the Interface ID of the originating router on the |ink
bei ng described. For this reason, Network-LSAs and Link-LSAs are
now the only LSAs whose size cannot be limted: a Network-LSA nust
list all routers connected to the Iink, and a Link-LSA must |ist
all of a router’s addresses on the |ink

A new LSA called the Intra-Area-Prefix-LSA has been introduced
This LSA carries all IPv6 prefix information that in IPv4 is

i ncluded in Router-LSAs and Network-LSAs. See Section A 4.9 for
detail s.
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2.

2.

o Inclusion of a forwarding address in AS-external -LSAs i s now
optional, as is the inclusion of an external route tag (see
[Ref5]). In addition, AS-external-LSAs can now reference another
LSA, for inclusion of additional route attributes that are outside
the scope of the OSPF protocol itself. For example, this can be
used to attach BGP path attributes to external routes as proposed
in [Refl10].

9. Handling unknown LSA types

Handl i ng of unknown LSA types has been nade nore flexible so that,
based on LS type, unknown LSA types are either treated as having
link-l1ocal flooding scope, or are stored and flooded as if they were
understood (desirable for things |ike the proposed External -
Attributes-LSA in [Ref10]). This behavior is explicitly coded in the
LSA Handling bit of the link state header’s LS type field (see
Section A 4.2.1).

The |1 Pv4 OSPF behavi or of sinply discarding unknown types is
unsupported due to the desire to mx router capabilities on a single
link. Discarding unknown types causes probl ens when t he Designated
Rout er supports fewer options than the other routers on the |ink.

10. Stub area support

In CSPF for |Pv4, stub areas were designed to mininize |ink-state
dat abase and routing table sizes for the areas’ internal routers.
This allows routers with nminiml resources to participate in even
very | arge OSPF routing donains.

In CSPF for I Pv6, the concept of stub areas is retained. In |Pv6, of
the mandatory LSA types, stub areas carry only router-LSAs, network-
LSAs, Inter-Area-Prefix-LSAs, Link-LSAs, and Intra-Area-Prefix-LSAs.
This is the 1 Pv6 equivalent of the LSA types carried in |IPv4d stub
areas: router-LSAs, network-LSAs and type 3 sunmary- LSAs.

However, unlike in IPv4, IPv6 allows LSAs with unrecognized LS types
to be labeled "Store and flood the LSA, as if type understood" (see
the U-bit in Section A 4.2.1). Uncontrolled introduction of such LSAs
could cause a stub area’s link-state database to grow |arger than its
conponent routers’ capacities.

To guard against this, the followi ng rule regarding stub areas has
been established: an LSA whose LS type is unrecogni zed may only be
fl ooded into/throughout a stub area if both a) the LSA has area or
i nk-1ocal flooding scope and b) the LSA has U-bit set to 0. See
Section 3.5 for details.
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2.11. ldentifying neighbors by Router ID

In CSPF for | Pv6, neighboring routers on a given link are always
identified by their OSPF Router ID. This contrasts with the |Pv4
behavi or where nei ghbors on point-to-point networks and virtual |inks
are identified by their Router IDs, and nei ghbors on broadcast, NBVA
and Point-to-MultiPoint links are identified by their IPv4 interface
addr esses.

Thi s change affects the reception of OSPF packets (see Section 8.2 of
[Refl1]), the | ookup of neighbors (Section 10 of [Refl]) and the
reception of Hello Packets (Section 10.5 of [Refl]).

The Router ID of 0.0.0.0 is reserved, and should not be used.
3. Inmplenentation details

When going fromIPv4 to I Pv6, the basic OSPF mechani sns remain
unchanged fromthose docurmented in [Refl]. These nechanisns are
briefly outlined in Section 4 of [Refl]. Both IPv6 and | Pv4 have a
I i nk-state dat abase conposed of LSAs and synchroni zed between

adj acent routers. Initial synchronization is perfornmed through the
Dat abase Exchange process, through the exchange of Database
Description, Link State Request and Link State Update packets.
Thereafter database synchroni zation is maintained via flooding,
utilizing Link State Update and Link State Acknow edgment packets.
Both I Pv6 and | Pv4 use OSPF Hell o Packets to discover and maintain
nei ghbor rel ationships, and to el ect Designated Routers and Backup
Desi gnat ed Routers on broadcast and NBMA |inks. The decision as to
whi ch nei ghbor rel ationshi ps becone adj acencies, along with the basic
i deas behind inter-area routing, inporting external information in
AS- external -LSAs and the various routing cal culations are also the
sane.

In particular, the follow ng | Pv4d OSPF functionality described in
[ Ref1] remmi ns conpl etely unchanged for | Pvé6:

0o Both IPv4 and | Pv6 use OSPF packet types described in Section 4.3
of [Refl1], nanely: Hello, Database Description, Link State
Request, Link State Update and Link State Acknow edgnent packets.
VWiile in sone cases (e.g., Hello packets) their format has changed
sonmewhat, the functions of the various packet types renmins the
sane.

o The systemrequirements for an OSPF inplenmentation renain
unchanged, although OSPF for 1Pv6 requires an | Pv6 protocol stack
(fromthe network | ayer on down) since it runs directly over the
| Pv6 network | ayer.
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o The discovery and nmi nt enance of nei ghbor relationships, and the
sel ection and establishnment of adjacencies remain the sane. This
i ncludes el ection of the Designated Router and Backup Desi gnhated
Rout er on broadcast and NBMA |inks. These nechani sns are descri bed
in Sections 7, 7.1, 7.2, 7.3, 7.4 and 7.5 of [Refl].

o The link types (or equivalently, interface types) supported by
OSPF renai n unchanged, nanely: point-to-point, broadcast, NBMA
Poi nt-to-MiltiPoint and virtual Iinks.

o The interface state machine, including the |ist of OSPF interface
states and events, and the Designated Router and Backup Desi gnated
Router election algorithm remain unchanged. These are described
in Sections 9.1, 9.2, 9.3 and 9.4 of [Refl].

o The nei ghbor state machine, including the list of OSPF nei ghbor
states and events, remain unchanged. These are described in
Sections 10.1, 10.2, 10.3 and 10.4 of [Refl].

0 Aging of the link-state database, as well as flushing LSAs from
the routing domain through the premature agi ng process, remains
unchanged fromthe description in Sections 14 and 14.1 of [Ref1l].

However, sonme OSPF protocol nechani sns have changed, as outlined in
Section 2 above. These changes are explained in detail in the

foll owi ng subsections, making references to the appropriate sections
of [Refl].

The foll owi ng subsections provide a recipe for turning an | Pv4d OSPF
i npl enentation into an | Pv6 OSPF i npl ement ati on.

3.1. Protocol data structures

The maj or OSPF data structures are the same for both I Pv4 and | Pv6:
areas, interfaces, neighbors, the |ink-state database and the routing
table. The top-level data structures for IPv6 remain those listed in
Section 5 of [Refl], with the follow ng nodifications:

o Al LSAs with known LS type and AS fl oodi ng scope appear in the
top-1evel data structure, instead of belonging to a specific area
or link. AS-external-LSAs are the only LSAs defined by this
speci fication which have AS fl oodi ng scope. LSAs with unknown LS
type, U-bit set to 1 (flood even when unrecogni zed) and AS
fl oodi ng scope al so appear in the top-level data structure.
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3.1.1. The Area Data structure

The | Pv6 area data structure contains all elements defined for |Pv4
areas in Section 6 of [Refl]. In addition, all LSAs of known type

whi ch have area fl ooding scope are contained in the |Pv6 area data
structure. This always includes the follow ng LSA types: router-LSAs,
net wor k- LSAs, inter-area-prefix-LSAs, inter-area-router-LSAs and
intra-area-prefix-LSAs. LSAs with unknown LS type, U-bit set to 1

(fl ood even when unrecogni zed) and area scope al so appear in the area
data structure. |1Pv6 routers inplementing MOSPF add group-
menber shi p-LSAs to the area data structure. Type-7-LSAs belong to an
NSSA area’'s data structure

3.1.2. The Interface Data structure

In CSPF for I Pv6, an interface connects a router to a link. The |IPv6
interface structure nodifies the IPv4 interface structure (as defined
in Section 9 of [Refl]) as follows:

Interface ID
Every interface is assigned an Interface I D, which uniquely
identifies the interface with the router. For exanple, sone
i mpl enentati ons may be able to use the MB-11 Iflndex ([Ref3]) as
Interface ID. The Interface ID appears in Hello packets sent out
the interface, the link-local-LSA originated by router for the
attached link, and the router-LSA originated by the router-LSA for
the associated area. It will also serve as the Link State ID for
the network-LSA that the router will originate for the link if the
router is el ected Designated Router.

Instance ID
Every interface is assigned an Instance ID. This should default to
0, and is only necessary to assign differently on those |inks that
will contain nmultiple separate communities of OSPF Routers. For
exanpl e, suppose that there are two communities of routers on a
gi ven et hernet segnment that you wish to keep separate.

The first community is given an Instance ID of 0, by assigning O
as the Instance ID of all its routers’ interfaces to the ethernet.
An Instance ID of 1 is assigned to the other routers’ interfaces
to the ethernet. The OSPF transmit and receive processing (see
Section 3.2) will then keep the two communities separate.

List of LSAs with |ink-local scope
Al LSAs with link-1ocal scope and which were originated/fl ooded
on the link belong to the interface structure which connects to
the link. This includes the collection of the link’'s Iink-LSAs.
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Li st of LSAs with unknown LS type
Al LSAs with unknown LS type and U-bit set to O (if unrecognized,
treat the LSA as if it had link-local flooding scope) are kept in
the data structure for the interface that received the LSA

I P interface address
For I Pv6, the | Pv6 address appearing in the source of OSPF packets
sent out the interface is al nost always a link-local address. The

one exception is for virtual links, which nmust use one of the
router’s own site-local or global |1Pv6 addresses as IP interface
address.

List of link prefixes
A list of IPv6 prefixes can be configured for the attached |ink
These will be advertised by the router in link-LSAs, so that they
can be advertised by the link’'s Designated Router in intra-area-
prefix- LSAs.

In OSPF for | Pv6, each router interface has a single netric,
representing the cost of sending packets out the interface. In
addition, OSPF for IPv6 relies on the I P Authenticati on Header (see
[Ref19]) and the I P Encapsul ating Security Payl oad (see [Ref20]) to
ensure integrity and authentication/confidentiality of routing
exchanges. For that reason, AuType and Authentication key are not
associated with I Pv6 OSPF interfaces.

Interface states, events, and the interface state machine remain
unchanged from | Pv4, and are docunented in Sections 9.1, 9.2 and 9.3
of [Refl] respectively. The Designated Router and Backup Desi gnated
Router election algorithm also remai ns unchanged fromthe | Pv4
election in Section 9.4 of [Refl].

3.1.3. The Neighbor Data Structure

The nei ghbor structure performs the sane function in both IPv6 and
| Pv4. Nanely, it collects all information required to form an

adj acency between two routers, if an adjacency becones necessary.
Each nei ghbor structure is bound to a single OSPF interface. The
di fferences between the | Pv6 nei ghbor structure and the nei ghbor
structure defined for IPv4 in Section 10 of [Refl] are:

Nei ghbor’s Interface ID
The Interface ID that the nei ghbor advertises in its Hello Packets
nmust be recorded in the neighbor structure. The router will
i ncl ude the neighbor’s Interface IDin the router’s router-LSA
when either a) advertising a point-to-point link to the nei ghbor
or b) advertising a link to a network where the nei ghbor has
beconme Desi gnat ed Router
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Nei ghbor | P address
Except on virtual |inks, the neighbor’'s |IP address will be an |Pv6
i nk-1ocal address.

Nei ghbor’ s Desi gnat ed Router
The nei ghbor’s choi ce of Designated Router is now encoded as a
Router ID, instead of as an | P address.

Nei ghbor’ s Backup Desi ghat ed Rout er
The nei ghbor’ s choi ce of Designated Router is now encoded as a
Router ID, instead of as an | P address.

Nei ghbor states, events, and the nei ghbor state nmachine remain
unchanged from | Pv4, and are docunented in Sections 10.1, 10.2 and
10. 3 of [Refl] respectively. The decision as to which adjacencies to
formal so remai ns unchanged fromthe |1 Pv4 | ogic docunented in Section
10. 4 of [Ref1l].

3.2. Protocol Packet Processing

OSPF for IPv6 runs directly over IPv6’s network layer. As such, it is
encapsul ated in one or nore | Pv6 headers, with the Next Header field
of the i medi ately encapsul ating | Pv6 header set to the val ue 89.

As for IPv4, in IPv6 OSPF routing protocol packets are sent al ong

adj acencies only (with the exception of Hello packets, which are used
to di scover the adjacencies). OSPF packet types and functions are the
same in both I Pv4 and |1 Pv4, encoded by the

Type field of the standard OSPF packet header
3.2.1. Sending protocol packets

VWhen an | Pv6 router sends an OSPF routing protocol packet, it fills
inthe fields of the standard OSPF for |Pv6 packet header (see
Section A . 3.1) as foll ows:

Version #
Set to 3, the version nunber of the protocol as documented in this
speci fication.

Type
The type of OSPF packet, such as Link state Update or Hello
Packet .

Packet | ength

The I ength of the entire OSPF packet in bytes, including the
st andard OSPF packet header.
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Router ID
The identity of the router itself (who is originating the packet).

Area I D
The OSPF area that the packet is being sent into.

Instance ID
The OSPF Instance |ID associated with the interface that the packet
i s being sent out of.

Checksum
The standard | Pv6 16-bit one’'s conpl enent checksum covering the
entire OSPF packet and prepended | Pv6 pseudo- header (see Section
A 3.1).

Sel ection of OSPF routing protocol packets’ |Pv6 source and
destination addresses is performed identically to the I1Pv4 logic in
Section 8.1 of [Refl]. The IPv6 destination address is chosen from
among the addresses All SPFRouters, AllDRouters and the Neighbor IP
address associated with the other end of the adjacency (which in

| Pv6, for all links except virtual links, is an IPv6 |Iink-Ioca

addr ess).

The sending of Link State Request Packets and Link State

Acknowl edgrment Packets renmmi ns unchanged fromthe | Pv4 procedures
documented in Sections 10.9 and 13.5 of [Refl] respectively. Sending
Hell o Packets is documented in Section 3.2.1.1, and the sending of
Dat abase Description Packets in Section 3.2.1.2. The sending of Link
State Update Packets is docunented in Section 3.5.2.

3.2.1.1. Sending Hello packets

| Pv6 changes the way OSPF Hell o packets are sent in the follow ng
ways (conpare to Section 9.5 of [Refl]):

o Before the Hello Packet is sent out an interface, the interface's
Interface I D nust be copied into the Hell o Packet.

o The Hello Packet no | onger contains an | P network mask, as OSPF
for 1Pv6 runs per-link instead of per-subnet.

o The choice of Designated Router and Backup Designated Router are
now i ndicated within Hellos by their Router IDs, instead of by
their IP interface addresses. Advertising the Designated
Rout er (or Backup Designhated Router) as 0.0.0.0 indicates that the
Desi gnhat ed Router (or Backup Designated Router) has not yet been
chosen.
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o The Options field within Hell o packets has noved around, getting
larger in the process. Mre options bits are now possible. Those
that nust be set correctly in Hello packets are: The E-bit is set
if and only if the interface attaches to a non-stub area, the N
bit is set if and only if the interface attaches to an NSSA area
(see [Ref9]), and the DC- bit is set if and only if the router
wi shes to suppress the sending of future Hellos over the interface
(see [Ref11]). Unrecogni zed bits in the Hell o Packet’'s Options
field shoul d be cleared.

Sendi ng Hel |l o packets on NBMA networks proceeds for IPv6 in exactly
the same way as for |Pv4, as docunented in Section 9.5.1 of [Refl].

3.2.1.2. Sending Database Description Packets

The sendi ng of Dat abase Description packets differs from Section 10.8
of [Refl] in the follow ng ways:

o The Options field within Database Description packets has noved
around, getting larger in the process. Mirre options bits are now
possi bl e. Those that nust be set correctly in Database Description
packets are: The MC-bit is set if and only if the router is
forwarding nulticast datagrans according to the MOSPF
specification in [Ref7], and the DC-hbhit is set if and only if the
router wishes to suppress the sending of Hellos over the interface
(see [Refl11l]). Unrecognized bits in the Database Description
Packet’s Options field should be cleared.

3.2.2. Receiving protocol packets

Whenever an OSPF protocol packet is received by the router it is
marked with the interface it was received on. For routers that have

virtual links configured, it nay not be imediately obvious which
interface to associate the packet with. For exanple, consider the
Rout er RT11 depicted in Figure 6 of [Refl]. |If RT11 receives an OSPF

protocol packet on its interface to Network N3, it may want to
associ ate the packet with the interface to Area 2, or with the

virtual link to Router RT10 (which is part of the backbone). In
the follow ng, we assunme that the packet is initially associated with
the non-virtual I|ink.

In order for the packet to be passed to OSPF for processing, the
followi ng tests nust be perfornmed on the encapsul ati ng | Pv6 headers:

o The packet’s | P destination address must be one of the |IPv6
uni cast addresses associated with the receiving interface (this
i ncl udes link-1ocal addresses), or one of the IP nulticast
addresses Al | SPFRouters or Al | DRouters.
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0 The Next Header field of the inmediately encapsul ating | Pv6 header
nmust specify the OSPF protocol (89).

0 Any encapsulating I P Authentication Headers (see [Ref19]) and the
| P Encapsul ating Security Payl oads (see [Ref20]) nust be processed
and/or verified to ensure integrity and
aut hentication/confidentiality of OSPF routing exchanges.

o Locally originated packets shoul d not be passed on to OSPF. That
is, the source | Pv6 address should be exam ned to make sure this
is not a nmulticast packet that the router itself generated.

After processing the encapsul ating | Pv6 headers, the OSPF packet
header is processed. The fields specified in the header nmust match
those configured for the receiving interface. |If they do not, the
packet shoul d be discarded:

o The version nunber field nust specify protocol version 3.

0 The standard |Pv6 16-bit one’s conpl ement checksum covering the
entire OSPF packet and prepended | Pv6 pseudo-header, mnust be
verified (see Section A 3.1).

0 The Area ID found in the OSPF header nust be verified. |f both of
the follow ng cases fail, the packet should be discarded. The
Area ID specified in the header nust either:

(1) Match the Area ID of the receiving interface. In
this case, unlike for 1Pv4, the | Pv6 source
address is not restricted to lie on the sane |IP
subnet as the receiving interface. |1 Pv6 OSPF runs
per-1link, instead of per-I|P-subnet.

(2) I ndi cate the backbone. In this case, the packet
has been sent over a virtual link. The receiving
router nust be an area border router, and the
Router ID specified in the packet (the source
router) must be the other end of a configured
virtual link. The receiving interface nust also
attach to the virtual link’s configured Transit
area. |If all of these checks succeed, the packet
is accepted and is fromnow on associated with
the virtual link (and the backbone area).

0 The Instance ID specified in the OSPF header must match the
receiving interface’ s Instance ID.

Coltun, et al. St andards Track [ Page 18]



RFC 2740 OSPF for |Pv6 Decenber 1999

o Packets whose I P destination is Al DRouters should only be
accepted if the state of the receiving interface is DR or Backup
(see Section 9.1).

After header processing, the packet is further processed according to
its OSPF packet type. OSPF packet types and functions are the sane
for both I Pv4 and | Pv6.

If the packet type is Hello, it should then be further processed by
the Hello Protocol. Al other packet types are sent/received only on
adj acencies. This nmeans that the packet nust have been sent by one
of the router’s active neighbors. The neighbor is identified by the
Router | D appearing the the received packet’s OSPF header. Packets
not matchi ng any active nei ghbor are discarded.

The recei ve processing of Database Description Packets, Link State
Request Packets and Link State Acknow edgment Packets remains
unchanged fromthe | Pv4d procedures docunented in Sections 10.6, 10.7
and 13.7 of [Refl] respectively. The receiving of Hello Packets is
docunented in Section 3.2.2.1, and the receiving of Link State Update
Packets is documented in Section 3.5.1.

3.2.2.1. Receiving Hell o Packets

The recei ve processing of Hello Packets differs from Section 10.5 of
[Ref1] in the followi ng ways:

o On all link types (e.g., broadcast, NBMA, point-to- point, etc),
nei ghbors are identified solely by their OSPF Router |ID. For al
link types except virtual |inks, the Neighbor IP address is set to
the IPv6 source address in the | Pv6 header of the received OSPF
Hel | o packet.

o There is no longer a Network Mask field in the Hell o Packet.

o The nei ghbor’s choi ce of Designated Router and Backup Desi gnated
Router is now encoded as an OSPF Router ID instead of an IP
i nterface address.

3.3. The Routing table Structure

The routing table used by OSPF for IPv4 is defined in Section 11 of
[Refl]. For IPv6 there are anal ogous routing table entries: there are
routing table entries for | Pv6 address prefixes, and also for AS
boundary routers. The latter routing table entries are only used to
hold internediate results during the routing table build process (see
Section 3.8).
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Also, to hold the internediate results during the shortest-path
calcul ation for each area, there is a separate routing table for each
area holding the following entries:

0 An entry for each router in the area. Routers are identified by
their OSPF router ID. These routing table entries hold the set of
shortest paths through a given area to a given router, which in
turn allows cal culation of paths to the I Pv6 prefixes advertised
by that router in Intra-area-prefix-LSAs. If the router is also an
area-border router, these entries are also used to cal cul ate paths
for inter-area address prefixes. If in addition the router is the
ot her endpoint of a virtual link, the routing table entry
describes the cost and viability of the virtual |ink

0o An entry for each transit link in the area. Transit |inks have
associ ated network-LSAs. Both the transit |link and the network-LSA
are identified by a conbination of the Designated Router’s
Interface ID on the link and the Designated Router’s OSPF Router
ID. These routing table entries allow |later cal culation of paths
to I P prefixes advertised for the transit link in intra-area-
prefix-LSAs.

The fields in the IPv4 OSPF routing table (see Section 11 of [Ref1])
remain valid for IPv6: Optional capabilities (routers only), path
type, cost, type 2 cost, link state origin, and for each of the equa
cost paths to the destination, the next hop and advertising router.

For 1 Pv6, the link-state origin field in the routing table entry is
the router-LSA or network-LSA that has directly or indirectly
produced the routing table entry. For exanple, if the routing table
entry describes a route to an IPv6 prefix, the link state origin is
the router-LSA or network-LSA that is listed in the body of the
intra-area-prefix-LSA that has produced the route (see Section

A 4.9).

3.3.1. Routing table | ookup

Routing table | ookup (i.e., determ ning the best nmatching routing
table entry during IP forwarding) is the same for IPv6 as for |Pv4.

3.4. Link State Advertisenents

For | Pv6, the OSPF LSA header has changed slightly, with the LS type
field expanding and the Options field being noved into the body of
appropriate LSAs. Also, the formats of sone LSAs have changed
somewhat (nanmely router-LSAs, network-LSAs and AS-external - LSAs),
whil e the names of other LSAs have been changed (type 3 and 4
sunmmary-LSAs are now i nter-area-prefix-LSAs and inter-area-router-
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LSAs respectively) and additional LSAs have been added (Link-LSAs and
Intra-Area-Prefix-LSAs). Type of Service (TOS) has been renoved from
the OSPFv2 specification [Refl], and is not encoded within OSPF for

| Pv6’ s LSAs.

These changes will be described in detail in the follow ng
subsecti ons.

3.4.1. The LSA Header

In both IPv4 and 1 Pv6, all OSPF LSAs begin with a standard 20 byte
LSA header. However, the contents of this 20 byte header have changed
in IPv6. The LS age, Advertising Router, LS Sequence Nunber, LS
checksum and length fields within the LSA header renmai n unchanged, as
documented in Sections 12.1.1, 12.1.5, 12.1.6, 12.1.7 and A 4.1 of

[ Ref1] respectively. However, the follow ng fields have changed for

| Pv6:

Opt i ons
The Options field has been renpved fromthe standard 20 byte LSA

header, and into the body of router-LSAs, network-LSAs, inter-
area-router-LSAs and |ink-LSAs. The size of the Options field has
increased from8 to 24 bits, and some of the bit definitions have
changed (see Section A . 2). In addition a separate PrefixQOptions
field, 8 bits in length, is attached to each prefix adverti sed
within the body of an LSA

LS type
The size of the LS type field has increased from8 to 16 bits,
with the top two bits encoding flooding scope and the next bit
encodi ng the handling of unknown LS types. See Section A 4.2.1
for the current coding of the LS type field.

Link State 1D
Link State ID remains at 32 bits in |length, but except for
networ k- LSAs and |ink-LSAs, Link State ID has shed any addressing
semantics. For exanple, an IPv6 router originating multiple AS-
external -LSAs could start by assigning the first a Link State ID
of 0.0.0.1, the second a Link State ID of 0.0.0.2, and so on
I nstead of the | Pv4 behavi or of encoding the network nunber within
the AS-external -LSA's Link State ID, the IPv6 Link State ID sinply
serves as a way to differentiate nmultiple LSAs originated by the
sane router.

For network-LSAs, the Link State IDis set to the Designated
Router’s Interface 1D on the Iink. Wien a router originates a

Li nk-LSA for a given link, its Link State IDis set equal to the
router’s Interface ID on the |ink.
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3.4.2. The link-state database

In IPv6, as in IPv4, individual LSAs are identified by a comnbination
of their LS type, Link State I D and Advertising Router fields. G ven
two i nstances of an LSA, the nobst recent instance is determ ned by
exam ning the LSAs’ LS Sequence Nunber, using LS checksum and LS age
as tiebreakers (see Section 13.1 of [Refl]).

In IPv6, the link-state database is split across three separate data
structures. LSAs with AS fl oodi ng scope are contained within the
top-1evel OSPF data structure (see Section 3.1) as long as either
their LS type is known or their U-bit is 1 (flood even when

unrecogni zed); this includes the AS-external -LSAs. LSAs with area

fl oodi ng scope are contained within the appropriate area structure
(see Section 3.1.1) as long as either their LS type is known or their
Ubit is 1 (flood even when unrecogni zed); this includes router-LSAs,
networ k- LSAs, inter-area-prefix-LSAs, inter-area-router-LSAs, and
intra-area-prefix-LSAs. LSAs with unknown LS type and U-bit set to O
and/ or |ink-local flooding scope are contained within the appropriate
interface structure (see Section 3.1.2); this includes |ink-LSAs.

To |l ookup or install an LSA in the database, you first examine the LS
type and the LSA's context (i.e., to which area or |link does the LSA
belong). This information allows you to find the correct |ist of

LSAs, all of the same LS type, where you then search based on the
LSA's Link State I D and Advertising Router.

3.4.3. Oiginating LSAs

The process of reoriginating an LSA in IPv6 is the sane as in |Pv4:
the LSA's LS sequence nunber is increnented, its LS age is set to O,
its LS checksumis calculated, and the LSA is added to the link state
dat abase and fl ooded out the appropriate interfaces.

To the list of events causing LSAs to be reoriginated, which for |IPv4
is given in Section 12.4 of [Refl], the follow ng events and/or
actions are added for |Pv6:

o The state of one of the router’s interfaces changes. The router
may need to (re)originate or flush its Link-LSA and one or nore
router-LSAs and/or intra-area-prefix-LSAs.

o The identity of a link’'s Designated Router changes. The router may

need to (re)originate or flush the link’s network-LSA and one or
nore router-LSAs and/or intra-area-prefix-LSAs.
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o A neighbor transitions to/from"Full" state. The router nmay need
to (re)originate or flush the Ilink’s network-LSA and one or nore
router-LSAs and/or intra-area-prefix-LSAs.

o The Interface ID of a neighbor changes. This nmay cause a new
instance of a router-LSA to be originated for the associated area,
and the reorigination of one or nore intra-area-prefix-LSAs.

o Anewprefix is added to an attached link, or a prefix is deleted
(both through configuration). This causes the router to
reoriginate its link-LSA for the link, or, if it is the only
router attached to the link, causes the router to reoriginate an
i ntra-area-prefix-LSA

o0 Anewlink-LSA is received, causing the link's collection of
prefixes to change. If the router is Designated Router for the
link, it originates a new intra-area-prefix-LSA

Detail ed construction of the seven required I Pv6 LSA types is
supplied by the followi ng subsections. In order to display exanple
LSAs, the network map in Figure 15 of [Refl1l] has been reworked to
show | Pv6 addressing, resulting in Figure 1. The OSPF cost of each
interface is has been displayed in Figure 1. The assignment of |Pv6
prefixes to network links is shown in Table 1. A single area address
range has been configured for Area 1, so that outside of Area 1 al

of its prefixes are covered by a single route to 5f00: 0000: c001: :/48.
The OSPF interface IDs and the |ink-1ocal addresses for the router
interfaces in Figure 1 are given in Table 2.
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Area 1
+
|
| 3+---+1
NL |--|RTL|----- +
| +-- -+ \
| \
+ \/ \ 1+---+
* N3 R | RT4| ------
+ /\ / +---+
| / |
| 3+---+1 / |
N2 |--|RT2|----- + 1]

| +---+ +---+
| | RT3| ----------------
+ +---+

| 2

|

Fom o +
N4

N1 5f 00: 0000: c001: 0200: : /56
N2 5f 00: 0000: c001: 0300: : /56
N3 5f 00: 0000: c001: 0100: :/56
N4 5f 00: 0000: c001: 0400: :/56

Table 1: 1Pv6 link prefixes for sanple network

Rout er interface Interface I D i nk-1ocal address
RT1 to N1 1 f e80: 0001: : RT1
to N3 2 f e80: 0002: : RT1
RT2 to N2 1 f e80: 0001: : RT2
to N3 2 f e80: 0002: : RT2
RT3 to N3 1 f e80: 0001: : RT3
to N4 2 f e80: 0002: : RT3
RT4 to N3 1 f e80: 0001: : RT4

Table 2: OSPF Interface IDs and |ink-1ocal addresses
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3.4.3.1. Router-LSAs

The LS type of a router-LSA is set to the value 0x2001. Router-LSAs
have area fl ooding scope. A router may originate one or nore router-
LSAs for a given area. Each router-LSA contains an integral nunber of
interface descriptions; taken together, the collection of router-LSAs
originated by the router for an area describes the collected states
of all the router’s interfaces to the area. Wen nultiple router-LSAs
are used, they are distinguished by their Link State ID fields.

The Options field in the router-LSA should be coded as follows. The
V6-bit should be set. The E-bit should be clear if and only if the
attached area is an OSPF stub area. The MC-bit should be set if and
only if the router is running MOSPF (see [Ref8]). The N-bit should be
set if and only if the attached area is an OSPF NSSA area. The R-bit
shoul d be set. The DC-bit should be set if and only if the router can
correctly process the DoNot Age bit when it appears in the LS age
field of LSAs (see [Refl1l]). Al unrecognized bits in the Options
field shoul d be cl eared

To the left of the Options field, the router capability bits V, E and
B shoul d be coded according to Section 12.4.1 of [Refl]. Bit Wshould
be coded according to [Ref8].

Each of the router’s interfaces to the area are then described by
appending "link descriptions" to the router-LSA. Each |ink
description is 16 bytes long, consisting of 5 fields: (link) Type,
Metric, Interface I D, Neighbor Interface ID and Nei ghbor Router ID
(see Section A.4.3). Interfaces in state "Down" or "Loopback"” are not
descri bed (although | ooped back interfaces can contribute prefixes to
Intra-Area-Prefix-LSAs). Nor are interfaces wi thout any ful

adj acenci es described. Al other interfaces to the area add zero, one
or nore |ink descriptions, the nunber and content of which depend on
the interface type. Wthin each Iink description, the Metric field is
al ways set the interface’s output cost and the Interface ID field is
set to the interface’s OSPF Interface ID.

Poi nt-to-point interfaces
If the neighboring router is fully adjacent, add a Type 1 |link
description (point-to-point). The Neighbor Interface IDfield is
set to the Interface ID advertised by the neighbor inits Hello
packets, and the Nei ghbor Router IDfield is set to the neighbor’s
Router ID.
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Broadcast and NBMA interfaces
If the router is fully adjacent to the |link's Designated Router,
or if the router itself is Designated Router and is fully adjacent
to at | east one other router, add a single Type 2 |link description
(transit network). The Neighbor Interface IDfield is set to the
Interface ID advertised by the Designated Router inits Hello
packets, and the Nei ghbor Router IDfield is set to the Designated
Router’s Router |D

Virtual |inks
If the neighboring router is fully adjacent, add a Type 4 |ink
description (virtual). The Neighbor Interface IDfield is set to
the Interface ID advertised by the neighbor in its Hello packets,
and the Neighbor Router IDfield is set to the neighbor’s Router
ID. Note that the output cost of a virtual link is calcul ated
during the routing table calculation (see Section 3.7).

nt-to-MiltiPoint interfaces

For each fully adjacent nei ghbor associated with the interface,
add a separate Type 1 link description (point-to-point) with

Nei ghbor Interface IDfield set to the Interface |ID advertised by
the neighbor in its Hello packets, and Nei ghbor Router ID field
set to the neighbor’s Router ID

Poi

As an exanple, consider the router-LSA that router RT3 would
originate for Area 1 in Figure 1. Only a single interface nmust be
descri bed, namely that which connects to the transit network N3. It
assunes that RT4 has been el ected Designated Router of Network N3.

: RT3"s router-LSA for Area 1

LS age = 0 ;newly (re)originated
LS type = 0x2001 ;router-LSA
Link State ID =0 ; first fragnment
Advertising Router = 192.1.1.3 ;RT3 s Router ID
bit E=0 ;not an AS boundary router
bit B=1 ;area border router
Options = (V6-bit|E-bit|Rbit)
Type = 2 ;connects to N3
Metric = 1 ;cost to N3
Interface ID = 1 ;RT3"s Interface 1D on N3
Nei ghbor Interface ID =1 ;RT4's Interface I D on N3

Nei ghbor Router ID = 192.1.1.4 ; RT4' s Router ID

If for exanple another router was added to Network N4, RT3 woul d have
to advertise a second link description for its connection to (the now
transit) network N4. This could be acconplished by reoriginating the
above router-LSA, this tine with two link descriptions. O, a
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separate router-LSA could be originated with a separate Link State ID
(e.g., using a Link State ID of 1) to describe the connection to M.

Host routes no | onger appear in the router-LSA, but are instead
included in intra-area-prefix-LSAs.

3.4.3.2. Network-LSAs

The LS type of a network-LSA is set to the val ue 0x2002. Network-
LSAs have area flooding scope. A network-LSA is originated for every
broadcast or NBMA |ink having two or nmore attached routers, by the
link’s Designated Router. The network-LSA lists all routers attached
to the Iink.

The procedure for originating network-LSAs in IPv6 is the sane as the
| Pv4 procedure docunented in Section 12.4.2 of [Refl], with the
fol |l owi ng excepti ons:

0 An IPv6 network-LSA's Link State IDis set to the Interface |ID of
the Designated Router on the |ink

o |Pv6e network-LSAs do not contain a Network Mask. All addressing
information fornerly contained in the | Pv4 network-LSA has now
been consigned to intra-Area-Prefix-LSAs.

0 The Options field in the network-LSA is set to the |ogical OR of
the Options fields contained within the Iink’s associated |ink-
LSAs. In this way, the network link exhibits a capability when at
| east one of the link’s routers requests that the capability be
asserted.

As an exanpl e, assuning that Router RT4 has been el ected Designated
Router of Network N3 in Figure 1, the foll owing network-LSA is
ori gi nat ed:

;. Network-LSA for Network N3

LS age = 0 ;newly (re)originated
LS type = 0x2002 ; net wor k- LSA
Link State ID = 1 i RT4’s Interface I D on N3

Advertising Router = 192.1.1.4 ;RT4’s Router ID
Options = (V6-bit|E-bit|R-bit)

Attached Router = 192.1.1.4 ;Router ID
Attached Router = 192.1.1.1 :Router ID
Attached Router = 192.1.1.2 :Router ID
Attached Router = 192.1.1.3 :Router ID
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3.4.3.3. Inter-Area-Prefix-LSAs

The LS type of an inter-area-prefix-LSAis set to the value 0x2003.
Inter-area-prefix-LSAs have area flooding scope. In IPv4, inter-
area-prefix-LSAs were called type 3 summary-LSAs. Each inter-area-
prefix-LSA describes a prefix external to the area, yet internal to
t he Aut ononmpus System

The procedure for originating inter-area-prefix-LSAs in IPv6 is the
same as the |1 Pv4 procedure docunmented in Sections 12.4.3 and 12.4.3.1
of [Refl], with the foll owi ng exceptions:

o The Link State ID of an inter-area-prefix-LSA has lost all of its
addressing semantics, and instead sinply serves to distinguish
multiple inter-area-prefix-LSAs that are originated by the same
router.

o The prefix is described by the PrefixLength, PrefixOptions and
Address Prefix fields enbedded within the LSA body. Network Mask
is no | onger specified.

o The NU-bit in the PrefixOptions field should be clear. The coding
of the MC-bit depends upon whether, and if so how, MOSPF is
operating in the routing domain (see [Ref8]).

o Link-local addresses nmust never be advertised in inter-area-
prefix-LSAs.

As an example, the followi ng shows the inter-area-prefix-LSA that
Router RT4 originates into the OSPF backbone area, condensing al

of Area 1's prefixes into the single prefix 5f00:0000: c001::/48.
The cost is set to 4, which is the maxi mumcost to all of the
prefix’ individual conponents. The prefix is padded out to an even
nunber of 32-bit words, so that it consunmes 64-bits of space

i nstead of 48 bits.

; Inter-area-prefix-LSA for Area 1 addresses
; originated by Router RT4 into the backbone

LS age = 0 ;newly (re)originated
LS type = 0x2003 ;inter-area-prefix-LSA
Advertising Router = 192.1.1.4 ;RT4's ID
Metric = 4 ; maxi mumto conponents

PrefixLength = 48
PrefixOptions = 0
Address Prefix = 5f00: 0000: cO01 ; padded to 64-bits
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3.4.3.4. I nt er - Ar ea- Rout er - LSAs

The LS type of an inter-area-router-LSAis set to the value
0x2004. Inter-area-router-LSAs have area fl oodi ng scope. In |Pv4,
inter-area-router-LSAs were called type 4 sunmary-LSAs. Each
inter-area-router-LSA describes a path to a destination OSPF
router (an ASBR) that is external to the area, yet internal to the
Aut ononpbus System

The procedure for originating inter-area-router-LSAs in IPv6 is
the sanme as the | Pv4 procedure docunented in Section 12.4.3 of
[Refl], with the follow ng exceptions:

o The Link State ID of an inter-area-router-LSA is no |onger the
destination router’s OSPF Router ID, but instead sinply serves to
di stinguish nultiple inter-area-router-LSAs that are origi nated by
the sanme router. The destination router’s Router IDis now found
in the body of the LSA

0 The Options field in an inter-area-router-LSA should be set equa
to the Options field contained in the destination router’s own
router-LSA. The Options field thus describes the capabilities
supported by the destination router.

As an exanpl e, consider the OSPF Aut ononbus System depicted in Figure
6 of [Refl]. Router RT4 would originate into Area 1 the follow ng
inter-area-router-LSA for destination router RT7.

; inter-area-router-LSA for AS boundary router RT7
; originated by Router RT4 into Area 1

LS age = 0 ;newly (re)originated
LS type = 0x2004 ;inter-area-router-LSA
Advertising Router = 192.1.1.4 ;RT4’s ID

Options = (V6-bit|E-bit|R-bit) ;RT7 s capabilities
Metric = 14 ;cost to RT7
Destination Router ID = Router RT7's ID

3.4.3.5. AS-external -LSAs
The LS type of an AS-external -LSA is set to the val ue 0x4005. AS-
ext ernal - LSAs have AS floodi ng scope. Each AS-external -LSA descri bes
a path to a prefix external to the Autononbus System
The procedure for originating AS-external -LSAs in IPv6 is the sanme as

the 1 Pv4 procedure docurmented in Section 12.4.4 of [Refl], with the
fol |l owi ng excepti ons:
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o0 The Link State ID of an AS-external -LSA has lost all of its
addressing semantics, and instead sinply serves to distinguish
multiple AS-external -LSAs that are originated by the sane router.

o The prefix is described by the PrefixLength, PrefixOptions and
Address Prefix fields enbedded within the LSA body. Network Mask
is no | onger specified.

0 The NU-bit in the PrefixOptions field should be clear. The codi ng
of the MC-bit depends upon whether, and if so how, MOSPF is
operating in the routing domain (see [Ref8]).

o Link-local addresses can never be advertised in AS-external-LSAs.

o The forwarding address is present in the AS-external-LSA if and
only if the AS-external -LSA's bit F is set.

o0 The external route tag is present in the AS-external-LSA if and
only if the AS-external -LSA's bit T is set.

0o The capability for an AS-external -LSA to reference another LSA has
been included, by inclusion of the Referenced LS Type field and
the optional Referenced Link State ID field (the latter present if
and only if Referenced LS Type is non-zero). This capability is
for future use; for now Referenced LS Type should be set to 0 and
recei ved non-zero values for this field should be ignored.

As an exampl e, consider the OSPF Aut onomobus System depicted in Figure
6 of [Refl]. Assune that RT7 has learned its route to N12 via BGP

and that it wi shes to advertise a Type 2 netric into the AS. Further
assune the the IPv6 prefix for N12 is the val ue 5f00: 0000: 0a00: : / 40.
RT7 woul d then originate the foll owi ng AS-external -LSA for the
external network N12. Note that within the AS-external -LSA, N12's
prefix occupies 64 bits of space, to maintain 32-bit alignment.

; AS-external -LSA for Network N12,
; originated by Router RT7

LS age = 0 ;newly (re)originated

LS type = 0x4005 ; AS- ext er nal - LSA

Link State 1D = 123 ;or sonet hing el se
Advertising Router = Router RT7's ID

bit E=1 ; Type 2 netric

bit F=0 ;no forwardi ng address

bit T=1 ;external route tag included
Metric = 2

PrefixLength = 4

0
PrefixOptions = 0
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Ref erenced LS Type = 0 ;no Referenced Link State ID
Address Prefix = 5f00: 0000: 0a00 ; padded to 64-bits
External Route Tag = as per BGP/ OSPF interaction

3.4.3.6. Link-LSAs

The LS type of a Link-LSA is set to the val ue 0x0008. Link-LSAs have
ink-1ocal flooding scope. A router originates a separate Link-LSA
for each attached |ink that supports 2 or nmore (including the
originating router itself) routers.

Li nk-LSAs have three purposes: 1) they provide the router’s |ink-

| ocal address to all other routers attached to the link and 2) they
informother routers attached to the Iink of a list of IPv6 prefixes
to associate with the link and 3) they allow the router to assert a
collection of Options bits in the Network-LSA that will be originated
for the |ink.

A Link-LSA for a given Link L is built in the follow ng fashion:
o The Link State IDis set to the router’s Interface ID on Link L.

o The Router Priority of the router’s interface to Link L is
inserted into the Link-LSA

0 The Link-LSA's Options field is set to those bits that the router
wi shes set in Link L’s Network LSA

0 The router inserts its link-l1ocal address on Link L into the
Li nk-LSA. This information will be used when the other routers on
Link L do their next hop cal culations (see Section 3.8.1.1).

o Each I Pv6 address prefix that has been configured into the router
for Link L is added to the Link-LSA, by specifying val ues for
PrefixLength, PrefixOptions, and Address Prefix fields.

After building a Link-LSA for a given link, the router installs the
link-LSA into the associate interface data structure and fl oods the
Li nk-LSA onto the link. Al other routers on the link will receive
the Link-LSA, but it will go no further

As an exanple, consider the Link-LSA that RT3 will build for N3 in
Figure 1. Suppose that the prefix 5f00:0000: c001: 0100::/56 has been
configured within RT3 for N3. This will give rise to the follow ng
Li nk-LSA, which RT3 will flood onto N3, but nowhere else. Note that
not all routers on N3 need be configured with the prefix; those not
configured will learn the prefix when receiving RT3 s Link-LSA
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: RT3"s Link-LSA for N3

LS age = 0 ;newly (re)originated

LS type = 0x0008 ; Li nk- LSA

Link State ID =1 ;RT3's Interface 1D on N3
Advertising Router = 192.1.1.3 ;RT3 s Router ID

Rtr Pri =1 ; RT3"s N3 Router Priority

Options = (V6-bit|E-bit|Rbit)

Li nk-l1ocal Interface Address = fe80: 0001:: RT3

# prefixes =1

PrefixLength = 56

PrefixOptions = 0

Address Prefix = 5f00:0000: c001: 0100 ;pad to 64-bits

3.4.3.7. I ntra-Area-Prefix-LSAs

The LS type of an intra-area-prefix-LSAis set to the value 0x2009.
Intra-area-prefix-LSAs have area floodi ng scope. An intra-area-
prefix-LSA has one of two functions. It associates a |list of |Pv6
address prefixes with a transit network Iink by referencing a
networ k- LSA, or associates a list of |IPv6 address prefixes with a
router by referencing a router-LSA. A stub link's prefixes are
associated with its attached router.

A router may originate multiple intra-area-prefix-LSAs for a given
area, distinguished by their Link State ID fields. Each intra-area-
prefix-LSA contains an integral nunber of prefix descriptions.

A link’s Designated Router originates one or nore intra-area-prefix-
LSAs to advertise the link's prefixes throughout the area. For a |ink
L, L's Designated Router builds an intra-area-prefix-LSAin the
follow ng fashion:

o In order to indicate that the prefixes are to be associated with
the Link L, the fields Referenced LS type, Referenced Link State
I D, and Referenced

Advertising Router are set to the corresponding fields in Link L's
networ k- LSA (nanmely LS type, Link State ID, and Advertising Router
respectively). This neans that Referenced LS Type is set to
0x2002, Referenced Link State IDis set to the Designated Router’s
Interface ID on Link L, and Referenced Advertising Router is set
to the Designated Router’s Router |ID.

o Each Link-LSA associated with Link L is exanm ned (these are in the
Desi gnated Router’s interface structure for Link L). If the Link-
LSA's Advertising Router is fully adjacent to the Designated
Router, the list of prefixes in the Link-LSA is copied into the
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intra-area-prefix-LSA that is being built. Prefixes having the
NU-bit and/or LA-bit set in their Options field should not be

copi ed, nor should Iink-1ocal addresses be copied. Each prefix is
descri bed by the PrefixLength, PrefixOptions, and Address Prefix
fields. Miultiple prefixes having the same PrefixLength and Address
Prefix are considered to be duplicates; in this case their Prefix
Options fields should be nerged by logically ORing the fields
together, and a single resulting prefix should be copied into the
intra-area-prefix-LSA. The Metric field for all prefixes is set to
0.

o The "# prefixes" field is set to the nunber of prefixes that the
router has copied into the LSA. |If necessary, the list of prefixes
can be spread across nmultiple intra-area-prefix-LSAs in order to
keep the LSA size small

A router builds an intra-area-prefix-LSA to advertise its own
prefixes, and those of its attached stub links. A Router RTX
would build its intra-area-prefix-LSA in the follow ng fashion:

o In order to indicate that the prefixes are to be associated with
the Router RTX itself, RTX sets Referenced LS type to 0x2001,
Ref erenced Link State ID to 0, and Referenced Advertising Router
to RTX's own Router |D.

0 Router RTX exanmines its list of interfaces to the area. If the
interface is in state Down, its prefixes are not included. If the
interface has been reported in RTX s router-LSA as a Type 2 link
description (link to transit network), its prefixes are not
included (they will be included in the intra-area-prefix-LSA for
the link instead). If the interface type is Point-to-MiltiPoint,
or the interface is in state Loopback, or the interface connects
to a point-to-point |link which has not been assigned a prefix,
then the site-local and gl obal scope |IPv6 addresses associ ated
with the interface (if any) are copied into the intra-area-
prefix-LSA, setting the LA-bit in the PrefixOptions field, and
setting the PrefixLength to 128 and the Metric to 0. O herw se,
the list of site-local and gl obal prefixes configured in RTX for
the link are copied into the intra-area-prefix-LSA by specifying
the PrefixLength, PrefixOptions, and Address Prefix fields. The
Metric field for each of these prefixes is set to the interface’s
out put cost.

o RTX adds the I Pv6 prefixes for any directly attached hosts

bel onging to the area (see Section C.7) to the intra-area-prefix-
LSA.
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If RTX has one or nore virtual l|inks configured through the area,
it includes one of its site-local or global scope IPv6 interface
addresses in the LSA (if it hasn't already), setting the LA-bit in
the PrefixOptions field, and setting the PrefixLength to 128 and

the Metric to 0. This information will be used later in the

routing calculation so that the two ends of the virtual link can

di scover each other’s | Pv6 addresses.

The "# prefixes"” field is set to the nunmber of prefixes that the
router has copied into the LSA |f necessary, the list of prefixes
can be spread across multiple intra-area-prefix-LSAs in order to

keep the LSA size snall

For exanple, the intra-area-prefix-LSA originated by RT4 for Network
N3 (assuning that RT4 is N3's Designated Router), and the intra-
area-prefix-LSA originated into Area 1 by Router RT3 for its own
prefixes, are pictured bel ow.

; Intra-area-prefix-LSA
; for network link N3

LS age = 0 ;newly (re)originated
LS type = 0x2009 ;I ntra-area-prefix-LSA
Link State ID =5 ; or sonet hi ng

Advertising Router = 192.1.1.4 ;RT4's Router ID
# prefixes =1
Ref erenced LS type = 0x2002 ; network-LSA reference
Ref erenced Link State ID =1
Ref erenced Advertising Router = 192.1.1.4
S

PrefixLength = 56 ; N3 prefix
PrefixQptions = 0
Metric = O

Address Prefix = 5f00: 0000: c001: 0100 ; pad

; RT3’s Intra-area-prefix-LSA
; for its own prefixes

LS age = 0 ;newly (re)originated
LS type = 0x2009 ;I ntra-area-prefix-LSA
Link State ID = 177 ; or sonet hi ng

Advertising Router = 192.1.1.3 ;RT3 s Router ID
# prefixes = 1

Ref erenced LS type = 0x2001 ;router-LSA reference
Ref erenced Link State ID =0

Ref erenced Advertising Router = 192.1.1.3
PrefixLength = 56 ;Nd"s prefix
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PrefixQptions = 0
Metric = 2 ; Nd interface cost
Address Prefix = 5f00: 0000: c001: 0400 ; pad

VWhen network conditions change, it may be necessary for a router to
nove prefixes fromone intra-area-prefix-LSA to another. For exanple
if the router is Designated Router for a link but the link has no
other attached routers, the link's prefixes are advertised in an
intra-area-prefix-LSA referring to the Desighated Router’s router-
LSA. Wen additional routers appear on the link, a network-LSA is
originated for the link and the link’s prefixes are noved to an
intra-area-prefix-LSA referring to the network-LSA

Note that in the intra-area-prefix-LSA the "Referenced Advertising
Router” is always equal to the router that is originating the intra-
area-prefix-LSA (i.e., the LSA's Advertising Router). The reason that
the Referenced Advertising Router field appears is that, even though
it is currently redundant, it may not be in the future. W my
sonetine want to use the same LSA format to advertise address
prefixes for other protocol suites. In that event, the Designated
Rout er may not be running the other protocol suite, and so anot her of
the link’s routers may need to send out the prefix-LSA 1In that case,
"Ref erenced Advertising Router” and "Advertising Router” would be
different.

3.5. Flooding

Most of the flooding algorithmremins unchanged fromthe |Pv4

fl oodi ng mechani sms described in Section 13 of [Refl]. In particul ar
the processes for determ ning which LSA instance is newer (Section
13.1 of [Refl]), responding to updates of self-originated LSAs
(Section 13.4 of [Refl1l]), sending Link State Acknow edgnent packets
(Section 13.5 of [Ref1]), retransmitting LSAs (Section 13.6 of
[Ref1]) and receiving Link State Acknow edgment packets (Section 13.7
of [Refl]) are exactly the same for |1Pv6 and | Pv4.

However, the addition of flooding scope and handling options for

unr ecogni zed LSA types (see Section A 4.2.1) has caused sonme changes
in the OSPF flooding algorithm the reception of Link State Updates
(Section 13 in [Ref1]) and the sending of Link State Updates (Section
13.3 of [Refl]) must take into account the LSA's scope and U bit
setting. Also, installation of LSAs into the OSPF database (Section
13.2 of [Refl]) causes different events in |Pv6, due to the

reorgani zati on of LSA types and contents in | Pv6. These changes are
described in detail bel ow
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3.5.1. Receiving Link State Update packets

The encodi ng of flooding scope in the LS type and the need to process
unknown LS types causes nodifications to the processing of received
Link State Update packets. As in IPv4, each LSA in a received Link
State Update packet is exam ned. In |IPv4, eight steps are executed
for each LSA, as described in Section 13 of [Refl]. For IPv6, all the
steps are the sane, except that Steps 2 and 3 are nodified as
fol | ows:

(2) Exam ne the LSA's LS type. |If the LS type is
unknown, the area has been configured as a stub area,
and either the LSA's flooding scope is set to "AS
fl oodi ng scope" or the U-bit of the LS type is set to
1 (flood even when unrecogni zed), then discard the
LSA and get the next one fromthe Link State Update
Packet. This generalizes the |IPv4 behavior where AS-
external -LSAs are not flooded into/throughout stub
ar eas.

(3) Else if the flooding scope of the LSAis set to
"reserved", discard the LSA and get the next one from
the Link State Update Packet.

Steps 5b (sending Link State Update packets) and 5d (installing LSAs
inthe link state database) in Section 13 of [Refl] are al so sonewhat
different for IPv6, as described in Sections 3.5.2 and 3.5.3 bel ow.

3.5.2. Sending Link State Update packets

The sending of Link State Update packets is described in Section 13.3
of [Refl1l]. For I1Pv4 and | Pv6, the steps for sending a Link State
Updat e packet are the same (steps 1 through 5 of Section 13.3 in
[Ref1]). However, the list of eligible interfaces out which to flood
the LSAis different. For IPv6, the eligible interfaces are sel ected
based on the follow ng factors:

0 The LSA' s fl ooding scope.

o For LSAs with area or |ink-local flooding scoping, the particular
area or interface that the LSA is associated with

o Wiether the LSA has a recogni zed LS type.
o The setting of the Ubit in the LS type. If the Ubit is set to O,
unrecogni zed LS types are treated as having |link-local scope. If

set to 1, unrecognized LS types are stored and flooded as if they
were recogni zed
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Choosing the set of eligible interfaces then breaks into the
fol |l owi ng cases:

Case 1
The LSA's LS type is recognized. In this case, the set of eligible
interfaces is set depending on the floodi ng scope encoded in the
LS type. If the flooding scope is "AS floodi ng scope", the
eligible interfaces are all router interfaces excepting virtua
[inks. In addition, AS-external-LSAs are not flooded out
i nterfaces connecting to stub areas. If the fl ooding scope is
"area flooding scope", the set of eligible interfaces are those
interfaces connecting to the LSA's associated area. If the
fl oodi ng scope is "link-local flooding scope", then there is a
single eligible interface, the one connecting to the LSA s
associ ated link (which, when the LSA is received in a Link State
Updat e packet, is also the interface the LSA was received on).

Case 2
The LS type is unrecogni zed, and the U-bit in the LS Type is set
to O (treat the LSA as if it had Iink-1ocal flooding scope). In
this case there is a single eligible interface, nanely, the
i nterface on which the LSA was received.

Case 3
The LS type is unrecogni zed, and the U-bit in the LS Type is set
to 1 (store and flood the LSA as if type understood). In this
case, select the eligible interfaces based on the encoded fl ooding
scope as in Case 1 above. However, in this case interfaces
attached to stub areas are al ways excl uded.

A further decision nust sonetines be nade before adding an LSAto a
gi ven neighbor’s link-state retransm ssion list (Step 1d in Section
13.3 of [Refl1]). If the LS type is recognized by the router, but not
by the nei ghbor (as can be determ ned by exam ning the Options field
that the neighbor advertised in its Database Description packet) and
the LSA's U-bit is set to 0, then the LSA shoul d be added to the

nei ghbor’'s link-state retransmssion list if and only if that

nei ghbor is the Designated Router or Backup Designhated Router for the
attached link. The LS types described in detail by this meno, namely
router-LSAs (LS type 0x2001), network-LSAs (0x2002), Inter-Area-

Prefi x-LSAs (0x2003), Inter-Area-Router-LSAs (0x2004), AS-External-
LSAs (0x4005), Link-LSAs (0x0008) and Intra-Area-Prefix-LSAs (0x2009)
are assuned to be understood by all routers. However, as an exanple

t he group-nmenbershi p-LSA (0x2006) is understood only by MOSPF routers
and since it has its U-bit set to 0, it should only be forwarded to a
non- MOSPF nei ghbor (determ ned by exam ning the MC-bit in the

nei ghbor’ s Dat abase Descripti on packets’ Options field) when the

nei ghbor is Designated Router or Backup Designated Router for the
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attached i nk.

The previ ous paragraph solves a problemin |IPv4d OSPF extensions such
as MOSPF, which require that the Designated Router support the
extension in order to have the new LSA types fl ooded across broadcast
and NBVA networks (see Section 10.2 of [Ref8]).

3.5.3. Installing LSAs in the database

There are three separate places to store LSAs, depending on their

fl oodi ng scope. LSAs with AS fl ooding scope are stored in the gl oba
OSPF data structure (see Section 3.1) as long as their LS type is
known or their U-bit is 1. LSAs with area flooding scope are stored
in the appropriate area data structure (see Section 3.1.1) as long as
their LS type is known or their Ubit is 1. LSAs with |ink-1oca

fl oodi ng scope, and those LSAs with unknown LS type and U-bit set to
O (treat the LSA as if it had link-local flooding scope) are stored
in the appropriate interface structure.

When storing the LSA into the |ink-state database, a check must be
made to see whether the LSA's contents have changed. Changes in
contents are indicated exactly as in Section 13.2 of [Refl1l]. When an
LSA's contents have been changed, the follow ng parts of the routing
tabl e nust be recal cul ated, based on the LSA's LS type:

Rout er - LSAs, Network-LSAs, Intra-Area-Prefix-LSAs and Li nk-LSAs
The entire routing table is recalculated, starting with the
shortest path cal cul ation for each area (see Section 3.8).

Inter-Area-Prefix-LSAs and | nter-Area-Router-LSAs
The best route to the destination described by the LSA nust be
recal cul ated (see Section 16.5 in [Refl1]). |If this destination is
an AS boundary router, it may al so be necessary to re-exan ne al
t he AS-external - LSAs.

AS- ext er nal - LSAs
The best route to the destination described by the AS-external -LSA
must be recal cul ated (see Section 16.6 in [Ref1]).

As in IPv4, any old instance of the LSA must be renpved fromthe

dat abase when the new LSA is installed. This old instance nmust al so
be renpbved fromall neighbors’ Link state retransm ssion |ists.
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3.

3.

3.

6. Definition of self-originated LSAs

In IPv6 the definition of a self-originated LSA has been sinplified
fromthe I Pv4 definition appearing in Sections 13.4 and 14.1 of
[Refl]. For IPv6, self-originated LSAs are those LSAs whose
Advertising Router is equal to the router’s own Router ID.

7. Virtual |inks

OSPF virtual links for I1Pv4 are described in Section 15 of [Refl1].
Virtual links are the sane in IPv6, with the foll owi ng exceptions:

0 LSAs having AS fl oodi ng scope are never flooded over virtua
adj acencies, nor are LSAs with AS floodi ng scope sunmari zed over
virtual adjacencies during the Database Exchange process. This is
a generalization of the |IPv4d treatment of AS-external -LSAs.

0 The IPv6 interface address of a virtual link must be an | Pv6
address having site-local or global scope, instead of the |ink-
| ocal addresses used by other interface types. This address is
used as the I Pv6 source for OSPF protocol packets sent over the
virtual |ink.

o Likewi se, the virtual neighbor’s IPv6 address is an | Pv6 address
with site-local or global scope. To enable the discovery of a
virtual neighbor’s |IPv6 address during the routing cal culation
t he nei ghbor advertises its virtual link’s | Pv6 interface address
in an Intra-Area-Prefix-LSA originated for the virtual link' s
transit area (see Sections 3.4.3.7 and 3.8.1).

o Like all other IPv6 OSPF interfaces, virtual |inks are assigned
unique (within the router) Interface I Ds. These are advertised in
Hel | os sent over the virtual link, and in the router’s router-
LSAs.

8. Routing table calculation

The 1 Pv6 OSPF routing cal cul ati on proceeds along the sane |ines as
the 1 Pv4 OSPF routing calculation, following the five steps specified
by Section 16 of [Refl1]. High level differences between the | Pv6 and
| Pv4 cal cul ati ons incl ude:

o Prefix informati on has been renmoved fromrouter-LSAs, and now is
advertised in intra-area-prefix-LSAs. Wenever [Refl] specifies
that stub networks within router-LSAs be exam ned, |Pv6 wll
i nstead exami ne prefixes within intra-area-prefix-LSAs.
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o Type 3 and 4 summary-LSAs have been renaned inter-area-prefix-LSAs
and inter-area-router-LSAs (respectively).

0 Addressing information is no | onger encoded in Link State |IDs, and
must instead be found within the body of LSAs.

o In IPv6, a router can originate nultiple router-LSAs within a
singl e area, distinguished by Link State ID. These router-LSAs
must be treated as a single aggregate by the area’s shortest path
cal cul ation (see Section 3.8.1).

For each area, routing table entries have been created for the area’s
routers and transit links, in order to store the results of the
area’'s shortest-path tree calculation (see Section 3.8.1). These
entries are then used when processing intra-area-prefix-LSAs, inter-
area-prefix-LSAs and inter-area-router-LSAs, as described in Section
3.8.2.

Events generated as a result of routing table changes (Section 16.7
of [Refl1]), and the equal-cost nultipath |logic (Section 16.8 of
[Refl]) are identical for both IPv4 and | Pv6.

3.8.1. Calculating the shortest path tree for an area

The 1 Pv4 shortest path calculation is contained in Section 16.1 of
[Ref1]. The graph used by the shortest-path tree calculation is
identical for both IPv4 and | Pv6. The graph’s vertices are routers
and transit |links, represented by router-LSAs and networ k- LSAs
respectively. Arouter is identified by its OSPF Router ID, while a
transit link is identified by its Designated Router’'s Interface ID
and OSPF Router ID. Both routers and transit |inks have associ ated
routing table entries within the area (see Section 3.3).

Section 16.1 of [Refl] splits up the shortest path cal culations into
two stages. First the Dijkstra calculation is performed, and then the
stub links are added onto the tree as |eaves. The | Pv6 cal cul ation
maintains this split.

The Dijkstra calculation for IPv6 is identical to that specified for
IPv4, with the foll ow ng exceptions (referencing the steps fromthe
Dijkstra calculation as described in Section 16.1 of [Refl]):

o The Vertex IDfor a router is the OSPF Router ID. The Vertex ID

for a transit network is a conbination of the Interface I D and
OSPF Router ID of the network’s Designated Router.

Coltun, et al. St andards Track [ Page 40]



RFC 2740 OSPF for |Pv6 Decenber 1999

o In Step 2, when a router Vertex V has just been added to the
shortest path tree, there may be multiple LSAs associated with the
router. All Router-LSAs with Advertising Router set to V' s OSPF
Router I D nust processed as an aggregate, treating them as
fragments of a single large router-LSA. The Options field and the
router type bits (bits W V, E and B) shoul d al ways be taken from
"fragment” with the snmallest Link State ID.

0o Step 2a is not needed in IPv6, as there are no |onger stub network
links in router-LSAs.

o In Step 2b, if Wis a router, there may again be nmultiple LSAs
associated with the router. Al Router-LSAs with Advertising
Router set to Ws OSPF Router |D nmust processed as an aggregate,
treating themas fragnents of a single |arge router-LSA.

o In Step 4, there are now per-area routing table entries for each
of an area’s routers, instead of just the area border routers.
These entries subsune all the functionality of |Pv4’'s area border
router routing table entries, including the nmaintenance of virtua
links. Wen the router added to the area routing table in this
step is the other end of a virtual link, the virtual neighbor’s IP
address is set as follows: The collection of intra-area-prefix-
LSAs originated by the virtual neighbor is exam ned, with the
virtual neighbor’s |IP address being set to the first prefix
encountered having the "LA-bit" set.

o Routing table entries for transit networks, which are no | onger
associated with I P networks, are also nodified in Step 4.

The next stage of the shortest path calculation proceeds sinmlarly to
the two steps of the second stage of Section 16.1 in [Refl]. However,
i nstead of exanmining the stub links within router-LSAs, the |ist of
the area’s intra-area-prefix-LSAs is exam ned. A prefix advertisenent
whose "NU-bit" is set should not be included in the routing

cal cul ati on. The cost of any advertised prefix is the sumof the
prefix’ advertised netric plus the cost to the transit vertex (either
router or transit network) identified by intra-area-prefix-LSA' s

Ref erenced LS type, Referenced Link State | D and Referenced
Advertising Router fields. This latter cost is stored in the transit
vertex’ routing table entry for the area.

3.8.1.1. The next hop calculation
In I Pv6, the calculation of the next hop’s |IPv6 address (which will
be a link-l1ocal address) proceeds along the same lines as the |Pv4

next hop cal culation (see Section 16.1.1 of [Ref1]). The only
difference is in calculating the next hop | Pv6 address for a router
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(call it Router X) which shares a link with the calculating router.
In this case the calculating router assigns the next hop | Pv6 address
to be the link-local interface address contained in Router X s Link-
LSA (see Section A . 4.8) for the link. This procedure is necessary
since on sone |inks, such as NBMA |inks, the two routers need not be
nei ghbors, and therefore m ght not be exchangi ng OSPF Hel | os.

3.8.2. Calculating the inter-area routes

Cal cul ation of inter-area routes for | Pv6 proceeds al ong the same
lines as the I Pv4 calculation in Section 16.2 of [Refl], with the
foll owi ng nodi fications:

o The nanes of the Type 3 summary-LSAs and Type 4 summary-LSAs have
been changed to inter-area-prefix-LSAs and inter-area-router-LSAs
respectively.

o The Link State ID of the above LSA types no | onger encodes the
network or router described by the LSA. Instead, an address
prefix is contained in the body of an inter-area-prefix-LSA and a
described router’'s OSPF Router IDis carried in the body of an
i nter-area- router-LSA

o Prefixes having the "NU-bit" set in their Prefix Options field
shoul d be ignored by the inter-area route cal cul ation

When a single inter-area-prefix-LSA or inter-area-router-LSA has
changed, the incremental calculations outlined in Section 16.5 of
[Ref1] can be perfornmed instead of recalculating the entire routing
t abl e.

3.8.3. Examining transit areas’ summary-LSAs

Exam nation of transit areas’ summary-LSAs in |Pv6 proceeds al ong the
same lines as the I Pv4 calculation in Section 16.3 of [Ref1],
nodified in the sane way as the IPv6 inter-area route calculation in
Section 3.8. 2.

3.8.4. Calculating AS external routes
The 1 Pv6 AS external route cal cul ation proceeds al ong the sane |ines
as the I1Pv4 calculation in Section 16.4 of [Refl], with the follow ng
exceptions:
o The Link State I D of the AS-external -LSA types no | onger encodes

the network described by the LSA. Instead, an address prefix is
contained in the body of an AS- external -LSA
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The default route is described by AS-external-LSAs which advertise
zero length prefixes.

I nstead of conparing the AS-external -LSA s Forwardi ng address
field to 0.0.0.0 to see whether a forwardi ng address has been
used, bit F of the external-LSA is exam ned. A forwardi ng address
isinuse if and only if bit Fis set.

Prefixes having the "NU-bit" set in their Prefix Options field
shoul d be ignored by the inter-area route cal cul ation.

When a single AS-external -LSA has changed, the increnenta
calculations outlined in Section 16.6 of [Refl] can be perforned
i nstead of recalculating the entire routing table.

3.9.

Multiple interfaces to a single link

In OSPF for IPv6, a router may have multiple interfaces to a single
link. Al interfaces are involved in the reception and transni ssion
of data traffic, however only a single interface sends and receives
OSPF control traffic. In nore detail

o

Each of the multiple interfaces are assigned different Interface
IDs. In this way the router can autonatically detect when
nmultiple interfaces attach to the sane |ink, when receiving Hellos
fromits own Router ID but with an Interface ID other than the
receiving interface’s.

The router turns off the sending and receiving of OSPF packets
(that is, control traffic) on all but one of the interfaces to the
l'ink. The choice of interface to send and receive control traffic
is inmplenentation dependent; as one exanple, the interface with
the highest Interface ID could be chosen. |If the router is
elected DR, it will be this interface’'s Interface ID that will be
used as the network-LSA's Link State ID.

Al the nultiple interfaces to the link will however appear in the
router-LSA. In addition, a Link-LSA will be generated for each of
the multiple interfaces. In this way, all interfaces will be

included in OSPF' s routing cal cul ations.

If the interface which is responsible for sending and receiving
control traffic fails, another will have to take over, reformng
all neighbor adjacencies fromscratch. This failure can be
detected by the router itself, when the other interfaces to the
same link cease to hear the router’s own Hell os.
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A. OSPF data formats

Thi s appendi x describes the format of OSPF protocol packets and OSPF
LSAs. The OSPF protocol runs directly over the | Pv6 network |ayer.
Bef ore any data formats are described, the details of the OSPF
encapsul ati on are expl ai ned.

Next the OSPF Options field is described. This field describes

various capabilities that may or may not be supported by pieces of
the OSPF routing domain. The OSPF Options field is contained in OSPF
Hel | o packets, Database Description packets and in OSPF LSAs.

OSPF packet formats are detailed in Section A 3.

A description of OSPF LSAs appears in Section A 4. This section
descri bes how | Pv6 address prefixes are represented wthin LSAs,
details the standard LSA header, and then provides formats for each
of the specific LSA types.

A. 1 Encapsul ati on of OSPF packets

OSPF runs directly over the I1Pv6’s network | ayer. OSPF packets are
therefore encapsul ated solely by IPv6 and | ocal data-Ilink headers.

OSPF does not define a way to fragnment its protocol packets, and
depends on | Pv6 fragnentati on when transmitting packets |arger than
the link MIU. If necessary, the I ength of OSPF packets can be up to
65, 535 bytes. The OSPF packet types that are likely to be |arge
(Dat abase Description Packets, Link State Request, Link State Update,
and Link State Acknow edgnent packets) can usually be split into
several separate protocol packets, wi thout [oss of functionality.
This is recommended; |Pv6 fragnentati on should be avoi ded whenever
possi ble. Using this reasoning, an attenpt should be made to limt
the sizes of OSPF packets sent over virtual links to 1280 bytes

unl ess Path MIU Di scovery is being perforned [Ref14].

The other inportant features of OSPF s |Pv6 encapsul ati on are:

o] Use of IPv6 multicast. Some OSPF nessages are multicast, when
sent over broadcast networks. Two distinct IP nulticast
addresses are used. Packets sent to these nulticast addresses
shoul d never be forwarded; they are neant to travel a single hop
only. As such, the multicast addresses have been chosen with

i nk-1ocal scope, and packets sent to these addresses shoul d have

their I1Pv6 Hop Limt set to 1
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Al'l SPFRout er s
This multicast address has been assigned the value FF02::5. Al
routers runni ng OSPF shoul d be prepared to receive packets sent to
this address. Hello packets are always sent to this destination.
Al so, certain OSPF protocol packets are sent to this address
during the floodi ng procedure.

Al | DRout er s
This multicast address has been assigned the value FF02::6. Both
the Designated Router and Backup Designated Router mnust be
prepared to receive packets destined to this address. Certain
OSPF protocol packets are sent to this address during the flooding
pr ocedure.

o OSPF is |IP protocol 89. This nunber should be inserted in the
Next Header field of the encapsul ating | Pv6 header

A.2 The Options field

The 24-bit OSPF Options field is present in OSPF Hell o packets,

Dat abase Description packets and certain LSAs (router-LSAs, network-
LSAs, inter-area-router-LSAs and |ink-LSAs). The Options field
enabl es OSPF routers to support (or not support) optiona
capabilities, and to conmunicate their capability level to other OSPF
routers. Through this nechanismrouters of differing capabilities
can be mxed within an OSPF routing domain

An option msmatch between routers can cause a variety of behaviors,
dependi ng on the particular option. Sone option m smatches prevent
nei ghbor relationships fromfornmng (e.g., the E-bit below); these

m smat ches are di scovered through the sending and receiving of Hello
packets. Some option m smatches prevent particular LSA types from
bei ng fl ooded across adjacencies (e.g., the MC-bit below); these are
di scovered through the sending and receiving of Database Description
packets. Some option m smatches prevent routers from being included
in one or nore of the various routing cal cul ati ons because of their
reduced functionality (again the MC-bit is an exanple); these

m smat ches are di scovered by exam ni ng LSAs.

Six bits of the OSPF Options field have been assigned. Each bit is
descri bed briefly bel ow. Routers should reset (i.e. clear)
unrecogni zed bits in the Options field when sending Hell o packets or
Dat abase Description packets and when originating LSAs. Conversely,
routers encountering unrecogni zed Option bits in received Hello
Packet s, Database Description packets or LSAs should ignore the
capability and process the packet/LSA normally.
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The Options field

V6- bi t
If this bit is clear, the router/link should be excluded from| Pv6
routing cal cul ati ons. See Section 3.8 of this nmenp.

E-bit
This bit describes the way AS-external -LSAs are fl ooded, as
described in Sections 3.6, 9.5, 10.8 and 12.1.2 of [Refl].

MC- bi t
This bit describes whether IP nulticast datagranms are forwarded
according to the specifications in [Ref7].

N- bi t
This bit describes the handling of Type-7 LSAs, as specified in
[ Ref 8] .
R- bit
This bit (the ‘Router’ bit) indicates whether the originator is an
active router. |If the router bit is clear routes which transit the

advertising node cannot be conputed. Clearing the router bit would
be appropriate for a nmulti-homed host that wants to participate in
routing, but does not want to forward non-locally addressed
packets.

DC- bi t
This bit describes the router’s handling of demand circuits, as
specified in [Ref10].

A. 3 OSPF Packet Formats

There are five distinct OSPF packet types. All OSPF packet types
begin with a standard 16 byte header. This header is described
first. Each packet type is then described in a succeeding section
In these sections each packet’s division into fields is displayed,
and then the field definitions are enunerated.

Al'l OSPF packet types (other than the OSPF Hell o packets) deal with
lists of LSAs. For exanple, Link State Update packets inplenent the
fl oodi ng of LSAs throughout the OSPF routing domain. The format of
LSAs is described in Section A 4.
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The recei ve processing of OSPF packets is detailed in Section 3.2
The sendi ng of OSPF packets is explained in Section 3.2. 1.

A. 3.1 The OSPF packet header

Every OSPF packet starts with a standard 16 byte header. Together
with the encapsul ating | Pv6 headers, the OSPF header contains al
i nformati on necessary to determ ne whet her the packet shoul d be

accepted for further processing. This deternination is described

Section 3.2.2 of this menp.

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S

| Version # | Type | Packet |ength

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Router ID |
B T s i I S e i S i i S S e S
| Area ID |
s S S i I S R R e h T Tk e S S S o T S
| Checksum | Instance ID | 0

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

Version #
The OSPF version nunber. This specification docunents versio
of the OSPF protocol

Type

1999

. 2.

t he

n 3

The OSPF packet types are as follows. See Sections A 3.2 through

A 3.6 for details.

Type Descri ption

1 Hel | o

2 Dat abase Descri ption

3 Li nk State Request

4 Link State Update

5 Li nk State Acknow edgnent

Packet | ength
The I ength of the OSPF protocol packet in bytes. This |length
i ncl udes the standard OSPF header

Router ID
The Router ID of the packet’s source.
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Area | D
A 32 bit nunber identifying the area that this packet bel ongs to.
Al'l OSPF packets are associated with a single area. Mst trave
a single hop only. Packets travelling over a virtual link are
| abell ed with the backbone Area ID of O.

Checksum
OSPF uses the standard checksum cal cul ation for |Pv6
applications: The 16-bit one’'s conpl ement of the one’'s conpl enent
sum of the entire contents of the packet, starting with the OSPF
packet header, and prepending a "pseudo-header” of |Pv6 header
fields, as specified in [Refl14, section 8.1]. The "Upper- Layer
Packet Length" in the pseudo-header is set to value of the OSPF
packet header’s length field. The Next Header value used in the
pseudo- header is 89. If the packet’s length is not an integra
nunber of 16-bit words, the packet is padded with a byte of zero
bef ore checksumm ng. Before conputing the checksum the checksum
field in the OSPF packet header is set to O.

Instance ID
Enabl es nultiple instances of OSPF to be run over a single link
Each protocol instance would be assigned a separate Instance |ID
the Instance ID has local |ink significance only. Received
packets whose Instance IDis not equal to the receiving
interface’s Instance |ID are discarded.

0 These fields are reserved. They must be O.
A. 3.2 The Hel |l o packet

Hel | o packets are OSPF packet type 1. These packets are sent
periodically on all interfaces (including virtual links) in order to
establish and mai ntai n neighbor relationships. |In addition, Hello
Packets are multicast on those |inks having a multicast or broadcast
capability, enabling dynam c di scovery of neighboring routers.

Al routers connected to a common |ink nmust agree on certain
paraneters (Hellolnterval and RouterDeadlnterval). These paraneters
are included in Hello packets, so that differences can inhibit the
form ng of neighbor relationships. The Hell o packet al so contains
fields used in Designated Router election (Designated Router |ID and
Backup Designated Router ID), and fields used to detect bi-
directionality (the Router IDs of all neighbors whose Hell os have
been recently received).
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0 1 2 3

01234567890123456789012345678901
T T R i e e e e o S e SRR R
| 3 | 1 | Packet |ength |
B s i S i I i S S S i i
| Router 1D |
e s S i e S e e  t ik ok S R SR S S
| Area ID |
T Lk R e T e i ik i Sl TR R o
| Checksum | Instance ID | 0 |
B s i S i I i S S S i i
| Interface ID |
e s S i e S e e  t ik ok S R SR S S

| Rtr Pri | Options |
e  E C ke e T e e b ik i T S R
| Hel | ol nt erval | Rout er Deadl nt er val |

B s i S i I i S S S i i
| Desi gnated Router |ID |
e b i T T e T S s S R S e T O i i Tk i RIS S S
| Backup Designated Router ID |
R T i T e e i T S L e e e i T St R S S S S s e I S R
| Nei ghbor 1D |
B s i S i I i S S S i i

Interface 1D
32-bit nunber uniquely identifying this interface anong the
collection of this router’s interfaces. For exanple, in some

i npl enentations it nmay be possible to use the MB-11 |flndex
([Ref3]).

Rtr Pri
This router’s Router Priority. Used in (Backup) Designated
Router election. |If set to O, the router will be ineligible to
becorme (Backup) Designated Router.

Opt i ons

The optional capabilities supported by the router, as docunented
in Section A 2.

Hel | ol nt erval
The nunber of seconds between this router’s Hello packets.

Rout er Deadl nt er val
The nunber of seconds before declaring a silent router down.
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Desi gnated Router ID
The identity of the Designated Router for this network, in the
view of the sending router. The Designated Router is identified
by its Router ID. Set to 0.0.0.0 if there is no Designated
Rout er .

Backup Designated Router ID
The identity of the Backup Designhated Router for this network, in
the view of the sending router. The Backup Designated Router is
identified by its IP Router ID. Set to 0.0.0.0 if there is no
Backup Desi gnated Router.

Nei ghbor D
The Router |Ds of each router fromwhomvalid Hell o packets have
been seen recently on the network. Recently nmeans in the |ast
Rout er Deadl nt erval seconds.

A. 3.3 The Dat abase Descri ption packet

Dat abase Description packets are OSPF packet type 2. These packets
are exchanged when an adjacency is being initialized. They describe
the contents of the link-state database. Miltiple packets may be
used to describe the database. For this purpose a poll-response
procedure is used. One of the routers is designated to be the
nmaster, the other the slave. The naster sends Database Description
packets (polls) which are acknow edged by Dat abase Description
packets sent by the slave (responses). The responses are linked to
the polls via the packets’ DD sequence numnbers.
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| 3 | 2 | Packet | ength

B s i S i I i S S S i i
| Router 1D |
e s S i e S e e  t ik ok S R SR S S
| Area ID

T Lk R e T e i ik i Sl TR R o
| Checksum | Instance ID | 0

B i T S T T i I i i S I e
| 0 | Opt i ons |
S e L o i T ki R S S S
| Interface MIu | 0 | 0] O] O] O|O] | M MS
T o R e e e e T ok NI S R S

| DD sequence number

B i T S T T i I i i S I e

+_ -

|
-+

|
+- An LSA Header

+-
|
+-
|

T T T S S i S S S it S S S S S A

The format of the Database Description packet is very simlar to both
the Link State Request and Link State Acknow edgnment packets. The
main part of all three is a list of items, each itemdescribing a

pi ece of the |ink-state database. The sendi ng of Database
Description Packets is documented in Section 10.8 of [Refl]. The
recepti on of Database Description packets is docunented in Section
10.6 of [Refl].

Opt i ons
The optional capabilities supported by the router, as docunented
in Section A 2.

+
+
|
+
|
+
|
+
|
+
|
+
|
+

Interface MU
The size in bytes of the largest | Pv6 datagramthat can be sent
out the associ ated interface, without fragnmentation. The MIUs
of common Internet link types can be found in Table 7-1 of
[Ref12]. Interface MIU should be set to O in Database Description
packets sent over virtual I|inks.
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| -bit
The Init bit. Wen set to 1, this packet is the first in the
sequence of Database Description Packets.

M bi t
The More bit. Wien set to 1, it indicates that nore Database
Description Packets are to foll ow.

MS- bi t
The Master/Slave bit. Wen set to 1, it indicates that the router
is the master during the Database Exchange process. O herw se,
the router is the sl ave.

DD sequence numnber
Used to sequence the collection of Database Description Packets.
The initial value (indicated by the Init bit being set) should be
uni que. The DD sequence nunber then increments until the conplete
dat abase description has been sent.

The rest of the packet consists of a (possibly partial) list of the
i nk-state database’s pieces. Each LSA in the database is described
by its LSA header. The LSA header is docunented in Section
A.4.1. It contains all the information required to uniquely identify
both the LSA and the LSA's current instance.

A. 3.4 The Link State Request packet

Li nk State Request packets are OSPF packet type 3. After exchanging
Dat abase Description packets with a neighboring router, a router nay
find that parts of its link-state database are out-of-date. The Link
State Request packet is used to request the pieces of the neighbor’s
dat abase that are nore up-to-date. Miltiple Link State Request
packets may need to be used.

A router that sends a Link State Request packet has in mnd the
preci se instance of the database pieces it is requesting. Each
instance is defined by its LS sequence nunber, LS checksum and LS
age, although these fields are not specified in the Link State
Request Packet itself. The router nay receive even nore recent

i nstances in response.

The sending of Link State Request packets is docunmented in Section

10.9 of [Refl]. The reception of Link State Request packets is
documented in Section 10.7 of [Refl].
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| 3 | 3 | Packet | ength

B s i S i I i S S S i i
| Router 1D |
e s S i e S e e  t ik ok S R SR S S
| Area ID

T Lk R e T e i ik i Sl TR R o
| Checksum | Instance ID | 0 |
B s i S i I i S S S i i
| 0 | LS type |
i e S i i S T Sl e Sk i N e
| Link State ID |
T Lk R e T e i ik i Sl TR R o
| Adverti sing Router

B s i S i I i S S S i i

Each LSA requested is specified by its LS type, Link State ID, and
Advertising Router. This uniquely identifies the LSA but not its
i nstance. Link State Request packets are understood to be requests
for the nost recent instance (whatever that m ght be).

A. 3.5 The Link State Update packet

Li nk State Update packets are OSPF packet type 4. These packets
i mpl enent the flooding of LSAs. Each Link State Update packet
carries a collection of LSAs one hop further fromtheir origin
Several LSAs may be included in a single packet.

Li nk State Update packets are multicast on those physical networks
that support nulticast/broadcast. |In order to nake the fl ooding
procedure reliable, flooded LSAs are acknow edged in Link State
Acknowl edgrment packets. |If retransm ssion of certain LSAs is
necessary, the retransmtted LSAs are always carried by unicast Link
State Update packets. For nore information on the reliable flooding
of LSAs, consult Section 3.5.
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| 3 | 4 | Packet | ength |
B s i S i I i S S S i i
| Router 1D |
e s S i e S e e  t ik ok S R SR S S
| Area ID |
T Lk R e T e i ik i Sl TR R o
| Checksum | Instance ID | 0 |
B s i S i I i S S S i i
| # LSAs |
e s S i e S e e  t ik ok S R SR S S
L. .
| LSAs

+- +-

# LSAs
The nunber of LSAs included in this update.

+— +—

The body of the Link State Update packet consists of a |list of LSAs.
Each LSA begins with a comobn 20 byte header, described in Section
A 4.2. Detailed formats of the different types of LSAs are descri bed
in Section A 4.

A. 3.6 The Link State Acknow edgnent packet

Li nk State Acknow edgnent Packets are OSPF packet type 5. To nake
the flooding of LSAs reliable, flooded LSAs are explicitly

acknow edged. This acknow edgnent is acconplished through the

sendi ng and receiving of Link State Acknow edgnent packets. The
sendi ng of Link State Acknow edgement packets is docunented in
Section 13.5 of [Refl]. The reception of Link State Acknow edgenent
packets is docunented in Section 13.7 of [Refl].

Mul tiple LSAs can be acknowl edged in a single Link State

Acknowl edgrment packet. Depending on the state of the sending
interface and the sender of the corresponding Link State Update
packet, a Link State Acknow edgnent packet is sent either to the
mul ticast address Al |l SPFRouters, to the nulticast address

Al |l DRouters, or as a unicast (see Section 13.5 of [Refl] for
details).

The format of this packet is simlar to that of the Data Description
packet. The body of both packets is sinply a list of LSA headers.
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| 3 | 5 | Packet |ength

B s i S i I i S S S i i
| Router 1D |
e s S i e S e e  t ik ok S R SR S S
| Area ID |
T Lk R e T e i ik i Sl TR R o
| Checksum | Instance ID | 0 |
B s i S i I i S S S i i

|
+- -+
| |
+- An LSA Header -+
| |
+- -+
| |
+- -+
| |
R Rt i i i i e T I I S S S R i e S R e e i s o

| - |
Each acknow edged LSA is described by its LSA header. The LSA header

is docunented in Section A 4.2. It contains all the information
required to uniquely identify both the LSA and the LSA' s current
i nst ance.

A .4 LSA fornmats

This meno defines seven distinct types of LSAs. Each LSA begins with
a standard 20 byte LSA header. This header is explained in Section
A.4.2. Succeeding sections then diagramthe separate LSA types.

Each LSA describes a piece of the OSPF routing domain. Every router
originates a router-LSA. A network-LSA is advertised for each |ink by
its Designated Router. A router’s |link-local addresses are advertised
to its neighbors in link-LSAs. |Pv6 prefixes are advertised in
intra-area-prefix-LSAs, inter-area-prefix-LSAs and AS-external - LSAs.
Location of specific routers can be adverti sed across area boundaries
ininter-area-router-LSAs. Al LSAs are then fl ooded throughout the
OSPF routing domain. The flooding algorithmis reliable, ensuring
that all routers have the sanme collection of LSAs. (See Section 3.5
for nmore information concerning the flooding algorithn). This

col lection of LSAs is called the link-state database.
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Fromthe link state database, each router constructs a shortest path
tree with itself as root. This yields a routing table (see Section

11 of [Refl1]). For the details of the routing table build process,

see Section 3.8.

A 4.1 IPv6 Prefix Representation

| Pv6 addresses are bit strings of Iength 128. |1Pv6 routing

al gorithms, and OSPF for IPv6 in particular, advertise |Pv6 address
prefixes. | Pv6 address prefixes are bit strings whose | ength ranges
between 0 and 128 bits (inclusive).

Wthin OSPF, |Pv6 address prefixes are always represented by a

conbi nation of three fields: PrefixLength, PrefixOptions, and Address
Prefix. PrefixLength is the length in bits of the prefix.
PrefixOptions is an 8-bit field describing various capabilities
associated with the prefix (see Section A 4.2). Address Prefix is an
encoding of the prefix itself as an even nultiple of 32-bit words,
padding with zero bits as necessary; this encodi ng consunes
(PrefixLength + 31) / 32) 32-bit words.

The default route is represented by a prefix of length O.

Exanmpl es of IPv6 Prefix representation in OSPF can be found in
Sections A 4.5, A 4.7, A 4.8 and A 4.9.

A 4.1.1 Prefix Options

Each prefix is advertised along with an 8-bit field of capabilities.
These serve as input to the various routing cal cul ati ons, allow ng,
for exanple, certain prefixes to be ignored in some cases, or to be
mar ked as not readvertisable in others.

0 1 2 3 4 5 6 7
ey
| 1 | | PIMJLAINY
o A

The Prefix Options field
NU- bi t
The "no unicast"” capability bit. If set, the prefix should be

excluded from | Pv6 unicast cal cul ations, otherwise it should be
i ncl uded.
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LA- bi t
The "l ocal address" capability bit. If set, the prefix is actually
an | Pv6 interface address of the advertising router.

MC- bi t
The "multicast" capability bit. If set, the prefix should be
included in IPv6 multicast routing calculations, otherwise it
shoul d be excl uded.

P-bi t
The "propagate” bit. Set on NSSA area prefixes that shoul d be
readvertised at the NSSA area border.

A. 4.2 The LSA header

Al LSAs begin with a conmon 20 byte header. This header contains
enough information to uniquely identify the LSA (LS type, Link State
I D, and Advertising Router). Miltiple instances of the LSA nmay exi st
in the routing domain at the sane tine. It is then necessary to

det erm ne which instance is nore recent. This is acconplished by
exam ni ng the LS age, LS sequence number and LS checksum fiel ds that
are also contained in the LSA header.

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| LS age | LS type |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Link State 1D |
B T s i I S e i S i i S S e S

| Adverti sing Router
s S S i I S R R e h T Tk e S S S o T S
| LS sequence numnber
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| LS checksum |  ength |
B T s i I S e i S i i S S e S

LS age
The tine in seconds since the LSA was ori gi nat ed.

LS type
The LS type field indicates the function perfornmed by the LSA
The high-order three bits of LS type encode generic properties of
the LSA, while the remainder (called LSA function code) indicate
the LSA' s specific functionality. See Section A 4.2.1 for a
detail ed description of LS type.
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Link State ID
Together with LS type and Advertising Router, uniquely identifies
the LSA in the link-state database.

Adverti sing Router
The Router ID of the router that originated the LSA. For exanpl e,
in network-LSAs this field is equal to the Router ID of the
networ k’ s Desi ghat ed Router.

LS sequence number
Detects old or duplicate LSAs. Successive instances of an LSA are
gi ven successive LS sequence nunbers. See Section 12.1.6 in
[Refl] for nore details.

LS checksum
The Fl etcher checksum of the conplete contents of the LSA,
i ncluding the LSA header but excluding the LS age field. See
Section 12.1.7 in [Refl] for nore details.

| engt h
The length in bytes of the LSA. This includes the 20 byte LSA
header .

A 4.2.1 LS type

The LS type field indicates the function performed by the LSA. The
hi gh-order three bits of LS type encode generic properties of the
LSA, while the remai nder (called LSA function code) indicate the
LSA's specific functionality. The format of the LS type is as
fol | ows:

01 2 3 456 7 8 9 01 2 3 45
k. I T R e e E ok S ST R S
| U | S2] S1] LSA Function Code
T T T i (I gy S

The U bit indicates how the LSA should be handl ed by a router which
does not recognize the LSA's function code. |Its values are:

U bi t LSA Handl i ng

0 Treat the LSA as if it had |ink-local flooding scope
1 Store and flood the LSA, as if type understood

Coltun, et al. St andards Track [ Page 60]



RFC 2740 OSPF for |Pv6 Decenber 1999

The S1 and S2 bits indicate the fl ooding scope of the LSA. The val ues
are:

S2 S1 Fl oodi ng Scope

0 Li nk- Local Scoping. Flooded only on link it is originated on
1 Area Scoping. Flooded to all routers in the originating area
0 AS Scoping. Flooded to all routers in the AS

1 Reserved

The LSA function codes are defined as follows. The origination and
processi ng of these LSA function codes are defined el sewhere in this
neno, except for the group-nenbership-LSA (see [Ref7]) and the Type-
7-LSA (see [Ref8]). Each LSA function code also inplies a specific
setting for the U Sl and S2 bits, as shown bel ow

LSA function code LS Type Descri ption

0x2001 Rout er - LSA
0x2002 Net wor k- LSA
0x2003 I nter-Area-Prefix-LSA
0x2004 I nt er - Area- Rout er - LSA

0x4005 AS- Ext er nal - LSA
0x2006 G oup- nmenber shi p- LSA
0x2007 Type- 7- LSA

0x0008 Li nk- LSA

0x2009 Intra-Area-Prefix-LSA

OCO~NOUITA,WNE

A. 4.3 Router-LSAs

Rout er- LSAs have LS type equal to 0x2001. Each router in an area
ori gi nates one or nore router-LSAs. The conpl ete coll ection of
router-LSAs originated by the router describe the state and cost of
the router’s interfaces to the area. For details concerning the
construction of router-LSAs, see Section 3.4.3.1. Router-LSAs are
fl ooded throughout a single area only.
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01234567890123456789012345678901
T T R i e e e e o S e SRR R

| LS age | 0] O] 1] 1

B s i S i I i S S S i i
| Link State ID |
e s S i e S e e  t ik ok S R SR S S
| Adverti sing Router

T e  h E kR el T o e e T i R R S s
| LS sequence number

B s i S i I i S S S i i
| LS checksum | | engt h |
e i s i e e e e s th s S R SR S
| 0 |WV g B Opti ons

el o o i T e s e S T R e T
| Type | 0 | Metric

B s i S i I i S S S i i
| Interface ID

e s S i e S e e  t ik ok S R SR S S
| Nei ghbor Interface ID

T L R e T S S i i i ol SR R
| Nei ghbor Router 1D

B s i S i I i S S S i i
L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
| Type 0 | Metric

Lk e i e o e i S SR R R S
| Interface ID

B s i S i I i S S S i i
| Nei ghbor Interface ID

e i S i e e e o T e R S S
| Nei ghbor Router ID

T Lk e el T R ks i S R R

A single router nmay originate one or nore Router LSAs, distinguished
by their Link-State IDs (which are chosen arbitrarily by the
originating router). The Options field and V, E and B bits shoul d be
the same in all Router LSAs froma single originator. However, in
the case of a msmatch the values in the LSA with the | owest Link
State I D take precedence. Wen nore than one Router LSA is received
froma single router, the links are processed as if concatenated into
a single LSA

bit V
VWhen set, the router is an endpoint of one or nore fully adjacent
virtual |inks having the described area as Transit area (V is for
virtual |ink endpoint).
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bit E
When set, the router is an AS boundary router (E is for external).

bit B
VWen set, the router is an area border router (B is for border).

bit W
When set, the router is a wild-card nmulticast receiver. Wen
runni ng MOSPF, these routers receive all multicast datagrans,
regardl ess of destination. See Sections 3, 4 and A. 2 of [Ref8] for
details.

Opt i ons
The optional capabilities supported by the router, as docunented
in Section A 2.

The following fields are used to describe each router interface. The

Type field indicates the kind of interface being described. It may
be an interface to a transit network, a point-to-point connection to
another router or a virtual link. The values of all the other fields

describing a router interface depend on the interface’'s Type field.

Type
The kind of interface being described. One of the foll ow ng:

Type Descri ption

1 Poi nt -t o- poi nt connection to another router
2 Connection to a transit network

3 Reserved

4 Virtual link

Metric
The cost of using this router interface, for outbound traffic.

Interface ID
The Interface ID assigned to the interface being described. See
Sections 3.1.2 and C. 3.

Nei ghbor Interface 1D
The Interface ID the neighbor router (or the attached link’s
Desi gnated Router, for Type 2 interfaces) has been adverti sing
in hello packets sent on the attached |ink

Nei ghbor Router 1D

The Router ID the neighbor router (or the attached link's
Desi gnated Router, for Type 2 interfaces).
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For Type 2 links, the conbination of Neighbor Interface |ID and
Nei ghbor Router ID allows the network-LSA for the attached |ink
to be found in the Iink-state database.

A. 4.4 Networ k- LSAs

Net wor k- LSAs have LS type equal to 0x2002. A network-LSA is
originated for each broadcast and NBVMA |ink in the area which
supports two or nore routers. The network-LSA is originated by the
link’s Designated Router. The LSA describes all routers attached to
the link, including the Designated Router itself. The LSA's Link
State IDfield is set to the Interface ID that the Designated Router
has been advertising in Hello packets on the |ink

The distance fromthe network to all attached routers is zero. This
is why the metric fields need not be specified in the network-LSA
For details concerning the construction of network-LSAs, see Section
3.4.3.2.

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| LS age | O] O] 1] 2

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| Link State ID |
s S S i I S R R e h T Tk e S S S o T S
| Advertising Router

B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| LS sequence number

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| LS checksum | l ength |
s S S i I S R R e h T Tk e S S S o T S
| 0 | Opt i ons

B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| At t ached Rout er

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

At t ached Rout er
The Router |IDs of each of the routers attached to the |ink.
Actually, only those routers that are fully adjacent to the
Desi gnated Router are listed. The Designated Router includes
itself inthis list. The nunber of routers included can be
deduced fromthe LSA header’s length field.
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A 4.5 Inter-Area-Prefix-LSAs

Inter-Area-Prefix-LSAs have LS type equal to 0x2003. These LSAs are
are the 1 Pv6 equivalent of OSPF for IPv4’s type 3 summary-LSAs (see
Section 12.4.3 of [Refl]). Oiginated by area border routers, they
describe routes to | Pv6 address prefixes that belong to other areas.
A separate Inter-Area-Prefix-LSA is originated for each | Pv6 address
prefix. For details concerning the construction of Inter-Area-
Prefix-LSAs, see Section 3.4.3.3.

For stub areas, Inter-Area-Prefix-LSAs can also be used to describe a
(per-area) default route. Default summary routes are used in stub
areas instead of flooding a conplete set of external routes. Wen
describing a default sunmary route, the Inter-Area-Prefix-LSA s
PrefixLength is set to O.

0 1 2 3
01234567890123456789012345678901
i S T i s o i i R SR S S S S

| LS age | 0] O] 1] 3

Lk o e e o e S e e e h ik ik S SR TR e R S

| Link State ID

B s i S i I i S S S i i

| Adverti sing Router

i i S i i S e i it N

| LS sequence nunber

e  E E kR e T e ok ok SR I S

| LS checksum |  ength |

B s i S i I i S S S i i

| 0 | Metric |

e i S e e e e o S N R SR S

| PrefixLength | PrefixOptions | (0) |

R E C ko s e S e e e s b i i i SR N R e
Address Prefix

I

B T S S S T T i S S S R S S

Metric
The cost of this route. Expressed in the same units as the
interface costs in the router-LSAs. Wen the Inter-Area-Prefix-LSA
is describing a route to a range of addresses (see Section C. 2)
the cost is set to the maxi mum cost to any reachabl e conponent of
the address range.

PrefixLength, PrefixOptions and Address Prefix

Representation of the | Pv6 address prefix, as described in Section
A 4.1
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A 4.6 Inter-Area-Router-LSAs

Inter-Area-Router-LSAs have LS type equal to 0x2004. These LSAs are
are the 1 Pv6 equivalent of OSPF for IPv4d’s type 4 summary-LSAs (see
Section 12.4.3 of [Refl]). Oiginated by area border routers, they
describe routes to routers in other areas. (To see why it is
necessary to advertise the |location of each ASBR, consult Section
16.4 in [Refl1l].) Each LSA describes a route to a single router. For
detail s concerning the construction of Inter-Area-Router-LSAs, see
Section 3.4.3.4.
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Opt i ons
The optional capabilities supported by the router, as docunented
in Section A 2.

Metric
The cost of this route. Expressed in the sane units as the
interface costs in the router-LSAs.

Destination Router 1D
The Router ID of the router being described by the LSA

Coltun, et al. St andards Track [ Page 66]



RFC 2740 OSPF for |Pv6 Decenber 1999

A. 4.7 AS-external -LSAs

AS- external -LSAs have LS type equal to 0x4005. These LSAs are
originated by AS boundary routers, and describe destinations externa
to the AS. Each LSA describes a route to a single |IPv6 address
prefix. For details concerning the construction of AS-external-LSAs,
see Section 3.4.3.5.

AS- external - LSAs can be used to describe a default route. Default
routes are used when no specific route exists to the destination.
VWhen describing a default route, the AS-external -LSA's PrefixLength
is set to 0.
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bit E
The type of external netric. |If bit Eis set, the metric
specified is a Type 2 external metric. This neans the nmetric is
consi dered larger than any intra-AS path. |If bit Eis zero, the

specified metric is a Type 1 external netric. This means that it
is expressed in the same units as the link state netric (i.e., the
sanme units as interface cost).

bit F

If set, a Forwardi ng Address has been included in the LSA.
bit T

If set, an External Route Tag has been included in the LSA
Metric

The cost of this route. Interpretation depends on the externa

type indication (bit E above).

PrefixLength, PrefixOptions and Address Prefix
Representation of the | Pv6 address prefix, as described in Section
A 4. 1.

Ref erenced LS type
If non-zero, an LSA with this LS type is to be associated with
this LSA (see Referenced Link State |D bel ow).

For war di ng addr ess

Afully qualified IPv6 address (128 bits). Included in the LSA if
and only if bit F has been set. |If included, Data traffic for the
advertised destination will be forwarded to this address. Mist not

be set to the I Pv6 Unspecified Address (0:0:0:0:0:0:0:0).

External Route Tag
A 32-bit field which may be used to comuni cate additiona
i nformati on between AS boundary routers; see [Ref5] for exanple
usage. Included in the LSAif and only if bit T has been set.

Ref erenced Link State ID Included if and only if Reference LS Type is
non-zero. |f included, additional information concerning the
advertised external route can be found in the LSA having LS type
equal to "Referenced LS Type", Link State ID equal to "Referenced
Link State I D' and Advertising Router the sane as that specified
in the AS-external -LSA's |link state header. This additiona
information is not used by the OSPF protocol itself. It may be
used to communi cate informati on between AS boundary routers; the
preci se nature of such information is outside the scope of this
speci fication.
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Al'l, none or sonme of the fields |abel ed Forwardi ng address, Externa
Route Tag and Referenced Link State ID may be present in the AS
external -LSA (as indicated by the setting of bit F, bit T and

Ref erenced LS type respectively). However, when present Forwarding
Address al ways comes first, with External Route Tag al ways precedi ng
Referenced Link State ID.

A. 4.8 Link-LSAs

Li nk-LSAs have LS type equal to 0x0008. A router originates a
separate Link-LSA for each link it is attached to. These LSAs have

I ocal -1ink flooding scope; they are never flooded beyond the |ink
that they are associated with. Link-LSAs have three purposes: 1) they
provide the router’s link-local address to all other routers attached
to the link and 2) they informother routers attached to the Iink of
alist of I1Pv6 prefixes to associate with the link and 3) they all ow
the router to assert a collection of Options bits to associate with
the Network-LSA that will be originated for the |ink.

Alink-LSA's Link State IDis set equal to the originating router’s
Interface ID on the link.

Coltun, et al. St andards Track [ Page 69]



RFC 2740 OSPF for |Pv6 Decenber 1999
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Rtr Pri
The Router Priority of the interface attaching the originating
router to the Iink.

Opt i ons
The set of Options bits that the router would Iike set in the
Net wor k- LSA that will be originated for the Iink.

Coltun, et al. St andards Track [ Page 70]



RFC 2740 OSPF for |Pv6 Decenber 1999

Li nk-1ocal Interface Address
The originating router’s link-local interface address on the
l'i nk.

# prefixes
The nunber of | Pv6 address prefixes contained in the LSA

The rest of the link-LSA contains a list of |IPve prefixes to be
associated with the |ink.

PrefixLength, PrefixOptions and Address Prefix
Representation of an I Pv6 address prefix, as described in
Section A 4.1.

A 4.9 Intra-Area-Prefix-LSAs

Intra-Area-Prefix-LSAs have LS type equal to 0x2009. A router uses
Intra-Area-Prefix-LSAs to advertise one or nore | Pv6 address

prefixes that are associated with a) the router itself, b) an

attached stub network segnent or c) an attached transit network
segnent. In IPv4, a) and b) were acconplished via the router’s
router-LSA, and c) via a network-LSA. However, in OSPF for |Pv6 al
addressing information has been renmoved fromrouter-LSAs and

net wor k- LSAs, leading to the introduction of the Intra-Area-Prefix-LSA

A router can originate multiple Intra-Area-Prefix-LSAs for each

router or transit network; each such LSA is distinguished by its
Link State ID.
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# prefixes
The nunber of |Pv6 address prefixes contained in the LSA

Rout er
Ref erenced LS type, Referenced Link State I D and Referenced
Adverti sing

Identifies the router-LSA or network-LSA with which the | Pv6
address prefixes should be associated. If Referenced LS type is 1,
the prefixes are associated with a router-LSA, Referenced Link
State I D should be 0 and Referenced Advertising Router should be
the originating router’s Router ID. |If Referenced LS type is 2,
the prefixes are associated with a network-LSA, Referenced Link
State ID should be the Interface ID of the |ink's Designated
Rout er and Referenced Advertising Router should be the Designated
Router’s Router |D.
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The rest of the Intra-Area-Prefix-LSA contains a list of IPv6
prefixes to be associated with the router or transit |ink, together
with the cost of each prefix.

PrefixLength, PrefixOptions and Address Prefix
Representation of an I Pv6 address prefix, as described in Section
A 4. 1.

Metric
The cost of this prefix. Expressed in the sane units as the
interface costs in the router-LSAs.

B. Architectural Constants

Architectural constants for the OSPF protocol are defined in Appendix
B of [Refl]. The only difference for OSPF for IPv6 is that

Def aul t Destination is encoded as a prefix of length O (see Section
A4.1).

C. Configurable Constants

The OSPF protocol has quite a few configurable paraneters. These
paraneters are |listed below. They are grouped into genera
functional categories (area paraneters, interface paraneters, etc.).
Sanpl e val ues are given for sone of the paraneters.

Sone paraneter settings need to be consistent anmong groups of
routers. For exanple, all routers in an area nust agree on that
area’s paraneters, and all routers attached to a network must agree
on that network’s Hellolnterval and RouterDeadl nterval.

Sone paraneters nmay be determined by router algorithns outside of
this specification (e.g., the address of a host connected to the
router via a SLIP line). From GSPF s point of view these itens are
still configurable.

C.1 dobal paraneters

In general, a separate copy of the OSPF protocol is run for each
area. Because of this, nost configuration parameters are defined on
a per-area basis. The few global configuration parameters are |listed
bel ow.

Router ID
This is a 32-bit nunber that uniquely identifies the router in the
Aut ononpbus System |If a router’s OSPF Router ID is changed, the
router’s OSPF software should be restarted before the new Router
ID takes effect. Before restarting in order to change its Router
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ID, the router should flush its self-originated LSAs fromthe
routing domain (see Section 14.1 of [Refl]), or they will persist
for up to MaxAge m nutes.

Because the size of the Router IDis smaller than an | Pv6 address,
it cannot be set to one of the router’s | Pv6 addresses (as is
conmonly done for |1 Pv4). Possible Router |ID assignment procedures
for IPv6 include: a) assign the IPv6 Router ID as one of the
router’s | Pv4 addresses or b) assign IPv6 Router IDs through sone
| ocal administrative procedure (sinmilar to procedures used by
manuf acturers to assign product serial nunbers).

The Router ID of 0.0.0.0 is reserved, and should not be used.
C.2 Area paraneters

Al routers belonging to an area nust agree on that area’s
configuration. Disagreenents between two routers will lead to an
inability for adjacencies to formbetween them with a resulting
hi ndrance to the flow of routing protocol and data traffic. The
follow ng itens nust be configured for an area:

Area |ID
This is a 32-bit nunber that identifies the area. The Area
IDof O is reserved for the backbone.

Li st of address ranges
Address ranges control the advertisement of routes across
area boundaries. Each address range consists of the
followi ng itens:

[1Pv6 prefix, prefix |ength]
Descri bes the collection of |Pv6 addresses contained in
the address range.

Status Set to either Advertise or DoNot Advertise. Routing
information is condensed at area boundaries. External to
the area, at nobst a single route is advertised (via a
i nter-area-prefix-LSA) for each address range. The route
is advertised if and only if the address range’ s Status
is set to Advertise. Unadvertised ranges allow the
exi stence of certain networks to be intentionally hidden
fromother areas. Status is set to Advertise by default.
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Ext er nal Routi ngCapability
Whet her AS-external -LSAs will be flooded into/throughout the area.
I f AS-external -LSAs are excluded fromthe area, the area is called
a "stub". Internal to stub areas, routing to externa
destinations will be based solely on a default inter-area route.
The backbone cannot be configured as a stub area. Also, virtua
I i nks cannot be configured through stub areas. For nore
i nfornmati on, see Section 3.6 of [Refl].

St ubDef aul t Cost
If the area has been configured as a stub area, and the router
itself is an area border router, then the StubDefaultCost
i ndicates the cost of the default inter-area-prefix-LSA that the
router should advertise into the area. See Section 12.4.3.1 of
[Ref1] for nore information.

C.3 Router interface paraneters

Sone of the configurable router interface paraneters (such as Area
I D, Hellolnterval and RouterDeadlnterval) actually inply properties
of the attached |inks, and therefore nust be consistent across al
the routers attached to that link. The paranmeters that nust be
configured for a router interface are:

| Pv6 |ink-1ocal address
The 1 Pv6 |ink-local address associated with this interface. My
be | earned through auto-configuration

Area I D
The OSPF area to which the attached |ink bel ongs.

Instance ID
The OSPF protocol instance associated with this OSPF interface.
Defaults to O.

Interface ID
32-bit nunber uniquely identifying this interface anong the
collection of this router’s interfaces. For exanple, in sone
i mpl enentations it may be possible to use the MB-11 |flndex
([Ref3]).

| Pv6 prefixes

The list of IPv6 prefixes to associate with the |ink. These wll
be advertised in intra-area-prefix-LSAs.
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Interface output cost(s)
The cost of sending a packet on the interface, expressed in the
link state metric. This is advertised as the link cost for this
interface in the router’s router-LSA. The interface output cost
must al ways be greater than O.

Rxnt | nt er val
The nunber of seconds between LSA retransmi ssions, for adjacencies
bel onging to this interface. Al so used when retransnitting
Dat abase Description and Link State Request Packets. This should
be well over the expected round-trip delay between any two routers
on the attached link. The setting of this value should be
conservative or needless retransmissions will result. Sanple
value for a local area network: 5 seconds.

I nf Tr ansDel ay
The estimated nunber of seconds it takes to transmit a Link State
Updat e Packet over this interface. LSAs contained in the update
packet nust have their age increnented by this anmount before
transm ssion. This value should take into account the
transm ssi on and propagation delays of the interface. It nust be
greater than 0. Sanple value for a local area network: 1 second.

Router Priority
An 8-bit unsigned integer. Wen two routers attached to a network
both attenpt to becone Desighated Router, the one with the highest
Router Priority takes precedence. If there is still a tie, the
router with the highest Router ID takes precedence. A router
whose Router Priority is set to O is ineligible to becone
Desi gnated Router on the attached Iink. Router Priority is only
configured for interfaces to broadcast and NBVMA networKks.

Hel | ol nt er val
The length of time, in seconds, between the Hello Packets that the
router sends on the interface. This value is advertised in the

router’s Hello Packets. It nust be the sanme for all routers
attached to a common link. The smaller the Hellolnterval, the
faster topol ogi cal changes will be detected; however, nore OSPF

routing protocol traffic will ensue. Sanple value for a X 25 PDN:
30 seconds. Sanple value for a local area network (LAN): 10
seconds.

Rout er Deadl nt er val
After ceasing to hear a router’'s Hello Packets, the number of
seconds before its neighbors declare the router down. This is
al so advertised in the router’s Hello Packets in their
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Rout er Deadl nterval field. This should be sone nultiple of the
Hel l ol nterval (say 4). This value again nust be the same for al
routers attached to a common |ink

C.4 Virtual |ink parameters

Virtual links are used to restore/increase connectivity of the
backbone. Virtual links may be configured between any pair of area
border routers having interfaces to a comon (non-backbone) area.
The virtual |ink appears as an unnunbered point-to-point link in the
graph for the backbone. The virtual link rmust be configured in both
of the area border routers.

A virtual link appears in router-LSAs (for the backbone) as if it
were a separate router interface to the backbone. As such, it has
nost of the parameters associated with a router interface (see
Section C.3). Virtual links do not have |ink-local addresses, but

i nstead use one of the router’s gl obal -scope or site-local |Pv6
addresses as the I P source in OSPF protocol packets it sends al ong
the virtual link. Router Priority is not used on virtual |inks.
Interface output cost is not configured on virtual links, but is
dynam cally set to be the cost of the intra-area path between the two
endpoi nt routers. The paranmeter Rxmtlnterval nust be configured, and
shoul d be well over the expected round-trip delay between the two
routers. This may be hard to estimate for a virtual link; it is
better to err on the side of making it too |arge.

A virtual link is defined by the follow ng two configurable
paranmeters: the Router ID of the virtual link’s other endpoint, and
the (non-backbone) area through which the virtual link runs (referred
to as the virtual link's Transit area). Virtual |inks cannot be
configured through stub areas.

C.5 NBVA network parameters

OSPF treats an NBMA network much like it treats a broadcast network.
Since there may be many routers attached to the network, a Designated
Router is selected for the network. This Designated Router then
originates a network-LSA, which lists all routers attached to the
NBMVA net wor k.

However, due to the |lack of broadcast capabilities, it may be
necessary to use configuration paraneters in the Designated Router

sel ection. These paraneters will only need to be configured in those
routers that are thenselves eligible to becone Designhated Router
(i.e., those router’s whose Router Priority for the network is non-
zero), and then only if no automatic procedure for discovering

nei ghbors exi sts:
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Li st of all other attached routers
The list of all other routers attached to the NBVA network. Each
router is configured with its Router 1D and I Pv6 |ink-1oca
address on the network. Also, for each router |isted, that
router’s eligibility to becone Designated Router nust be defined.
When an interface to a NBVMA network cones up, the router sends
Hel | o Packets only to those nei ghbors eligible to becone
Desi gnated Router, until the identity of the Designated Router is
di scover ed.

Poll'Interval If a neighboring router has become inactive (Hello
Packet s have not been seen for RouterDeadlnterval seconds), it may
still be necessary to send Hell o Packets to the dead nei ghbor
These Hell o Packets will be sent at the reduced rate PolllInterval,
whi ch shoul d be nuch [arger than Hellolnterval. Sanple value for
a PDN X. 25 network: 2 m nutes.

C.6 Point-to-MiltiPoint network paraneters

On Point-to-MiltiPoint networks, it may be necessary to configure the
set of neighbors that are directly reachable over the Point-to-
Mul ti Poi nt networ k. Each neighbor is configured with its Router ID
and I Pv6 |ink-1ocal address on the network. Designated Routers are
not elected on Point-to-MiltiPoint networks, so the Designated Router
eligibility of configured neighbors is undefined.

C.7 Host route paraneters

Host prefixes are advertised in intra-area-prefix-LSAs. They
indicate either internal router addresses, router interfaces to

poi nt-to-poi nt networks, |ooped router interfaces, or |Pv6 hosts that
are directly connected to the router (e.g., via a PPP connection).
For each host directly connected to the router, the following itens
must be confi gured:

Host | Pv6 prefix
The 1 Pv6 prefix belonging to the host.

Cost of link to host
The cost of sending a packet to the host, in terns of the |link
state netric. However, since the host probably has only a single
connection to the internet, the actual configured cost(s) in many
cases is uninportant (i.e., will have no effect on routing).

Area ID
The OSPF area to which the host’s prefix bel ongs.
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Security Considerations

When running over |Pv6, OSPF relies on the | P Authentication Header
(see [Ref19]) and the I P Encapsul ating Security Payl oad (see [Ref20])
to ensure integrity and authentication/confidentiality of routing
exchanges.

Most OSPF i npl enentations will be running on systens that support

mul tiple protocols, nmany of them having independent security
assunptions and domains. Wen IPSEC is used to protect OSPF packets,
it is inportant for the inplementation to check the | PSEC SA, and

| ocal SA database to nake sure that the packet originates froma
source THAT |'S TRUSTED FOR OSPF PURPOSES.

Aut hors’ Addr esses

Rob Col tun

Si ara Systens

300 Ferguson Drive
Mount ai n Vi ew, CA 94043

Phone: (650) 390-9030
EMail : rcol tun@i ara. com

Denni s Fer guson

Juni per Networ ks

385 Ravendal e Drive
Mountai n View, CA 94043

Phone: +1 650 526 8004
EMai | : denni s@ uni per.com

John Moy

Sycanore Networks, Inc.
10 Eli zabeth Drive

Chel nsford, MA 01824

Phone: (978) 367-2161

Fax: (978) 250-3350
EMai | : j moy@ycanorenet. com

Coltun, et al. St andards Track [ Page 79]



RFC 2740 OSPF for |Pv6 Decenber 1999

Ful | Copyright Statenent
Copyright (C The Internet Society (1999). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Coltun, et al. St andards Track [ Page 80]






