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Abst ract

An ad hoc m ddl eware workshop was held at the International Center
for Advanced Internet Research in Decenber 1998. The Workshop was
organi zed and sponsored by Cisco, Northwestern University's
International Center for Advanced Internet Research (i CAIR), IBM and
the National Science Foundation (NSF). The goal of the workshop was
to identify existing m ddl eware services that could be | everaged for
new capabilities as well as identifying additional m ddleware
services requiring research and devel opment. The wor kshop

partici pants di scussed the definition of m ddl eware in general

exam ned the applications perspective, detail ed underlying network
transport capabilities relevant to m ddl eware services, and then
covered various specific exanples of m ddl eware conponents. These

i ncluded APl's, authentication, authorization, and accounting (AAA)

i ssues, policy franework, directories, resource nmanagenent, networked
i nformation discovery and retrieval services, quality of service,
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security, and operational tools. The need for a nore organi zed
framework for mddl eware R&D was recogni zed, and a list of specific
topi cs needing further work was identified.
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| ntroducti on

Thi s docunent describes the term"m ddl eware" as well as its

requi renments and scope. Its purpose is to facilitate comrunication
bet ween devel opers of both coll aborati on based and hi gh-perfornance
di stributed computing applications and devel opers of the network
infrastructure. Generally, in advanced networks, m ddl eware consists
of services and other resources |ocated between both the applications
and the underlying packet forwarding and routing infrastructure,

al t hough no consensus currently exists on the precise |ines of
demarcation that woul d define those domains. This docunent is being
devel oped within the context of existing standards efforts.
Consequently, this docunent defines m ddl eware core conponents wthin
the framework of the current status of mniddl eware-rel ated standards
activities, especially within the | ETF and t he Desktop Managenent
Task Force (DMIF). The envisioned role of the IETF is to |lead the
work in defining the underlying protocols that could be used to
support a mddleware infrastructure. In this context, we wll

| everage the infornmation nodeling work, as well as the advanced XM
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and Cl M DEN- LDAP mappi ng work, being done in the DMIF. (The recently
constituted Gid Forumis also pursuing relevant activities.)

Thi s docunent al so addresses the inpact of m ddl eware on Internet
prot ocol devel opment. As part of its approach to describing

m ddl eware, this docunent has initially focused on the intersections
anong m ddl eware conmponents and application areas that al ready have
wel | defined activities underway.

Thi s docunent is a product of an ad hoc M ddl eware Workshop held on
Decenmber 4-5 1998. The Wbrkshop was organi zed and sponsored by G sco,
Nort hwestern University’'s International Center for Advanced I nternet
Research (i CAIR), IBM and the National Science Foundation (NSF).

The goal of the workshop was to define the termmiddl eware and its
requi rements on advanced network infrastructures as well as on

di stributed applications. These definitions will enable a set of core
m ddl ewar e conponents to subsequently be specified, both for
supporting advanced application environments as well as for providing
a basis for other mddl eware services.

Al 't hough this document is focused on a greater set of issues than
just Internet protocols, the concepts and issues put forth here are
extremely relevant to the way networks and protocols need to evol ve
as we nmove into the inplenentation stage of "the network is the
conputer”. Therefore, this docunent is offered to the | ETF, DMIF
Internet2, Next Generation Internet (NG), NSF Partnerships for
Advanced Conputational Infrastructure (PACI), the interagency

I nformati on Technol ogy for the 21st Century (1T2) program the Gid
Forum the Worl dwi de Web Consortium and other communities for their
consi derati on.

Thi s docunent is organized as follows: Section 1 provides a
contextual framework. Section 2 defines niddl eware. Section 3

di scusses application requirements. Subsequent sections discuss
requi renents and capabilities for m ddl eware as defined by
applications and m ddl eware practitioners. These sections will also
di scuss the required underlying transport infrastructure,
admi ni strative policy and nmanagenent, exenplary core m ddl eware
conponents, provisioning issues, network environment and

i mpl enent ati on i ssues, and research areas.

1.0 Contextual Franmework

M ddl ewar e can be defined to enconpass a | arge set of services. For
exanpl e, we chose to focus initially on the services needed to
support a comon set of applications based on a distributed network
environnent. A consensus of the Wrkshop was that there was really
no core set of mddleware services in the sense that all applications
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required them This consensus does not dimnish the inportance of
application domai n-specific niddl eware, or the flexibility needed in
det erm ni ng custom zed approaches. Many communities (e.g.

Internet2, NG, and other advanced Internet constituencies) nmay
decide on their own set of common mi ddl eware services and tools;
however, they should strive for interoperability whenever possible.
The topics in this workshop were chosen to encourage di scussi on about
the nature and scope of niddl eware per se as distinct fromspecific
types of applications; therefore, nmany rel evant ni ddl eware topics
were not di scussed.

Anot her consensus of the Workshop that hel ped provide focus was that,
al t hough m ddl eware coul d be conceptualized as hierarchical, or

| ayered, such an approach was not hel pful, and indeed had been

probl ematic and unproductive in earlier efforts.

The better approach would be to consider mddl eware as an
unstructured, often orthogonal, collection of conponents (such as
resources and services) that could be utilized either individually or
in various subsets. This working assunption avoi ded extensive

t heol ogi cal nodel i ng di scussions, and enables work to proceed on
various m ddl eware issues independently.

An inportant goal of the Wrkshop was to identify any m ddl eware or
networ k-rel ated research or devel opnent that would be required to
advance the state of the art to support advanced application
environnents, such as those being devel oped and pursued by NG and
Internet2. Consequently, discussion focused on those areas that had
the maxi num opportunity for such advances.

2.0 Wiat is Mddl eware?

The Workshop participants agreed on the existence of middl eware, but
qui ckly made it clear that the definition of m ddl eware was dependent
on the subjective perspective of those trying to define it. Perhaps
it was even dependent on when the question was asked, since the

m ddl eware of yesterday (e.g., Domain Nanme Service, Public Key
Infrastructure, and Event Services) may becone the fundanmenta

network infrastructure of tonorrow. Application environment users
and progranmmers see everything bel ow the APl as m ddl eware.
Net wor ki ng gurus see anything above I P as m ddl eware. Those working
on applications, tools, and nechani sns between these two extrenes see
it as sonewhere between TCP and the API, with sone even further
classifying m ddl eware into application-specific upper mn ddl eware,
generic middl e m ddl eware, and resource-specific |ower m ddl eware.
The point was nade repeatedly that m ddl eware often extends beyond
the "network” into the compute, storage, and other resources that the
network connects. For exanple, a video serving application will want
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to access resource discovery and all ocation services not just for
networ ks but also for the archives and conputers required to serve
and process the video stream Through the application of general set
theory and rough consensus, we roughly characterize m ddl eware as
those services found above the transport (i.e., over TCP/IP) |ayer
set of services but below the application environnent (i.e., bel ow
application-level APIs).

Sonme of the earliest conceptualizations of niddleware originated with
the distributed operating research of the late 1970s and early 1980s,
and was further advanced by the |I-WAY project at SC 95. The |-WAY

I i nked hi gh perfornance conputers nation-w de over high perfornmance
networ ks such that the resulting environnment functioned as a single
hi gh performance environnent. As a consequence of that experiment,
the researchers invol ved re-enphasi zed the fact that effective high
performance distributed conputing required distributed conmon
conputing and networking resources, including libraries and utilities
for resource discovery, scheduling and nonitoring, process creation
conmuni cati on and data transport.

Subsequent research and devel opnent through the d obus project of
such m ddl eware resources demonstrated that their capabilities for
optim zi ng advanced application performance in distributed domains.

In May 1997, a Next GCeneration Internet (NA) workshop on NG
research areas resulted in a publication, "Research Challenges for
the Next Generation Internet”, which yields the follow ng description
of mddl eware. "M ddl eware can be viewed as a reusabl e, expandabl e
set of services and functions that are commonly needed by nany
applications to function well in a networked environnent”. This
definition could further be refined to include persistent services,
such as those found within an operating system distributed operating
environnents (e.g., JAVAJIN), the network infrastructure (e.g.,
DNS), and transient capabilities (e.g., run time support and
libraries) required to support client software on systens and hosts.

In summary, there are many views of what is mddl eware. The consensus
of many at the workshop was that given the dynam ¢ norphing nature of
m ddl eware, it was nore inportant to identify some core mddl eware
services and start working on themthan it was to conme to a consensus
on a dictionary-like definition of the term

Systens involving strong m ddl eware conponents to support networked
i nformati on discovery have al so been active research areas since at
| east the |ate 1980s. For exanple, consider Archie or the Harvest
project, to cite two exanmples. One could easily argue that the site
| ogs used by Archie or the broker system and harvest agents were an
i nportant m ddl eware tool, and additional work in this area is
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urgently needed in order to inprove the efficiency and scope of web-
based i ndexi ng services.

"As |l ong ago" as 1994, the Internet Architecture Board held a

wor kshop on "Information Infrastructure for the Internet” reported in
RFC 1862, which in many ways covered sinilar issues. Athough its
recomrendati ons were sumarized as foll ows:

- increased focus on a general caching and replication architecture

- a rapid depl oynent of name resolution services, and

- the articulation of a commbn security architecture for information
applications.™

it is clear that this work is far from done.

Finally, this workshop noted that there is a close |inkage between

m ddl eware as a set of standards and protocols and the infrastructure
needed to nake the m ddl eware neani ngful. For exanple, the DNS
protocol would be of Iimted significance w thout the system of DNS
servers, and indeed the adm nistrative infrastructure of name
registry; NTP, in order to be useful, requires the existence of tine
servers; newer mddl eware services such as nam ng, public key
registries and certificate authorities, wll require even nore
extensive server and adm nistrative infrastructure in order to becone
bot h useful and usabl e services.

3.0 Application Perspective

From an applications perspective, the network is just another type of
resource that it needs to use and nanage. The set of m ddl eware
services and requirenments necessary to support advanced applications
are defined by a vision that includes and conbi nes applications in
areas such as: distributed conmputing, distributed data bases,
advanced vi deo services, teleinmrersion (i.e., a capability for
providing a conmpelling real-life experience in a virtual environnment
based for exanple on CAVE technol ogi es), extensions with haptics,

el ectroni ¢ commerce, distance education, interactive collaborative
research, high-rate instrunentation (60 MByte/s and above sustai ned),
i ncluding use of online scientific facilities (e.g. m croscopes,

tel escopes, etc.), effectively managing | arge anbunts of data,
conputation and informati on Gids, adaptabl e and norphi ng network
infrastructure, proxies and agents, and el ectronic persistent
presence (EPP). Many of these applications are "bleeding edge" with
respect to currently depl oyed applications on the comodity Internet
and hence have uni que requirenments. Just as the Wb was an advanced
application in the early 1990s, many of the application areas defined
above will not become commonplace in the i mediate future. However,
they all possess the capability to change the way the network is used
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as well as our definition of infrastructure, nmuch as the Wb and
Mosai ¢ changed it in the early 90s. A notable recent trend in
networks i s the increasing anount of HITP, voice, and video traffic,
and it was noted that voice and video particularly need some form of
QoS and associ ated m ddl eware to nanage it.

A qui ck review of the requirenents for telei mersion highlight the
requi rement for multiple concurrent |ogical network channels, each
with its own latency, jitter, burst, and bandwi dth QS; yet all being
coordi nated through a single mddleware interface to the application.
For security and efficiency those using online instrunments require
the ability to steer the devices and change paranmeters as a direct
result of real-tinme analysis perforned on the data as it is received
fromthe instruments. Therefore, network requirements enconpass high
bandwi dt h, |low | atency, and security, which nust all be coordinated

through m ddl eware. Large databases, archives, and digital libraries
are becom ng a mainstay for researchers and industry. The
requirenents they will place on the network and on mddleware will be

ext ensi ve, including support of authentication, authorization, access
managenment, quality of service, networked infornmation discovery and
retrieval tools, namng and service location, to nane only a few
They al so require mddl eware to support collection buil ding and

sel f-describing data. Distributed conputing environments (e.qg.

d obus, Condor, Legion, etc.) are quickly evolving into the conputing
and information Gids of the future. These Grids not only require
adaptive and manageabl e network services but also require a

sophi sticated set of secure middl eware capabilities to provi de easy-
to-use APIs to the application.

Many application practitioners were adanant that they also required
the capability for "pass through" services. This refers to the
ability to bypass the m ddl eware and directly access the underlying

i nfrastructure such as the operating systemor network), even though
they were eager to make use of m ddl eware services and see nore of it
devel oped to support their own applications. In addition

aut hentication and access control, as well as security, are required
for all of the applications nmentioned above, albeit at different

| evel s.

4.0 Exenpl ary Components

In an attenpt to describe mddl eware and di scuss pertinent issues
relating to its devel opnent and depl oynment, an exenplary set of
services were selected for discussion. These services were chosen to
stinmul ate discussion and not as an attenpt to define an exclusive set
of mddl eware services. Also, it is the intent of this effort not to
duplicate existing | ETF efforts or those of other standards bodies
(e.g., the DMIF), but rather to |l everage those efforts, and indeed to
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hi ghl i ght areas where work was al ready advanced to a stage that might
be approachi ng depl oynent.

5.0 Application Programming Interfaces and Signaling

Applications require the ability to explicitly request resources
based on their imredi ate usage needs. These requests have associ at ed
net wor k managenent controls and network resource inplications;
however, fulfillnent of these requests may require nmultiple
internediate steps. Gven the prelimnary state of m ddl eware
definition, there currently is no conmon franmework, nmuch less a

net hod, for an application to signal its need for a set of desired
network services, including quality and priority of service as well
as attendant resource requirenments. However, given the utility of

m ddl eware, especially with regard to optinization for advanced
applications, prelimnary nodels for both quality and priority of
service and resource managenent exi st and continue to evol ve.
however, w thout an agreed-to framework for standards in this area,
there is the risk of nultiple conpeting standards that nay further
del ay the depl oynent of a middleware-rich infrastructure. This
framewor k shoul d probably include signaling nethods, access/adm ssion
controls, and a series of defined services and resources. In
addition, it should include service levels, priority considerations,
schedul i ng, a Service-Level - Agreenment (SLA) function, and a feedback
nmechani sm for notifying applications or systens when performance is
bel ow the SLA specification or when an application violates the SLA
Any such nechanisminplies capabilities for: 1) an interaction with
some type of policy inplenentation and enforcenment, 2) dynamnic
assessnment of avail abl e network resources, 3) policy nonitoring, 4)
service guarantees, 5) conflict resolution, and 6) restitution for

| ack of perfornmance.

Application programrers are concerned with minimzing the interfaces
that they must learn to access mddl eware services. Thus the

uni fication of common services behind a single APl is of great
interest to mddl eware users. Exanples of common APls that may be
achi evabl e are:

* Environnmental discovery interface, whether for discovering hardware
resources, network status and capabilities, data sets,
applications, renote services, or user information

* Renopte execution interface, whether for distributed netaconputing
applications, or for access to a digital library presentation
service, or a Java analysis service

* Data managenent interface, whether for manipul ating data within
di stributed caches, or replication of data between file systens, or
archival storage of data
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* Process managenent interface, whether for conposing data novenent
with renote execution, or for linking together nultiple processing
st eps.

6.0 |ETF AAA
The | ETF AAA (authentication, authorization, and accounting) effort

is but one of many | ETF security initiatives. It depends heavily on a
Public key infrastructure, which is intended to provide a framework

which will support a range of trust/hierarchy environnents and a
range of usage environnments (RFClL422 is an exanple of one such
nodel ) .

The | ETF AAA wor ki ng group has recently been forned. | ETF AAA wor ki ng
group efforts are focused on many i ssues pertaining to mddl eware,

i ncl udi ng defining processes for access/adni ssion control and
identification (process for determ ning a unique entity),

aut hentication (process for validating that identity), authorization
(process for determning an eligibility for resource
requests/utilization) and accounting (at |east to the degree that
resource utilization is recorded). To sonme degree, AAA provides for
addressing certain levels of security, but only at a prelimnary

| evel . Currently, AAA protocols exist, although not as an integrated
nodel or standard. One consideration for AAA is to provide for
various levels of granularity. Even if we don't yet have an
integrated nodel, it is currently possible to provide for basic AAA
nmechani sns that can be used as a basis to support SLAs. Any type of
AAA i npl ementation requires a policy nmanagenment framework, to which
it must be linked. Currently, a well-formul ated |inking mechani sm has
not been defi ned.

M ddl ewar e AAA requirenents are also driven by the distributed

i nteroperation that can occur between niddl eware services. The

di stribution of application support across multiple autononous
systenms will require self-consistent third-party mechani snms for

aut hentication as well as data noverment. Conceptually, an
application may need access to data that is under control of a renpte
collection, to support the execution of a procedure at a third site.

The data flow needs to be directly fromthe collection to the
execution platformfor efficiency. At the same time, the procedure
wi Il need access permission to the data set while it is acting on
behal f of the requestor. How the authentication is done between the
renote procedure and the renote data collection entities raises
significant issues related to transitivity of trust, and will require
establishnent of a trust policy for third-party mechanisns. This is
exacer bated when a collection of entities, such as is required for

vi sual i zation applications, is involved.
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7.0 Policy

The |1 ETF Policy Franmework working group is addressing a policy
framework definition | anguage, a policy architecture nodel, policy
term nol ogy and, specifically, a policy nodel that can be used for
signal ed as well as provisioned QS. The policy neta-nodel |inks

hi gh-1 evel busi ness requirenents, such as those that can be specified
in an SLA to lowlevel device inplenentation nechanisns, ranging
fromspecific access control and managenent of services, objects and
ot her resources to configuration of nechani sns necessary to provide a
gi ven service

Polices are an integral conponent of all m ddl eware services, and
will be found within nost mddl eware services in one formor another.
Policies are often represented as an "if condition then action”
tuple. Policies can be both compl ex and nunerous; therefore, policy
management services nmust be able to identify and resol ve policy
conflicts. They also need to support both static (i.e. |oaded at
boot tine via a configuration file) and dynamic (i.e. the
configuration of a policy enforcing device may change based on an
event) nodes.

A generalized policy nmanagenment architecture (as suggested by the

| ETF policy architecture draft) includes a policy nanagenent service,
a dedicated policy repository, at |east one policy decision point
(PDP), and at |east one policy enforcement point (PEP). The policy
management service supports the specification, editing, and

admi ni stration of policy, through a graphical user interface as well
as programmatically. The policy repository provides storage and
retrieval of policies as well as policy conponents. These policy
conponents contain definitional information, and nay be used to build
nore conplex policies, or nmay be used as part of the policy decision
and/ or enforcement process. The PDP (e.g. resource nanager, such as a
bandwi dt h broker or an intra-donmain policy server) is responsible for
handl i ng events and maki ng deci si ons based on those events (e.g., at
time x do y) and updating the PEP configuration appropriately. In
addition, it may be responsible for providing the initia
configuration of the PEP. The PEP (e.g., router, firewall or host)
enforces policy based on the "if condition then action" rule sets it
has received fromthe PDP

Policy informati on may be comruni cated fromthe PDP to the PEP
through a variety of protocols, such as COPS or DI AMETER A proxy may
be used to translate infornmation contained in these protocols to
forns that devices can consunme (e.g., command line interface conmands
or SNMP sets). Additional information, contained in Policy

I nformati on Bases (PIBs), may al so be used to translate from an

i nternedi ate specification to specific functions and capabilities of

Ai ken, et al. I nf or mati onal [ Page 10]



RFC 2768 A Report of a Wrkshop on M ddl eware February 2000

a device. For exanple, a policy may specify "if source |IP address is
198. 10. 20. 132, then remark traffic with a DSCP of 5". The PIB would
be used to translate the device-specific meaning of the conditioning
specified by the DiffServ code point of 5 (e.g., a specific set of
gueue and threshold settings).

Policy requires AAA functions, not only for access control, but also
to establish the trust relationships that will enable distributed
policy interactions. PDPs may require the requesting end systens and

applications to be authenticated before the PDP will honor any
requests. The PDP and PEP nust be authenticated to each other to
reduce the probability of spoofing. This will be true whichever

protocol is utilized for supporting comunications between these
entities. Audit trails are essential for all of these transactions.
In addition, trust nmanagenment policies will need to be devel oped as
wel |l as the supporting mddl eware nechani sns to enable inter-donmain
pol i cy negoti ati on.

Utimately, many policy processes link entities to resources, And
therefore require interactions with entity identification mechani smns,
resource identification nechanisns, and allocation mechani snms. The

di stributed conmputing comunity has already started efforts
devel opi ng policy definition | anguages and systenms. d obus uses its
Resource Services Language (RSL) to define the resources and policies
associated with them Condor uses a matchnaki ng bi ddi ng technique to
mat ch those providing and those acquiring services. Simlarly, the

| ETF has several policy definition | anguages in varying stages of
devel opnent, including RPSL, RPCL, SPSL, PFDL, PAX, and Keynot e.
Utimately, these efforts should be nerged into a single
specification (or at least a smaller group of specifications) to
enabl e distributed conputing applications to be able to effectively
comuni cate and utilize network resources and services.

Directories play a crucial role in policy systens. Directories are
ideally suited for storing and retrieving policy information, due to
their exceptionally high read rates, ability to intelligently
replicate all or part of their information, per-attribute access
control, and use of containment. To this end, the | ETF Policy
Framewor k wor ki ng group (in conjunction with the DMIF) is devel opi ng
a core information nodel and LDAP schema that can be used to
represent policy information that applications can use. This core
nodel is used to provide commpn representation and structure of
policy information. Applications can then subclass all or part of the
classes in this core schema to neet their own specific needs, while
retaining the ability to comunicate and interoperate with each

ot her.
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8.0 Directories

Directories are critical resource conponents that provide support to
many other elements in the mddl eware environment, especially policy.
As networ k- based environnent evolves, it will no |longer be viable to
encode policy information directly into each individual application
The prevailing nodel in use today is for each application to store
its view of a device’'s data (e.g., configuration) inits ow private
data store. These data include rel evant information concerning network
resources and services as well as clients wanting to use those
resources (e.g., people, processes, and applications). The same
resource (or aspects of that resource, such as its physical vs.

| ogi cal characteristics) may be represented in several data stores.
Even if the device is nodeled the sane way in each data store, each
application only has access to its own data. This leads to
duplication of data and data synchronization probl ens.

The prom se of technologies like CIMand DEN is to enabl e each
application to store data describing the resources that they nanage
in a single directory using a common format and access protocol. This
results in the data describing the resource being represented only
once. Defining a logically centralized conmon repository, where
resources and services are represented in a comopn way, enables
applications of different types to utilize and share infornation
about resources and services that they use.

Not only does this solve the data duplication and synchroni zati on
problems, it also provides inherent extensibility in describing the
characteristics of an object - a single entity can be represented by
nultiple directory objects, each representing a different aspect of
the entity. Different applications can be responsible for nanagi ng
the different objects that together make up a higher-Ilevel object,
even if the applications thenmselves can not conmunicate with each
other. This enables these applications to effectively share and reuse
data. This provides significant benefits for users and applications.

In the short term users and applications will benefit from having
all of the data in one place. In the long term users and
applications will be able to take advantage of data nmanaged by ot her

applications.

Directories are key to supporting advanced network-based application
environnents. Directory purists say that the directory is not

m ddl eware; rather, it is a dunb storage device that is nmade into an
intelligent repository by encapsulating it within niddl eware.

Al though a directory associates attributes with objects, what makes
it different froma database are four key things:
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- directory objects are essentially independent of each ot her
wher eas dat abase objects are related to each other (sonetines in
very conpl ex ways)

- directories organize their information using the notion of
contai nnent, which is not naturally inplenented in databases

- directory objects can have specific access controls assigned to an
obj ect and even attributes of an object

- directories, unlike databases, are optimnized to performa high
nunber of reads vs. wites.

Directories use a comopn core schema, supporting a common set of
syntaxes and matching rules, that defines the characteristics of
their data. This enables a combn access protocol to be used to store
and retrieve data.

Cont ai nnent can be used for nmany purposes, including associating
roles with objects. This is critical in order to support a real world
envi ronnent, where people and el enents nmay assune different roles
based on tinme or other context.Containment may al so be used to

provi de different nam ng scopes for a given set of data

Directories use attribute inheritance - subclasses inherit the
attributes of their superclasses. This enables one to define
general i zed access control at a container (e.g., a group) and then
refine the access control on an individual basis for objects that are
i nside that container (e.g., different objects have different access
privil eges).

Currently, directories are used nostly to represent people, servers,
printers, and other simlar objects. CIM DEN, and other simlar
efforts have encouraged directories to be used to contain conmon

obj ects in a managed environment. For networked applications, this
enables clients of the network (e.g., users and applications) to be
bound to services available in the network in a transparent nanner
The "Gid" comunity is making extensive use of directory services
for this purpose, using themto naintain information about the
structure and state of not only networks but also conputers, storage
systens, software, and people. The DMIF is using directories to
contain CI M and DEN information, which enables a conmon information
nodel to be applied to objects in a managed environment. The |IETF is
using directories for many di fferent purposes, not the |east of which
is to contain comon policy information for users and applications of
an environnment, as well as services and configuration infornmation of
net wor k devi ces.
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CIM and DEN are conceptual information nodels for describing the
managenent of entities ranging fromnetwork elenents to protocols to
hosts and services. ClIMand DEN are platform and technol ogy-

i ndependent. DEN is an extension of ClMthat, anobng other things,
describes how to map CIMdata into a form usabl e by LDAP

The CI M Specification describes the neta schema, information nodel,

| anguage, nami ng, and mappi ng techni ques to other managenent nodel s,
such as SNWP M Bs and DMITF M Fs. DEN provides a good start on a
nodel that addresses the managenent of the network and its el enents;
DEN is an extension of CIMto include the managenent of networks as a
whol e and not just the individual el enents. DEN addresses the

requi renents for abstracting a conplex entity, such as a router, into
mul ti pl e conponents that can be used to nanage individual aspects of
that conplex entity. The DEN i nformation nodel, like CIM

i ncorporates both static and dynam c i nformati on. DEN provi des a
mapping to directories for the storage and retrieval of data. DEN
will also rely heavily on the use of AAA services in order to
maintain the integrity of the directory and its policies as well as
to nmanage the distribution of policies anobng the policy repositories,
PDPs and PEPs. Resource managers and applications will also rely
heavily on directories for the storage of policy and security

i nformati on necessary for the managenent and al |l ocation of resources.

Since much of the informati on associated with a person, agent or
element is stored in a directory, and access to that information wll
be controlled with appropriate security mechani snms, nany voiced the
need for a single user/process sign on

Future advanced applications (e.g., NG, Internet2, PAC, Gids) nmay
require a variety of PDPs to manage a variety of resource types
(i.e., QOS, security, etc.). In this case, a general nodel would
have to be devel oped that defines the protocols and nechani sns used
by cooperating resource managers (i.e., PDPs) of different domains
and different genres of resource (i.e., network, security, storage,
proxy agents, online facility, etc.). For policies to be inplenented
in a coherent fashion, it is necessary to have a nechani smthat

di scovers and tracks resources and utilization

There is an architectural issue of central inportance, which has nost
recently surfaced in the directory area. Many applications, and many
m ddl ewar e conponents, need what is essentially a highly scal abl e,

di stri buted database service. In other words, people want to take the
best of what directories and databases have to offer. This woul d
result in a distributed, replicated database that can use contai nnent
to effectively organi ze and scope its information. It would be able
to have exceptional read response tinme, and also offer transactiona
and relational integrity. It would support sinple and conpl ex
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gueries. Such a service has never been defined as a m ddl eware
conponent; the conplexities involved in specifying and inplementing
such a service are certainly form dable. However, in the absence of
such a general service, many m ddl eware components have attenpted to
use the cl osest service available, which is deployed - historically
first using DNS, and nore recently, directory services.

It will be inportant to clarify the limtations of the appropriate
use of directory services, and to consider whether a nore genera
data storage and retrieval service may be required, or whether
directory services can be seamessly integrated (fromthe point-of-
view of the applications using them) with other forns of storage and
retrieval (such as relational databases) in order to provide an
integrated directory service with these capabilities.

9.0 Resource Managenent

Policy inplenmentation processes need to be |linked to Resource
Managers in a nore sophisticated way than those that currently exist.
Such processes nust be dynamic, and able to reflect changes in their
environnent (e.g., adjust the quality of service provided to an
application based on environnental changes, such as congestion or new
users with higher priorities logging onto the system). W need to
determ ne how different types of resource nmanagers | earn about one
anot her and | ocate each other - as well as deal with associated
cross-domai n security issues. Another aspect of this problemis
devel opi ng a resource definition |anguage that can describe the

i ndi vidual elenments of the resource being utilized, whether that is a
networ k, processor, agent, menory or storage. This will require
devel opi ng an appropri ate netadata representati on and underlying neta
schenma that can be applied to nultiple resource types.

Sone nodel s of resource managers are currently being used to provide
for the managenent of distributed conmputing and Gid environnents
(e.g., Condor, dobus, and Legion). These resource managers provide
| anguages, clients, and servers to support accessing various types of
di stributed conputing resources (e.g. processors, nenory, storage and
network access). There is a broad interest in the distributed and
paral |l el computing conmunities in devel oping an aut onated access
control architecture, using policies, to support the evolving | ETF
differentiated services architecture. However, this work has not yet
been incorporated into any | ETF working group charter. The term
"bandwi dth broker" has been used to refer to the agents that will

i mpl enent this functionality through network resource managenent,
policy control, and automated edge device configuration. The |IETF
Pol i cy Franmework working group is currently working on a policy
architecture framework, information nodel, and policy definition

| anguage that is targeted initially at policy managenent within a
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singl e donain. However, this work is fundamental in defining inter-
domai n policy managenent issues, such as those that are required in

i mpl enenting a network resource manager / bandwi dth broker. Many
resource managers bei ng depl oyed today rely on directory services for
storing policy information as well as X 509 for certificate-based

aut hentication and authorization to these resources. Mddl eware w ||
be required to translate the needs of distributed and paralle
conputing applications within and across different policy domains. It
is crucial that a standard nmeans for representing and using resource
managenment be devel oped.

Advance reservation of resources, as well as dynam c requests for
resources, is a crucial aspect of any resource nanagenent system
Advance reservations are nore of a policy issue than a provisioning
i ssue; however, the nechanisns for exchangi ng and propagati ng such
requests between resource nanagers |located within different

adm nistrative domains is a currently unsolved problemthat needs to
be addressed. In addition, it is inportant to address the issue of
possi bl e deadl ock and/or the inefficient use of resources (i.e., the
time period between a request, or set of requests, being initiated
and honored and resources being allocated). There is also a need for
rendezvous managenment in resource allocation services, where an
application nust gather resource reservations involving multiple
sites and services.

A mesh of cooperating resource managers, which interact with each

ot her using standards based protocols (e.g. COPS), could be the nodel
for a resource managenent infrastructure. Each of these may nmanage
different sets of resources. For exanple, one nmay be a bandwi dth
broker that only manages network bandw dth, while another may be a
gener al - pur pose resource nanager that nanages security, |P address

al l ocation, storage, processors, agents, and other network resources.
There are already plans for middl eware resource nanagers that not
only allocate the resources but al so manage the comnposition of a
group of services that may include security services, billing

servi ces, shaping of multimedia conposite images, etc.). Another form
of resource nmanager nay provide mappi ng between a set of related
services (i.e., mapping an | P based RSVP request to an ATM SVC, as
was denonstrated in a pilot project on the vBNS).

Resour ce managers depend on the use of |ocator services to find other
resource nmanagers as well as to | ocate the AAA server(s) for the
requestor and the associated directories containing applicable policy
i nformati on. They nmay al so need to query the network to deternmine if
a policy request for bandwi dth can be satisfied. It is essential that
these (and other) different uses of resource managenent be integrated
to provide an end-to-end service for applications and users alike.
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10.0 Networked Information Discovery and Retrieval Services

There are a wi de range of middl eware services broadly related to the
di scovery and retrieval of networked information. Because such a
broad range of applications (and not just high-performance,
distributed, or parallel applications) requires these services, this
area i s under very active devel opnent and new requirenents are
constantly emerqging.

Per haps the nost basic service in this area is persistent nam ng and
| ocation services (and infrastructure) that can resolve nanmes to

| ocations (i.e., URLs). The | ETF has done considerable work in
defining a syntax for Uniform Resource ldentifiers (URIs), which are
i ntended to be persistent nane spaces administered by a w de range of
agencies. URIs are resolved to URLs using resol ver services; there
are a nunmber of different proposals for such resolver services, and
some inplementations exist such as the CNRI Handl er Service. Many
organi zations are beginning to establish and manage URI nanespaces,
notably the publishing comunity with their Digital Object Identifier
(DA). however, there are many unresol ved questions, such as how to
nost effectively deal with the situation where the resource naned by
a URI exists in multiple places on the network (e.g., find the
"closest” mrror in ternms of network connectivity and resource
availability). There is a need for an extensive set of infrastructure
around resol vers, including how resources are registered and
identifiers are assigned, the ongoi ng managenent of data about the
current |location of resources that are identified by a specific URI
and the operation of sets of resolvers for various name spaces.
Finally, given a URI, one needs to |locate the resolver services that
are connected with that namespace; the I ETF has done initial work on
resol ution service |location for URl nanespaces.

URIs are intended to be processed primarily by nachi nes; they are not
i ntended to necessarily be easy to renmenber, though they are intended
to be robust under transcription (not sensitive to whitespace, for
exanpl e). Mre recently, the | ETF has begun work on defining
requirenments for human friendly identifier systens that might be used
to register and resol ve nmenoni ¢ namnes.

Anot her set of issues revolves around various types of netadata -
descriptive, ratings, provenance, rights nmanagenment, and the like,
that may be associated with objects on the network. The Resource
Description Franmework (RDF) fromthe Worl dwi de Web Consorti um (WVBC)
provides a syntax for attaching such descriptions to network objects
and for encoding the descriptions; additional middl eware work is
needed to | ocate metadata associated with objects that nmay be stored
in repositories, and to retrieve such netadata. Validation of
netadata is a key issue, and both |IETF and WBC are worki ng on XM
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canoni calization algorithns that can be used in conjunction with
public key infrastructure to sign netadata assertions. However, such
an approach inmplies a conplex set of trust relationships and

hi erarchies that will need to be managed, and policies that will need
to be specified for the use of these trust relationships in
retrieval

There is specific work going on in defining various types of netadata
for applications such as rights nanagenment; ultimately this will

i mply the devel opment of middleware services. It will also inpact the
use of directory, database, and sinmlar services in the storage,
access, and retrieval of this information. Simlarly, there will be a

need for services to connect descriptive netadata and identifiers
(URNSs) .

(See al so the NSF/ERCI M report on metadata research issues at
http://wwv. erci m or g/ publ i cati on/ ws- proceedi ngs/ EU- NSF/ net adat a. ht m
http://ww. erci morg/ publication/ws-proceedi ngs/ EU- NSF/ net adat a. ps
http://ww. erci m org/ publication/ws-proceedi ngs/ EU- NSF/ net adat a. pdf

Finally, there is a need for a set of niddl eware services which build
upon the research work already integrated into services such as
Archi e and Harvest. These services permt the efficient extraction of
net adat a about the contents of network information objects and
services w thout necessarily retrieving and i nspecting those
services. This includes the ability to dispatch "indexi ng agents" or
"knowbot s" that can run at a site to conmpute such indexi ng, under
appropriate security and authentication constraints. In addition, a
set of "push-based"” broker services which aggregate, filter and
collect netadata fromnultiple sites and provide themto interested
applications are also required. Such services can provide a nassive
performance, quality, conprehensiveness and tineliness inprovenent
for today’'s webcraw er-based indexi ng services.

11.0 Network QS

As noted earlier, applications may need to explicitly request
resources available in the network to nmeet their requirenents for
certain types of comunication, or in order to provide service with
an appropriate guarantee of one or netrics, such as bandw dth,

jitter, latency, and | oss. One type of request that has been the
focus of much effort recently is for services beyond best effort,
particularly with respect to services running over |P. This is
particularly inmportant for the advanced applicati ons noted previously
(e.g., visualization and tel ei mersion) as well as the energing

i mportance of voice and video, especially voice and vi deo operating
with | ower bandw dth or voice and video co-mngled with data. One
perspective on this issue is to consider the effect of nultiple drops
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in a single RTT, which is catastrophic for TCP applications but my
be of no special significance for real-tinme traffic. Providing for

i mproved services can be acconplished through a variety of quality of
service (QS) and class of service (CoS) mechanisnms. The first |ETF
nodel was the Integrated Services (IntServ) nodel, which used RSVP as
the signaling mechanism Since this nodel requires state in every
router for every session and to nmanage the traffic flows, it is
general ly recogni zed to have scaling linmts. However, it is very
appropriate for certain situations.

Differentiated Services, or DiffServ, grew out of a reaction agai nst
the perceived scalability problens with the | ETF | ntServ nodel.
DiffServ is an architecture for inplenmenting scal able service
differentiation in the Internet. Scalability is achieved by
aggregating traffic through the use of |P-1ayer packet marking.
Packets are classified and marked to receive a particul ar per-hop

f orwar di ng behavi or on nodes along their path. Sophisticated
classification, marking, policing, and shaping operations need only
be i nmpl emented at network boundaries or hosts. Network resources are
allocated to traffic streams by service provisioning policies which
govern how traffic is marked and conditi oned upon entry to a

di fferenti ated services-capabl e network, and how that traffic is
forwarded within that network. These sinple PHBs are conbined with a
much | arger nunber of policing policies enforced at the network edge
to provide a broad and flexible range of services, wthout requiring
state or conplex forwarding decisions to be perforned in the core and
distribution |ayers.

Recently, the idea of "tunneling" RSVP over a DiffServ-capabl e
network has generated significant interest. This attenpts to conbine
the best features of both IntServ and DiffServ while mitigating the
di sadvant ages of each. This in turn has led the |ETF to study ways to
ensure that Differv and Inteserv can not only coexist, but are also

i nt eroper abl e.

The practical realization of either or both architectures depends on
many m ddl eware conponents, some of which are described in this
document. The wor kshop di scussion nainly focused on DiffServ
mechani sns and on what effect such mechani sms woul d have on

m ddl eware and its ability to nmonitor and nmanage the network
infrastructure for the benefit of the applications. Both IntServ and
DiffServ only fully make sense if linked to a policy nmechanism This
nmechani sm nust be able to nake policy decisions, detect and resol ve
conflicts in policies, and enforce and nonitor policies.

Wor kshop partici pants al nbst unani nously agreed that they also

required a scal able inter-domain resource manager (e.g., a bandw dth
broker). Currently, if an RSVP session is run, each router along a
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pat h becores involved, with flow policing at each hop. Bandwi dth

Br oker nodel s include the bandw dth broker, a policy decision point
(whi ch nakes adni ssion control and policy decisions) and the policy
enforcenent points (i.e., edge routers) which provide for policing at
the first hop and for remarking aggregate fl ows so that subsequent
routers need only deal with the aggregate flows.

| ETF protocols that could be used to inplement a Bandwi dt h Broker
nodel (e.g., COPS, Dianeter, and others) were al so discussed. The

Di ameter protocol is interesting in this context, because it provides
set up mechani sns for basic network resource allocations and

reall ocations, as well as optional allocations.- Al of these can be
used for various types of bandw dth broker inplenentations, including
those directed at QoS, using RSVP type information. Dianeter
currently does not provide path information, but instead relies on
net wor k pat hway i nformati on established at ingress and egress nodes.
However, the status of Dianeter is still open in the | ETF

COPS was initially devel oped as a nmechani sm for establishing RSVP
policy within a donmain and remains intra-domain centric. It is a
useful intra-domain nmechanismfor allocating bandw dth resources
within a policy context. Wirk is now being conducted to use COPS for
establ i shing policy associated with a DiffServ-capabl e network. COPS
is designed to facilitate comruni cati on between the PDP and t he PEP
carrying policy decisions and other infornmation.

To inplenment any type of Bandwi dth Broker nodel, it is necessary to
establish a nechanismfor policy exchanges. The Internet2’' s Cbone
working group is currently working to define a prototype inter-donmain
bandwi dt h broker signaling protocol. This work is being coordi nated
with | ETF efforts.

Anot her mechanismis required for traffic shaping and SLA policing
and enforcement. One nechanismis fair queuing in its various forms,
whi ch has been described as TDM emnul ati on wi thout the time and space
conponents. Techni ques have been used for several years for fair
queuing for |ow speed lines. For DS-3 with 40 byte packets and OC-3c
speeds with 200-byte packets, weighted fair queuing uses a deficit
round-robin algorithmthat allows it to scale. It is capable of flow
di scrimnati on based on stochastically hashing the flows. An
addi ti onal expansion of this technique is to preface this technique
with class indicators. Currently, classification techniques are based
on | P precedence. However, classification will soon be achieved in
many routers using D ffserv code points (DSCPs) to specify the type
of conditioning to be applied. The conplete requirenments of policing
for DiffServ inplenmentations, e.g., via bandw dth brokers, have not
yet been fully explored or defined.
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Net wor k nonitoring capabilities (i.e., querying the network for state
information on a micro and macro | evel) that support niddl eware and
application services were identified as a core requirenent. In fact,
a network instrumentation and neasurenent infrastructure, upon which
a set of intelligent network management m ddl eware services can be
built, is absolutely critical

Current mechanisnms (e.g. |CVMP, SNWP) were not deemed robust enough
for mddl eware and applications devel opers to determine the state of
the network, or to verify that they were receiving the specific type
of treatment they had requested. This was judged especially true of
a network providing QS or CoS. Indeed, it is not at all clear that
SNWP, for exanple, is even the right architectural nodel for

m ddl eware to use to enable applications to determ ne the state of
the network. OQther capabilities, such as GcxMon, RTFM new M Bs, and
active neasurenment techniques (e.g., |PPMone-way delay netrics) need
to be made avail able to m ddl eware services and applications.

The provisioning of differentiated services takes the Internet one
step away fromits "dunb" best effort status. As the conplexity of
the network increases (e.g. VPNs, S, CoS, VolP, etc.), nore
attention nmust be paid to providing the end-user/custoner or network
adm nistrator with the tools they require to securely and dynamnmically
manage an adaptable network infrastructure. Differentiated services
neans that theoretically sone traffic gets better service than other
traffic; subsequently, one can expect to pay for better service,

whi ch means that accounting and billing services will be one of the
i mportant m ddl eware core conponents that others will rely upon. The
nodel and protocols necessary to acconmplish this are not devel oped
yet.

12.0 Authentication, Authorization, and Accounting

The I ETF s AAA working group is focusing on the requirenents for
supporting authentication, authorization, accounting, and auditing of
access to and services provided by network resource nmanagers (e.g.
bandwi dt h brokers). These processes constitute an inmportant security
infrastructure that will be relied upon by niddl eware and
applications. However, these conponents are only basic security
conponents. A public key infrastructure (PKI) was identified as a
cruci al security service infrastructure conponent. For exanple, the

PKI will be required to support the transitivity of authentication,
aut hori zation, and access control and, where appropriate, accounting
and billing. It was noted that, except for issues dealing with group

security and possibly nore efficient and sinple nanagenent, there are
no real technical challenges preventing the w de scal e depl oynent of

a PKI support structure at this time. Instead, the main obstacles to

overconme are nostly political and economc in nature. However,
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addi tional mddleware may be required to better facilitate a PKl
That bei ng said, sone people believe that we do have sone | arge
technical security challenges, revocation lists and security with
respect to changi ng group nenberships being two exanpl es.

M ddl ewar e and security support is also required for newer
applications (e.g., proxy agents that would act on a process or
application’s behalf and gather the necessary certificates for access
and using resources). A particularly difficult exanple is renmpte

col | aboration. Accessing a particular resource may require a user
and/ or application to gather certificates fromnore than one policy-
controlling agent. It is also true that an entity may have vari ous
identities that are dependent on the task they are perform ng (usage
or role based) or the context of the application. In order for the
PKI to becone truly functional on a ubiquitous |evel, there needs to
exi st a set of independent signing authorities that can vouch for the
top-level certificate authorities.

There are al so higher-level mniddleware services which will build on
public key infrastructure, notary services and provenance
verification. As we nove froma relatively dunmb network (e.g. best
effort I1P) to an Internet with enbedded intelligence (e.g., D ffServ,
I nt Serv, bandwi dth brokers, directory-enabl ed networks, etc.), the

secure exchange of information will becone even nore inportant. In
addition, as we start to provide differentiated services, accounting
and statistics gathering will beconme nuch nore inportant. W al so

need to provide for the integrity and security of collecting,

anal yzi ng, and transporting network management and nonitoring
information. And the issues of data privacy and integrity, along
wi t h addressi ng denial of service and non-repudi ati on, cannot be
i ghor ed.

13.0 Net wor k Managemnent, Perfornance, and Operations

Net wor k management capabilities were identified as being paranmount to
the success of m ddl eware depl oynent, and subsequently to the success
of the application. Many of the issues addressed here are not part of
standard NOC operations. In a nore conplex world of QS, CoS, and
mcro prioritization, reactions to network failures nust be handl ed
differently than current procedures. Allocations are nore dynam c,
especially additions, deletions, and changes with additional sets of
requi renments, such as priorities and new types of inter-domain
interactions. These will inevitably increase the conplexity of

net wor k managemnent .

There are many m croscopi ¢ and macroscopi ¢ networ k managemnent

projects focusing on maki ng both active and passive network
statistics and information avail able to end-users. Current visua
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debuggi ng and anal ysis capabilities (e.g., those devel oped by
NLANR/ CAI DA) are crucial tools for network adm nistrators and

desi gners for understanding their networks. In addition, current

net wor k management techni ques and nechani sns, whi ch were desi gned for
networ k desi gners and managers, need to be adapted to provide a
dynam ¢ and relevant set of information to the m ddl eware or
application service software. This will allow the prograns to
dynami cal |y adapt to the changing state of the network infrastructure
while ensuring the integrity and security of the network and other
resour ces.

Anot her aspect of network managenent that has not received the
necessary attention, is the need for nodeling and analysis tools for
networ k and m ddl eware designers. Cl M and DEN show great prom se in
providing a common framework for nodeling the managenent of network
el ements and services as well as users, applications, and other
resources of the network. Undoubtedly, m ddl eware designers wll

pl ace new requirements on CIMand DEN that will cause these
approaches to evol ve.

0 Mddleware to support nulticast applications

IP nulticast - that is, the routing and forwarding of mutlicast
packets in an | P-based network, is in the view of the workshop part
of the basic network infrastructure. The Internet Group Milticast

Prot ocol, which manages the joining and | eaving of multicast groups,
coul d al so be considered a basic network service. However, there is a
trenmendous need for middl eware services to make nmulticast useable for
various applications, much Iike TCP played a key role in making IP
applications useable. Specifically, one mght reasonably want

m ddl ewar e services to provide authenticated control of multicast
servi ces. Exanpl es of these services include the creation and joining
of multicast groups, multicast address managenent, nulticast channe
directories (there has already been considerable work in this area),
various forns of reliable nmulticast services (this has been an | RTF
research area), and to secure multicast groups through various
cryptographic strategies. In addition, because of the | arge inpact
that nmulticast can have on a network, multicast nmanagenent ni ddl eware
services, particularly in conjunction with QS, will be needed, as
will services to link together nulticasting within various networks
that do not directly interchange nmulticast routing information. It
shoul d be noted, however, that several security issues with

nmul ticast, especially groups with dynam c nenbership policies, stil
need to be resol ved.
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15.0 Java and Jin

Java was chosen as an exanpl e of a heterogeneous runtinme support
system for the sake of discussion as to whether it could be qualified
as a devel opnent | anguage particularly suitable for the devel opnent
of m ddl eware. The consensus was that the Java | anguage and conpilers
are inportant in the current distributed nodel of the Internet and
for the support of niddleware (i.e., mddl eware witten using Java).
Al so, a virtual Java nachine |ocated on a system can be consi dered

m ddl eware as much as any operating systemor network operating
systens woul d be considered m ddl eware. Jini m ddl eware technol ogy
not only defines a set of protocols for discovery, join, and | ookup
but also a | easing and transaction nmechanismto provide resilience in
a dynam c networked environnent. Java and Jini will be dependent on
a functioning PKlI, especially for signed applets. That being said,
there are security concerns with both Java and Jini that need to be
addressed, such as allow ng the downl oadi ng of applets and servlets.

16.0 Security Considerations

This docunent is a report of a workshop in which security was a
conmon t heme, as can be seen by the references to security through
out the docunent; but the workshop did not reach any specific
recomendati ons for new security-related tern nol ogy.

17.0 Summary

M ddl ewar e may have conmponents and services that only exist in the
persistent infrastructure, but it will also have conponents that
enabl e and support end-to-end (i.e. application to application or
host to host) interaction across nultiple autononous adm nistrative
donmains. A set of core persistent middl eware services is required to
support the devel opnent of a richer set of niddl eware services which
can be aggregated or upon which applications will be based (e.g., an
onion or |layered nodel). This set of core mddl eware services wl|
hel p applications | everage the services and capabilities of the
underlying network infrastructure, along with enabling applications
to adjust in changes to the network. The particular set of such
services utilized by an application or process will be a function of
the requirenents of the application field or affinity group (e.qg.

net wor k managenent or hi gh energy physics applications) wishing to
utilize the network or distributed data/conputation infrastructure.
Thi s docunent di scusses sone of the basic and core m ddl eware
services, which include, but are not linmted to: directories,

nanme/ address resol ution services, security services (i.e.

aut henti cation, authorization, accounting, and access control),

net wor k management, network nonitoring, tinme servers, and accounting.
Net work | evel capabilities, such as nmulticast and D ffServ, are not
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classified as middleware; rather, they are enabling infrastructure
services upon which mddleware will be built or which niddl eware may
use and nmanage. A second |evel of inportant m ddl eware services,

whi ch buil ds upon these core set of services, may include
accounting/billing, resource managers, single sign-on services,

gl obal I y uni que nanmes, netadata servers, and |ocators.

A recogni zed goal is to provide a set of m ddl eware services that
enabl e access to and managenent of the underlying network

i nfrastructure and support applications wi shing to make use of that
net wor k- based infrastructure. It appears necessary to agree to a
framewor k of services for the support, provisioning and operations,
and managenent of the network. Today, we have pieceneal activities
al ready being pursued in various standards organi zati ons. These

i nclude efforts in the | ETF and DMIF (e.g., AAA Policy Franework,
DiffServ, DEN, CIM etc.), as well as in the advanced application
environnents (e.g., Gid Forum the PACIs, NG, Internet2, etc.).
Both of these efforts require the integration and managenent of many
i nfrastructure components, not just networks; however, we have no
overall framework that pulls all of these together, or a nmechanismto
coordinate all of these activities. W are just enmbarking on the
devel opnent of a rich plan of m ddl eware services. Consequently, we
have a | ot of work yet to be done. For instance, as we nove into an
el ectroni c persistent presence (EPP) environment where nultiple

i nstances of an identity or person (or even their proxy agents) are
supported, we will require enhanced | ocator and brokering services.
The directory (e.g., DNS or X.500) and | ocator services of today may
not be appropriate for this task.

One goal of the workshop was to identify research and devel opnent
areas in mddleware that federal agencies and industry nmay choose to
support. The workshop highlighted a few areas that nay benefit from
addi ti onal R&D support. These areas include, but are not linmted to:

- inter-domain resource nmanagenent architecture and protocols (e.g.
i nter-domai n bandwi dt h br okers)

- resource | anguages that describe and enabl e the nanagenent of a
wi de variety of resources (e.g., networks, data bases, storage,
online facilities, etc.

- avoi di ng deadl ock and ensuring efficiency with resource nanagers

- network managenent tools and APlIs that provide macroscopi c and
m croscopic real-tinme infrastructure

- information to m ddl eware services and applications (not just MBs
and SNWP access)

- domain and inter-donmain accounting and billing
- nonitoring and verification services of contracted infrastructure
servi ces

- enhanced | ocators that can | ocate resources and resource nmanagers
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- cross administrative policy negotiation and authentication

-  mddl eware bypass (i.e. access to raw system or network resources
netadata (i.e., data that is used to describe data found in
directories or exchanged between services such as resource
managers, PDPs, PEPs, directories, accounting and billing
services, etc.)

- mddl eware support for nobile or nonadic use

- support for availability of resources (i.e. replication and | oad
bal anci ng

Thi s workshop was just one small step in identifying rel evant

m ddl ewar e topics, technol ogi es and players. Even though this

wor kshop did not arrive at a consensual definition of mddleware, it
did identify the need for additional work. Specifically, further work
is needed to identify and qualify niddl eware services for specific
affinity groups (e.g. Internet2, Education, the PACIs, Gids, etc.)
as well as to define a macroscopic franework that incorporates the

m ddl eware work of the | ETF, DMIF and ot her rel evant organi zations
such as the Gid Forum
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19.0 URLs/ r ef er ences

Pl ease see http://ww. nts. anl . gov/ m ddl eware98 for copies of the
slides presented at the workshop as well as a list of related URLs on
applications, mddleware and network services.
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Copyright (C The Internet Society (2000). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
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