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Abst r act

Thi s docunent describes the "abstract service interface" for the
dynam ¢ nulticast address allocation service, as seen by
applications. Wiile it does not describe a concrete APl (i.e., for a
speci fic programm ng | anguage), it describes - in abstract terns -
the semantics of this service, including the guarantees that it makes
to applications.

Addi ti onal documents (not necessarily products of the I ETF) would
descri be concrete APlIs for this service.

1. Introduction

Applications are the custoners of a multicast address all ocation
service, so a definition of this service should include not only the
i nter-node network protocols that are used to inplenment it, but also
the 'protocol’ that applications use to access the service. Wile
APl's ("application programm ng interfaces") for specific progranmn ng
| anguages (or operating systens) are outside the domain of the I|IETF,
it is appropriate for us to define - in abstract terns - the semantic
interface that this service presents to applications. Specific APIs
woul d then be based upon this abstract service interface.

Note that it is possible to inplenment the nulticast address

all ocation service in at least two different ways. The first (and
per haps nobst conmon) way is for end nodes to allocate addresses by
conmuni cating with a separate "Address Allocation Server" node, using
the "Host to Address Allocation Server" network protocol (MADCAP)
[1][7]. Aternatively, an "Address Allocation Server" inplenentation
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m ght be co-located (along with one or nore applications) on an end
node, in which case sone other, internal, nmechani smni ght be used to
access the server. |In either case, however, the abstract service
interface (and, presumably, any specific APIs) would remain the same.

The remai nder of this docunent describes the abstract interface.

Note that this interface is intended only for the allocation of
dynam ¢ multicast addresses, as used by the traditional nulticast
service nmodel [2]. Future nulticast service nodels mght allocate or
assign nulticast addresses in other ways, but this is outside the
scope of this docunent.

2. Abstract Data Types
The interface described bel ow uses the foll ow ng abstract data types:
- AddressFam ly: e.g., IPv4d or |IPv6

- Milticast Address: An actual multicast address (i.e., that could
subsequently be used as the destination of a datagram

- Milticast AddressSet: A set of "Milticast Address"es
- LanguageTag: The code for a (human) | anguage, as defined in [4]

- Scope: An "administrative scope" [3] fromwhich nulticast
addresses are to be allocated. Each scope is a
"Ml ti cast AddressSet", with an associ ated set of
(character-string) nanes - indexed by "LanguageTag". (Each
| anguage tag has at nobst one correspondi ng name, per
scope.) For each scope, a (language tag, nane) pair nmay be
defined to be the 'default’ nane for this scope. (See the
section "Querying the name of a scope" bel ow.)

(An inmplenentation of this abstract data type m ght al so
i nclude other information, such as a default TTL for the
scope.)

- Time: An (absolute) event time. This is used for specifying the
"lifetime" of multicast addresses: the period of tine during
which allocated nulticast addresses are guaranteed to be
available. (It is also used to specify the desired start
time for an "advance allocation".)
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Note that a concrete APl might prefer to specify sone of
these tines as relative tines (i.e., relative to the current
ti me-of-day), rather than absolute tine. (Relative tines
have t he advantage of not requiring clock synchronization.)

- Lease:

A conpound data type that describes the result of a
(successful) multicast address allocation. 1t consists of:

[Mul ticast AddressSet] The set of addresses that were
al | ocat ed;

[ AddressFam | y] The address famly of these addresses

[Time] The lifetime of these addresses (the sanme for
each address)

[Time] The "start tine" of the allocation. (See the

di scussi on of "advance allocation" below.) (A concrete
APl would likely also include a MADCAP "Lease
Identifier"” [1].)

- NestingRel ati onship: A binary data type that describes whether or

-  Status:

Fi nl ayson

not two scopes nest. Two scopes nest if
traffic sent sent to a nmulticast group within
one scope could be seen by all hosts present
within the other scope were they to join the
mul ticast group within the first scope. This
val ue woul d be "Fal se" for overl appi ng scopes
where only sone (or none) of the hosts within
the second scope could see traffic sent to an
address due to the presence of an

adnmi ni stratively scoped boundary. |In cases
where the first and second scopes are

topol ogically identical this value would be
"True."

A result code.
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3. The Abstract Interface
3.1 Allocating nulticast addresses:

AddressFam |y famly,

Scope scope

I nt eger m nDesi r edAddr esses,

I nt eger maxDesi r edAddr esses,

Ti me m nDesiredStartTine,

Ti me maxDesiredStart Ti ne,

Ti me m nDesiredLifetine,

n Ti me maxDesiredLifetine,

out Lease multicast AddressSet Lease,
out Status status)

al l oc_mul ti cast _addr (

5 3 33533 335

This operation attenpts to allocate a set of nulticast addresses (the
size of this set is in the range [m nDesiredAddresses,

maxDesi redAddresses]) within the given address fam |y and scope, and
within a given range of desired lifetinmes. ("mnDesiredStartTi ne"
and "maxDesiredStartTi ne" are used to specify "advance all ocation";
this is described in nore detail bel ow)

If the address all ocation succeeds, the result is returned in
"mul ti cast Addr essSet Lease" (with "status" = OK).

During the lifetime of this |ease, the allocation service will make a
"best-effort" attenpt to not allocate any of these addresses to
others. (However, once the lease’'s lifetime has expired, any of its
addresses can be allocated to others.)

Mul ticast addresses are allocated for a limted lifetine. An
application nmay attenpt to extend this lifetime, but this operation

may fail. Therefore, an application nmust be prepared for the
possibility it will not be able to use the same addresses for as |ong
as it desires. In particular, the application must be prepared to

either quit early (because its original multicast address assignnents
have expired), or, alternatively, to occasionally 'renunber’ its

nmul ticast addresses (in sone application or higher-Ievel-protoco
dependent way), by making a new allocation. However, if an
application needs to consider 'renunmbering , it will always know this
in advance, at the time it acquired its current address(es) - by
checking the lifetime in the returned | ease. An application will
never need to be notified asynchronously of the need to 'renunber’.
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Possi bl e errors:

- bad address famly
- bad scope
- bad desired nunmber of addresses (e.g., max < mn)
- bad desired lifetines (e.g., max < mn)
- errors with the two "start time" paraneters (see
"Advance al |l ocation" bel ow)
- no addresses can be allocated (for the requested paraneters)

An allocation attenpt can also fail with a result "status" code of
TRY_LATER, indicating that the requested allocation cannot be nmde at
this time, but that it mght succeed if the caller retries the
attenpt at some future tine. (This future tinme is returned in the
"start time" field of the

"mul ti cast Addr essSet Lease”
the other parts of this | ease are undefined.)

Note that a concrete (i.e., progranm ng |anguage-specific) APl for
mul ti cast address allocation will probably include additional
speci al i zed variants of this general allocation operation. For
instance, it may include separate operations for:

- allocating only a single address
(i.e., mnDesiredAddresses = maxDesiredAddresses = 1);
- (attenpting to) allocate an address with a single, fixed
l[ifetime (i.e., mnDesiredLifetime = maxDesiredLifetine);
- (attenpting to) allocate an address for inmedi ate use
(i.e., minDesiredStartTine = nmaxDesiredStartTine = 'now )

3.2 Changing nulticast addresses’ lifetine:
change _nulticast_addr _lifetine(in Lease multicast AddressSet Lease,

in Time mnDesiredLifetime,
in Time nmaxDesiredLifetine,
out Tinme lifetine)

This operation attenpts to change the lifetime of previously

all ocated multicast addresses. Unless an error occurs, it returns

the new lifetime (which m ght remain unchanged).

Possi bl e errors:

- bad address famly
- bad durations (e.g., max < mn)
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- the addresses’ lifetime could not be changed
(and the existing lifetime was not in the requested range
[ mi nDesi redLi feti me, maxDesi redLi fetine])

- the addresses were not ones that we had all ocated
(see section 5.9) - or they have already expired

3.3 Deal l ocating nulticast addresses:
deal | ocate_mul ticast _addr(in Lease nulticast AddressSetLease) This
operation attenpts to deall ocate previously allocated nulticast
addr esses.
Possi bl e errors:
- bad address famly
- the addresses were not ones that we had all ocated
(or they have al ready expired)
3.4 Querying the set of usable multicast address scopes:

get _nulticast_addr_scopes(in AddressFamly famly,
out "set of" Scope)

This operation returns the set of administrative nulticast address
scopes that are defined for this node.

Possi bl e errors:
- bad address famly
3.5 Querying the nane of a scope:
get _scope_nane(in Scope scope,

i n LanguageTag | anguage,

out String name,

out LanguageTag | anguageFor Nane)
This operation returns a character-string name for a given scope. |If
the scope has a nane in the specified "l anguage", then this name (and
| anguage) is returned. O herwi se, the scope’s default (Ianguage,
nane) pair is returned.
Possi bl e errors:

- bad scope.
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3.6 Querying the nesting state of known usable multicast address scopes:

get _scope_nesting_state(in "set of" Scope,
out "matrix of" NestingRel ati onshi p)

Possi bl e errors:

- bad scope.
- nesting state undetermined at this tine.

This operation would return a matrix that shows the
current nesting rel ationshi ps between the supplied
set of scopes which would have previously been supplied
via the get _nulticast_addr_scopes(...) function
3.7 Querying the set of scopes that a given scope is known to nest inside:

get | arger _scopes(i n Scope,
out "set of" Scope)

This operation returns the set of administrative multicast
address scopes that are known to enconpass the supplied
Scope.

Possibl e errors:

- bad scope.
- nesting state undeterm ned at this tinme.

3.8 Querying the set of scopes that are known to nest inside a given scope:

get _smal |l er _scopes(in Scope,
out "set of" Scope)

This operation returns the set of administrative nulticast address
scopes that are known to nest inside the supplied Scope (NB this
woul d i nclude those scopes that are topologically identical to the
suppl i ed scope).

Possi bl e errors:

- bad scope.
- nesting state undeterm ned at this tine.
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3.9 Note: The decision as to who is allowed to deallocate (or change
the lifetime of) a previously allocated multicast address set |ease
is inmplenentation-specific, and depends upon the security policy of
the host system Thus it is not specified in this abstract API.
One possible starting point, however, is the foll ow ng:

A previously allocated multicast address can be deal |l ocated (or
have its lifetine queried or changed) by the sane "principal", and
on the sane node, as that which originally allocated it.
("principal" mght, for exanple, be a "user" in the host operating
system)

3.10 Advance al l ocati on

By specifying "m nDesiredStartTi me = maxDesiredStartTine = 'now ",
the address allocation operation - "alloc_nulticast_addr"

descri bed above can be used to request a set of multicast
addresses that can be used *i medi atel y* (and until their lifetine
expires). During this whole tinme, the addresses are not avail able
for allocation to others.

It is also possible - using the "m nDesiredStartTi ne" and

"maxDesi redStart Ti me" parameters - to allocate nmulticast addresses
*in advance* - i.e., so that they have a future "start tinme" as
well as an expiration tine. Before the start time, the multicast
addresses may be allocated to others.

Advance allocation is convenient for allocating addresses for
events that begin far in the future - e.g., several weeks or

nont hs away. W thout advance allocation, it would be necessary to
al l ocate addresses for a long period of tinme - even when it wll
not be used. Such a request would not only be a wasteful use of
the multicast address space, but it may also be difficult to

i mpl enent (especially since address allocations are expected to
remain valid in spite of topol ogy changes).

Advance all ocation requests can produce the following errors (in
addition to those defined earlier):

- bad start time durations (e.g., max < mn)

- requested start tines conflict with requested lifetines
(i.e., minstart time > max lifetine)

Fi nl ayson I nf or mati onal [ Page 8]



RFC 2771 Abstract APl for Milticast Address Allocation February 2000

The foll owi ng operation is al so defined:

change_nul ticast_addr_start_tine(in Lease multicast AddressSet Lease,
in Time mnDesiredStartTi ne,
in Tinme maxDesiredStartTi e,
out Time startTine)

This operation attenpts to change the start time of previously
all ocated multicast addresses. Unless an error occurs, it returns
the new start tine (which m ght remai n unchanged).

Possi bl e errors: the sane as "change mnulticast_addr _|ifetine"
4. Security Considerations

As noted in section 5.9 above, each inplenentation of this abstract
APl shoul d define a security policy that specifies when (and by whom
previously allocated nulticast addresses can be deal | ocated (or
queried, or have their lifetime changed).

Because multicast addresses are a finite resource, there is a
potential for a "denial of service" attack by allocating a | arge
nunber of nulticast addresses w thout deallocating them Preventing
such an attack, however, is not the role of the API, but rather by
the underlying MAAS ("Multicast Address Allocation Server(s)" [6]).
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