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Abst ract

Thi s docunent describes a signaling nmethod and protocol for RSVP-
based adni ssion control over |EEE 802-style LANs. The protocol is
designed to work both with the current generation of | EEE 802 LANs as
well as with the recent work conpleted by the | EEE 802.1 committee.

1. Introduction

New extensions to the Internet architecture and service nodel s have
been defined for an integrated services Internet [RFC 1633, RFC- 2205,
RFC-2210] so that applications can request specific qualities or

| evel s of service froman internetwork in addition to the current |IP
best-effort service. These extensions include RSVP, a resource
reservation setup protocol, and definition of new service classes to
be supported by Integrated Services routers. RSVP and service class
definitions are largely independent of the underlying networking
technologies and it is necessary to define the mappi ng of RSVP and
Integrated Services specifications onto specific subnetwork

technol ogies. For exanmple, a definition of service mappi ngs and
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reservation setup protocols is needed for specific link-Ilayer
technol ogi es such as shared and swi tched | EEE-802-style LAN
t echnol ogi es.

Thi s docunent defines SBM a signaling protocol for RSVP-based

adm ssion control over |EEE 802-style networks. SBM provides a

net hod for mapping an internet-|level setup protocol such as RSVP onto
| EEE 802 style networks. In particular, it describes the operation
of RSVP-enabl ed hosts/routers and |ink | ayer devices (swtches,

bri dges) to support reservation of LAN resources for RSVP-enabl ed
data flows. A framework for providing Integrated Services over
shared and swi tched | EEE-802-style LAN technol ogies and a definition
of service mappi ngs have been described in separate docunents [ RFC
FRAMVE, RFC- MAP] .

2. CGoal s and Assunptions

The SBM ( Subnet Bandwi dth Manager) protocol and its use for admi ssion
control and bandw dth nmanagenent in | EEE 802 | evel -2 networks is
based on the follow ng architectural goals and assunptions:

. Even though the current trend is towards increased use of

swi tched LAN topol ogi es consisting of newer switches that support
the priority queui ng nechani sns specified by | EEE 802. 1p, we
assune that the LAN technologies will continue to be a mx of

| egacy shared/ switched LAN segnments and newer switched segnments
based on | EEE 802. 1p specification. Therefore, we specify a
signaling protocol for managi ng bandwi dth over both | egacy and
newer LAN topol ogies and that takes advantage of the additiona
functionality (such as an explicit support for different traffic
classes or integrated service classes) as it becones available in
the new generation of swtches, hubs, or bridges. As a result,
the SBM protocol would allow for a range of LAN bandwi dth
management sol utions that vary fromone that exercises purely

adm ni strative control (over the amount of bandw dth consumed by
RSVP-enabl ed traffic flows) to one that requires cooperation (and
enforcenent) fromall the end-systens or switches in a | EEE 802
LAN.

1. This docunent specifies only a signaling nethod and protoco
for LAN-based adm ssion control over RSVP flows. W do not define
here any traffic control nmechanisns for the |ink |ayer; the
protocol is designed to use any such nmechani sns defined by | EEE
802. In addition, we assunme that the Layer 3 end-systens (e.g., a
host or a router) will exercise traffic control by policing
Integrated Services traffic flows to ensure that each fl ow stays
within its traffic specifications stipulated in an earlier
reservation request submtted for adm ssion control. This then
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all ows a system using SBM adni ssion control conbined with per flow
shapi ng at end systens and | EEE-defined traffic control at |ink
layer to realize some approximation of Controlled Load (and even
CGuar ant eed) services over |EEE 802-style LANs.

I1l. In the absence of any link-layer traffic control or priority
gueui ng nmechani sns in the underlying LAN (such as a shared LAN
segnent), the SBM based admi ssion control mechanismonly linits
the total ampunt of traffic |oad inposed by RSVP-enabled flows on
a shared LAN. In such an environment, no traffic flow separation
mechani sm exi sts to protect the RSVP-enabled flows fromthe best-
effort traffic on the same shared nedia and that raises the
qguestion of the utility of such a nmechani sm outside a topol ogy
consi sting only of 802.1p-conpliant sw tches. However, we assune
that the SBM based adm ssion control nechanismw |l still serve a
useful purpose in a | egacy, shared LAN topol ogy for two reasons.
First, assuming that all the nodes that generate Integrated
Services traffic flows utilize the SBM based adm ssion contro
procedure to request reservation of resources before sending any
traffic, the nechanismw Il restrict the total anpbunt of traffic
generated by Integrated Services flows wi thin the bounds desired
by a LAN admi nistrator (see discussion of the NonResvSendLi mit
paraneter in Appendix C). Second, the best-effort traffic
generated by the TCP/IP-based traffic sources is generally rate
adaptive (using a TCP-style "slow start"” congestion avoi dance
nmechani sm or a feedback-based rate adaptati on nmechani sm used by
audi o/ vi deo streans based on RTP/ RTCP protocols) and adapts to
stay within the avail abl e network bandwi dth. Thus, the

conbi nati on of adm ssion control and rate adaptation should avoid
persistent traffic congestion. This does not, however, guarantee
that non-Integrated-Services traffic will not interfere with the
Integrated Services traffic in the absence of traffic contro
support in the underlying LAN infrastructure.

3. Organi zation of the rest of this docunent

The rest of this docunment provides a detailed description of the
SBM based admi ssion control procedure(s) for | EEE 802 LAN
technol ogi es. The document is organi zed as foll ows:

*

Section 4 first defines the various ternms used in the docurment and
then provides an overview of the adm ssion control procedure wth
an exanple of its application to a sanple network.

Section 5 describes the rules for processing and forwardi ng PATH
(and PATH TEAR) nessages at DSBMs (Designated Subnet Bandwi dth
Managers), SBMs, and DSBM clients.
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* Section 6 addresses the inter-operability issues when a DSBM may
operate in the absence of RSVP signaling at Layer 3 or when
anot her signaling protocol (such as SNWP) is used to reserve
resources on a LAN segnent.

* Appendi x A describes the details of the DSBM el ection al gorithm
used for electing a designated SBM on a LAN segnent when nore than
one SBMis present. It also describes how DSBM clients di scover
the presence of a DSBM on a managed segment.

* Appendix B specifies the formats of SBM specific nmessages used and
the formats of new RSVP objects needed for the SBM operation

* Appendi x C describes usage of the DSBMto distribute configuration
i nformation to senders on a managed segnent.

4. Overview
4.1. Definitions

- Link Layer or Layer 2 or L2: W refer to data-link |ayer
technol ogi es such as | EEE 802. 3/ Ethernet as L2 or |ayer 2.

- Link Layer Donmmin or Layer 2 dommin or L2 dommin: a set of nodes
and |inks interconnected without passing through a L3 forwarding
function. One or nore | P subnets can be overlaid on a L2 domain

- Layer 2 or L2 devices: W refer to devices that only inplenent
Layer 2 functionality as Layer 2 or L2 devices. These include
802. 1D bri dges or switches.

- Internetwork Layer or Layer 3 or L3: Layer 3 of the 1SO 7 |ayer
nodel . This document is primarily concerned with networks that use
the Internet Protocol (IP) at this |ayer.

- Layer 3 Device or L3 Device or End-Station: these include hosts
and routers that use L3 and hi gher |ayer protocols or application
prograns that need to nmake resource reservations.

- Segment: A L2 physical segnment that is shared by one or nore
senders. Exanpl es of segnments include (a) a shared Ethernet or
Token-Ring wire resolving contention for medi a access using CSMA
or token passing ("shared L2 segrment"), (b) a half duplex link
bet ween two stations or switches, (c) one direction of a swtched
full-duplex link.
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- Managed segnent: A managed segnent is a segnent with a DSBM
present and responsible for exercising adm ssion control over
requests for resource reservation. A managed segment includes
those interconnected parts of a shared LAN that are not separated
by DSBMs.

- Traffic Cass: An aggregation of data flows which are given
simlar service within a switched network.

- User_priority: User_priority is a value associated with the
transm ssion and reception of all frames in the | EEE 802 service
nodel: it is supplied by the sender that is using the MAC service.
It is provided along with the data to a receiver using the MAC
service. It may or nmay not be actually carried over the network:
Token- Ri ng/ 802.5 carries this value (encoded in its FC octet),
basi ¢ Et hernet/802.3 does not, 802.12 may or may not dependi ng on
the frame format in use. 802.1p defines a consistent way to carry
this value over the bridged network on Ethernet, Token Ring
Demand-Priority, FDDI or other MAC-|ayer nedia using an extended
frane format. The usage of user priority is fully described in
section 2.5 of 802.1D [| EEE8021D] and 802. 1p [| EEEB021P] " Support
of the Internal Layer Service by Specific MAC Procedures”

- Subnet: used in this nmeno to indicate a group of L3 devices
sharing a comon L3 network address prefix along with the set of
segnents naking up the L2 domain in which they are | ocated.

- Bridge/Switch: a layer 2 forwardi ng device as defined by | EEE
802. 1D. The terns bridge and switch are used synonynously in this
docunent .

- DSBM Designated SBM (DSBM is a protocol entity that resides in a
L2 or L3 device and nmanages resources on a L2 segnent. At nost one
DSBM exi sts for each L2 segment.

- SBM the SBMis a protocol entity that resides in a L2 or L3
device and is capable of nanagi ng resources on a segnent. However,
only a DSBM nanages the resources for a managed segnent. \Wen nore
than one SBM exi sts on a segment, one of the SBMs is elected to be
t he DSBM

- Extended segnent: An extended segnent includes those parts of a
network which are nmenbers of the sane |P subnet and therefore are
not separated by any layer 3 devices. Several managed segnents,

i nterconnected by | ayer 2 devices, constitute an extended segnent.
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- Managed L2 donmi n: An L2 donmmain consisting of nanaged segnments is
referred to as a managed L2 domain to distinguish it froma L2
domain with no DSBMs present for exercising adm ssion control over
resources at segments in the L2 domain.

- DSBMclients: These are entities that transmt traffic onto a
nmanaged segnment and use the services of a DSBM for the nanaged
segnent for adm ssion control over a LAN segnent. Only the layer 3
or higher layer entities on L3 devices such as hosts and routers
are expected to send traffic that requires resource reservations,
and, therefore, DSBMclients are L3 entities.

- SBMtransparent devices: A "SBMtransparent" device is unaware of
SBMs or DSBMs (though it may or may not be RSVP aware) and,
therefore, does not participate in the SBM based admi ssion contro
procedure over a managed segnent. Such a device uses standard
forwarding rul es appropriate for the device and is transparent
with respect to SBM An exanple of such a L2 device is a |egacy
switch that does not participate in resource reservation

- Layer 3 and layer 2 addresses: W refer to |ayer 3 addresses of
L3/ L2 devices as "L3 addresses" and | ayer 2 addresses as "L2
addresses”. This convention will be used in the rest of the
docunent to distinguish between Layer 3 and | ayer 2 addresses used
to refer to RSVP next hop (NHOP) and previous hop (PHOP) devices.
For exanple, in conventional RSVP nessage processing, RSVP_HOP
object in a PATH nessage carries the L3 address of the previous
hop device. W will refer to the address contained in the RSVP_HOP
object as the RSVP_HOP_L3 address and the correspondi ng MAC
address of the previous hop device will be referred to as the
RSVP_HOP_L2 address.

4.2. Overview of the SBM based Adm ssion Control Procedure

A protocol entity called "Designated SBM (DSBM exists for each
managed segnment and is responsible for adm ssion control over the
resource reservation requests originating fromthe DSBMclients in
that segnent. G ven a segnent, one or nore SBMs may exist on the
segnent. For exanple, many SBM capabl e devices nay be attached to a
shared L2 segment whereas two SBM capabl e switches may share a hal f -
dupl ex switched segnment. In that case, a single DSBMis elected for
the segnment. The procedure for dynamcally electing the DSBMi s
descri bed in Appendix A The only other approved nethod for
specifying a DSBM for a managed segnent is static configuration at
SBM capabl e devi ces.
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The presence of a DSBM nakes the segnment a "nmmnaged segnent".
Sonetimes, two or nore L2 segnments nmay be interconnected by SBM
transparent devices. In that case, a single DSBMwi || manage the
resources for those segnents treating the collection of such segnents
as a single nmanaged segnment for the purpose of adm ssion control

4.2.1. Basic Algorithm

Figure 1 - An Exanple of a Managed Segmrent.

Fomm - + +--m - - + S R, + +--m - - + Fomm e +
| Router | | Host | | DSBM | | Host | | Router
| R2 | | C | too---- + | B | | RS |
S - + +--m-a + / +--m-a + S +
| | / | |
| | / | |
::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::LAN
| |
| |
oo + oo - +
| Host | | Router|
| A | RL |
S R, + Fomm - +

Figure 1 shows an exanpl e of a nanaged segnment in a L2 donain that

i nterconnects a set of hosts and routers. For the purpose of this

di scussion, we ignore the actual physical topology of the L2 donain
(assume it is a shared L2 segnment and a single managed segment
represents the entire L2 domain). A single SBM device is designated
to be the DSBM for the managed segnent. We will provide exanpl es of
operation of the DSBM over swi tched and shared segnments later in the
document .

The basi ¢ DSBM based adm ssion control procedure works as foll ows:

1. DSBMInitialization: As part of its initial configuration, DSBM
obtains information such as the linmts on fraction of available
resources that can be reserved on each nanaged segnment under its
control. For instance, bandwi dth is one such resource. Even
t hough met hods such as auto-negotiation of |ink speeds and
know edge of |ink topology allow discovery of |link capacity, the
configuration may be necessary to limt the fraction of |ink
capacity that can be reserved on a link. Configurationis likely
to be static with the current L2/L3 devices. Future work nmay
all ow for dynamic discovery of this information. This docunent
does not specify the configurati on mechani sm
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2. DSBMdient Initialization: For each interface attached, a DSBM
client determ nes whether a DSBM exists on the interface. The
procedure for discovering and verifying the exi stence of the DSBM
for an attached segnent is described in Appendix A If the client
itself is capable of serving as the DSBM on the segnent, it nay
choose to participate in the election to beconmre the DSBM At the
start, a DSBMclient first verifies that a DSBM exists in its L2
donmain so that it can comunicate with the DSBM for adni ssion
control purposes.

In the case of a full-duplex segnent, an election nmay not be
necessary as the SBM at each end will typically act as the DSBM
for outgoing traffic in each direction

3. DSBM based Adm ssion Control: To request reservation of resources
(e.g., LAN bandwidth in a L2 domain), DSBM clients (RSVP-capabl e
L3 devi ces such as hosts and routers) follow the foll ow ng steps:

a) Wien a DSBM client sends or forwards a RSVP PATH nessage over
an interface attached to a managed segnent, it sends the PATH
nessage to the segnent’s DSBMinstead of sending it to the RSVP
session destination address (as is done in conventional RSVP
processing). After processing (and possibly updating an
ADSPEC), the DSBM wi Il forward the PATH nessage toward its
destinati on address. As part of its processing, the DSBM buil ds
and mai ntains a PATH state for the session and notes the
previous L2/L3 hop that sent it the PATH nessage.

Let us consider the managed segnent in Figure 1. Assune that a
sender to a RSVP session (session address specifies the IP
address of host A on the nanaged segnent in Figure 1) resides
outside the L2 domain of the managed segment and sends a PATH
nessage that arrives at router RL which is on the path towards
host A

DSBM client on Router Rl forwards the PATH nessage fromthe
sender to the DSBM The DSBM processes the PATH nessage and
forwards the PATH nessage towards the RSVP receiver (Detail ed
nmessage processing and forwarding rules are described in
Section 5). In the process, the DSBM buil ds the PATH state,
renenbers the router R1 (its L2 and |3 addresses) as the
previous hop for the session, puts its own L2 and L3 addresses
in the PHOP objects (see explanation later), and effectively
inserts itself as an internedi ate node between the sender (or
Rl in Figure 1) and the receiver (host A) on the managed
segment .
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b) When an application on host A wishes to nake a reservation for
the RSVP session, host A follows the standard RSVP nessage
processing rules and sends a RSVP RESV nessage to the previous
hop L2/L3 address (the DSBMs address) obtained fromthe PHOP
object(s) in the previously recei ved PATH nmessage.

c) The DSBM processes the RSVP RESV nessage based on the bandwi dth
avai | abl e and returns an RESV_ERR nessage to the requester
(host A) if the request cannot be granted. If sufficient
resources are available and the reservation request is granted,
the DSBM forwards the RESV nmessage towards the PHOP(s) based on
its local PATH state for the session. The DSBM nerges
reservation requests for the sane session as and when possible
using the rules simlar to those used in the conventional RSVP
processi ng (except for an additional criterion described in
Section 5.8).

d) If the L2 donmain contains nore than one nanaged segnent, the
requester (host A) and the forwarder (router R1) nay be
separated by nore than one nanaged segnent. In that case, the
ori ginal PATH nessage woul d propagate through nany DSBMs (one
for each managed segnent on the path fromRlL to A) setting up
PATH state at each DSBM Therefore, the RESV nmessage woul d
propagat e hop-by-hop in reverse through the internedi ate DSBVs
and eventual ly reach the original forwarder (router Rl) on the
L2 domain if admi ssion control at all DSBMs succeeds.

4.2.2. Enhancenents to the conventional RSVP operation

(D)SBMs and DSBM clients inplenent mnor additions to the standard
RSVP protocol. These are sunmarized in this section. A detailed
description of the nmessage processing and forwarding rules follows in
section 5.

4.2.2.1 Sending PATH Messages to the DSBM on a Managed Segnent

Normal RSVP forwarding rules apply at a DSBM client when it is not
forwardi ng an out goi ng PATH nessage over a managed segnment. However,
out goi ng PATH nessages on a nmanhaged segnment are sent to the DSBM for
the correspondi ng managed segnent (Section 5.2 describes how the PATH
nmessages are sent to the DSBM on a managed segnent).

4.2.2.2 The LAN_NHOP (bj ects
I n conventional RSVP processing over point-to-point |inks, RSVP nodes
(hosts/routers) use RSVP_HOP object (NHOP and PHOP info) to keep

track of the next hop (downstream node in the path of data packets in
atraffic flow and the previous hop (upstream nodes with respect to

Yavat kar, et al. St andards Track [ Page 9]



RFC 2814 SBM ( Subnet Bandw dt h Manager) May 2000

the data flow) nodes on the path between a sender and a receiver.
Routers along the path of a PATH nessage forward the nessage towards
the destination address based on the L3 routing (packet forwarding)
tabl es.

For exanple, consider the L2 domain in Figure 1. Assune that both the
sender (sonme host X) and the receiver (sonme host Y) in a RSVP session
resi de outside the L2 domain shown in the Figure, but PATH nessages
fromthe sender to its receiver pass through the routers in the L2
domain using it as a transit subnet. Assune that the PATH nessage
fromthe sender X arrives at the router RL. Rl uses its local routing
informati on to decide which next hop router (either router R2 or
router R3) to use to forward the PATH nessage towards host Y.

However, when the path traverses a managed L2 donmain, we require the
PATH and RESV nessages to go through a DSBM for each managed segment.
Such a L2 domain may span many managed segments (and DSBMs) and,
typically, SBM protocol entities on L2 devices (such as a swtch)

will serve as the DSBMs for the managed segnents in a swtched

topol ogy. When Rl forwards the PATH nessage to the DSBM (an L2
device), the DSBM may not have the L3 routing informati on necessary
to select the egress router (between R2 and R3) before forwarding the
PATH nessage. To ensure correct operation and routing of RSVP
nmessages, we nust provide additional forwarding information to DSBMs.

For this purpose, we introduce new RSVP objects called LAN NHOP
address objects that keep track of the next L3 hop as the PATH
nessage traverses an L2 donmain between two L3 entities (RSVP PHOP and
NHOP nodes) .

4.2.2.3 Including Both Layer-2 and Layer-3 Addresses in the LAN_NHOP

Wen a DSBM client (a host or a router acting as the originator of a
PATH nessage) sends out a PATH nessage to the DSBM it must include
LAN NHOP information in the nessage. In the case of a unicast
destination, the LAN NHOP address specifies the destination address
(if the destination is local to its L2 domain) or the address of the
next hop router towards the destination. In our exanple of an RSVP
session involving the sender X and receiver Y with L2 donain in
Figure 1 acting as the transit subnet, RL is the ingress node that
recei ves the PATH nessage. Rl first deternmines that R2 is the next
hop router (or the egress node in the L2 domain for the session
address) and then inserts a LAN NHOP object that specifies R’s IP
address. Wen a DSBM recei ves a PATH nessage, it can now | ook at the
address in the LAN NHOP object and forward the PATH nessage towards
the egress node after processing the PATH nessage. However, we
expect the L2 devices (such as switches) to act as DSBMs on the path
within the L2 domain and it may not be reasonable to expect these
devices to have an ARP capability to determ ne the MAC address (we
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call it L2ADDR for Layer 2 address) corresponding to the |IP address
in the LAN_NHOP obj ect.

Therefore, we require that the LAN NHOP information (generated by the
L3 device) include both the I P address (LAN_NHOP_L3 address) and the
correspondi ng MAC address (LAN NHOP L2 address ) for the next L3 hop
over the L2 domain. The LAN NHOP_ L3 address is used by SBM protoco
entities on L3 devices to forward the PATH nessage towards its
destinati on whereas the L2 address is used by the SBM protoco
entities on L2 devices to determ ne how to forward the PATH nessage
towards the L3 NHOP (egress point fromthe L2 domain). The exact
format of the LAN NHOP information and rel evant objects is described
later in Appendix B

4.2.2.4 Simlarities to Standard RSVP Message Processing

- Wien a DSBM receives a RSVP PATH nessage, it processes the PATH
nmessage according to the PATH processing rules described in the
RSVP specification. In particular, the DSBMretrieves the IP
address of the previous hop fromthe RSVP_HOP object in the PATH
nmessage and stores the PHOP address in its PATH state. It then
forwards the PATH nessage with the PHOP (RSVP_HOP) object nodified
to reflect its own |IP address (RSVP_HOP L3 address). Thus, the
DSBM inserts itself as an internediate hop in the chain of nodes
in the path between two L3 nodes across the L2 donain.

- The PATH state in a DSBMis used for forwardi ng subsequent RESV
nmessages as per the standard RSVP nessage processing rules. Wen
the DSBM recei ves a RESV nessage, it processes the nessage and
forwards it to appropriate PHOP(s) based on its PATH state.

- Because a DSBMinserts itself as a hop between two RSVP nodes in
the path of a RSVP flow, all RSVP rel ated messages (such as PATH
PATH TEAR, RESV, RESV_CONF, RESV_TEAR, and RESV_ERR) now fl ow
through the DSBM I n particular, a PATH TEAR nessage is routed
exactly through the internediate DSBMs) as its correspondi ng PATH
nessage and the | ocal PATH state is first cleaned up at each
i nternedi ate hop before the PATH TEAR nessage gets forwarded.

- So far, we have described how t he PATH nessage propagates through
the L2 dommin establishing PATH state at each DSBM al ong t he
managed segnents in the path. The layer 2 address (LAN NHOP L2
address) in the LAN NHOP object should be used by the L2 devices
along the path to decide how to forward the PATH nessage toward
the next L3 hop. Such devices will apply the standard | EEE 802. 1D
forwarding rules (e.g., send it on a single port based on its
filtering database, or flood it on all ports active in the
spanning tree if the L2 address does not appear in the filtering
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dat abase) to the LAN NHOP_L2 address as are applied nornmally to
dat a packets destined to the address.

4.2.2.5 Including Both Layer-2 and Layer-3 Addresses in the RSVP_HOP
nj ect s

In the conventional RSVP nessage processing, the PATH state

est abl i shed al ong the nodes on a path is used to route the RESV
nessage froma receiver to a sender in an RSVP session. As each

i nternedi ate node builds the path state, it remenbers the previous
hop (stores the PHOP I P address available in the RSVP_HOP object of
an incom ng nessage) that sent it the PATH nessage and, when the RESV
nessage arrives, the internediate node sinply uses the stored PHOP
address to forward the RESV after processing it successfully.

In our case, we expect the SBMentities residing at L2 devices to act
as DSBMs (and, therefore, intermediate RSVP hops in an L2 domai n)

al ong the path between a sender (PHOP) and receiver (NHOP). Thus,
when a RESV nessage arrives at a DSBM it nust use the stored PHOP I P
address to forward the RESV nessage to its previous hop. However, it
may not be reasonable to expect the L2 devices to have an ARP cache
or the ARP capability to map the PHOP I P address to its correspondi ng
L2 address before forwardi ng the RESV nessage.

To obviate the need for such address mapping at L2 devices, we use a
RSVP_HOP_ L2 object in the PATH nessage. The RSVP_HOP_L2 obj ect

i ncl udes the Layer 2 address (L2ADDR) of the previous hop and

conpl ements the L3 address information included in the RSVP_HOP

obj ect (RSVP_HOP_L3 address).

When a L3 device constructs and forwards a PATH nessage over a
managed segnment, it includes its |IP address (I P address of the

i nterface over which PATH is sent) in the RSVP_HOP object and adds a
RSVP_HOP_L2 object that includes the corresponding L2 address for the
interface. When a device in the L2 domain receives such a PATH
nessage, it renenbers the addresses in the RSVP_HOP and RSVP_HOP L2
objects in its PATH state and then overwites the RSVP_HOP and
RSVP_HOP L2 objects with its own addresses before forwarding the PATH
nmessage over a nanaged segnent.

The exact format of RSVP_HOP_ L2 object is specified in Appendix B
4.2.2.6 Loop Detection

When an RSVP session address is a multicast address and a SBM DSBM

and DSBM clients share the same L2 segnent (a shared segnent), it is

possible for a SBMor a DSBM client to receive one or nore copies of
a PATH nessage that it forwarded earlier when a DSBM on the sane wire
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forwards it (See Section 5.7 for an exanple of such a case). To
facilitate detection of such | oops, we use a new RSVP object called
the LAN_LOOPBACK object. DSBM clients or SBMs (but not the DSBMs
reflecting a PATH nessage onto the interface over which it arrived
earlier) nmust overwite (or add if the PATH nmessage does NOT al ready
i nclude a LAN LOOPBACK object) the LAN LOOPBACK object in the PATH
nessage with their own unicast | P address.

Now, a SBMor a DSBM client can easily detect and discard the
duplicates by checking the contents of the LAN LOOPBACK object (a
duplicate PATH nessage will list a device’s own interface address in
the LAN _LOOPBACK object). Appendix B specifies the exact format of
the LAN _LOOPBACK obj ect.

4.2.2.7 802.1p, User Priority and TCLASS

The nodel proposed by the Integrated Services working group requires
isolation of traffic flows fromeach other during their transit
across a network. The notivation for traffic flow separation is to
provide Integrated Services flows protection from m sbehaving fl ows
and other best-effort traffic that share the same path. The basic

| EEE 802. 3/ Et hernet networks do not provide any notion of traffic
classes to discrimnate anong different flows that request different
services. However, |EEE 802.1p defines a way for switches to

di fferentiate anong several "user _priority" values encoded in packets
representing different traffic classes (see [| EEE802Q |EEE8021p] for
further details). The user_priority values can be encoded either in
nati ve LAN packets (e.g., in IEEE 802.5 s FC octet) or by using an
encapsul ati on above the MAC | ayer (e.g., in the case of Ethernet, the
user_priority value assigned to each packet will be carried in the
frane header using the new, extended frame format defined by | EEE
802. 1Q [ | EEE8021Q . | EEE, however, nmkes no recomendati ons about how
a sender or network should use the user_priority values. An
acconpanyi ng docunent makes recomendati ons on the usage of the
user_priority values (see [ RFC-MAP] for details).

Under the Integrated Services nodel, L3 (or higher) entities that
transmt traffic flows onto a L2 segnent shoul d perform per-fl ow
policing to ensure that the flows do not exceed their traffic
specification as specified during adm ssion control. In addition, L3
devices may | abel the franes in such flows with a user_priority val ue
to identify their service class.

For the purpose of this discussion, we will refer to the
user_priority value carried in the extended frane header as the
"traffic class" of a packet. Under the ISSLL nodel, the L3 entities,
that send traffic and that use the SBM protocol, may sel ect the
appropriate traffic class of outgoing packets [ RFC-MAP]. This

Yavat kar, et al. St andards Track [ Page 13]



RFC 2814 SBM ( Subnet Bandw dt h Manager) May 2000

sel ection may be overridden by DSBM devices, in the follow ng nmanner.
once a sender sends a PATH nessage, downstream DSBMs will insert a
new traffic class object (TCLASS object) in the PATH nessage t hat
travels to the next L3 device (L3 NHOP for the PATH nmessage). To some
extent, the TCLASS object contents are treated |ike the ADSPEC object
in the RSVP PATH nessages. The L3 device that receives the PATH
nessage nust renove and store the TCLASS object as part of its PATH
state for the session. Later, when the sane L3 device needs to
forward a RSVP RESV nessage towards the original sender, it nust

i ncl ude the TCLASS object in the RESV nmessage. Wen the RESV nessage
arrives at the original sender, the sender nust use the user_priority
value fromthe TCLASS object to override its selection for the
traffic class marked in outgoing packets.

The format of the TCLASS object is specified in Appendix B. Note
that TCLASS and ot her SBM specific objects are carried in a RSVP

nmessage in addition to all the other, normal RSVP objects per RFC
2205.

4.2.2.8 Processing the TCLASS Obj ect

In summary, use of TCLASS objects requires follow ng additions to the
conventional RSVP nmessage processing at DSBMs, SBMs, and DSBM
clients:

* \Wen a DSBM recei ves a PATH nessage over a managed segnment and the
PATH message does not include a TCLASS object, the DSBM MAY add a
TCLASS obj ect to the PATH nmessage before forwarding it. The DSBM
determ nes the appropriate user_priority value for the TCLASS
object. A mechanismfor selecting the appropriate user_priority
val ue is described in an acconpanyi ng docunent [ RFC- VAP].

*  \When SBM or DSBM recei ves a PATH nmessage with a TCLASS obj ect over
a managed segnment in a L2 domain and needs to forward it over a
managed segment in the same L2 domain, it will store it inits
path state and typically forward the nmessage w t hout changi ng the
contents of the TCLASS object. However, if the DSBM SBM cannot
support the service class represented by the user _priority val ue
specified by the TCLASS object in the PATH message, it may change
the priority value in the TCLASS to a semantically "lower" service
value to reflect its capability and store the changed TCLASS val ue
inits path state.
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[ NOTE: An acconpanyi ng docunent defines the int-serv mappi ngs over
| EEE 802 networ ks [RFC-MAP] provides a precise definition of
user_priority values and descri bes how the user_priority val ues
are conpared to determne "lower" of the two val ues or the

"l owest” anmpbng all the user_priority val ues.]

* \When a DSBM receives a RESV nessage with a TCLASS object, it may
use the traffic class information (in addition to the usua
fl owspec information in the RSVP nessage) for its own admi ssion
control for the managed segment.

Note that this docunent does not specify the actual algorithm or
policy used for adm ssion control. At one extrene, a DSBM nmay use
per-flow reservation request as specified by the fl owspec for a
fine grain adm ssion control. At the other extrene, a DSBM may
only consider the traffic class information for a very coarse-
grain adm ssion control based on sonme static allocation of |ink
capacity for each traffic class. Any conbination of the options
represented by these two extrenes nay al so be used.

* \When a DSBM (at an L2 or L3) device receives a RESV nessage
wi t hout a TCLASS object and it needs to forward the RESV nessage
over a managed segment within the same L2 domain, it should first
check its path state and check whether it has stored a TCLASS
value. |If so, it should include the TCLASS object in the outgoing
RESV nessage after performing its own admission control. If no
TCLASS value is stored, it nust forward the RESV nmessage w t hout
inserting a TCLASS obj ect.

* \When a DSBM client (residing at an L3 device such as a host or an
edge router) receives the TCLASS object in a PATH nessage that it
accepts over an interface, it should store the TCLASS object as
part of its PATH state for the interface. Later, when the client
forwards a RESV nessage for the sane session on the interface, the
client nust include the TCLASS object (unchanged from what was
received in the previous PATH nessage) in the RESV nessage it
forwards over the interface.

*  When a DSBM client receives a TCLASS object in an incom ng RESV
nmessage over a nmanaged segnent and | ocal adm ssion contro
succeeds for the session for the outgoing interface over the
managed segnent, the client nust pass the user _priority value in
the TCLASS object to its |local packet classifier. This will ensure
that the data packets in the admitted RSVP flow that are
subsequently forwarded over the outgoing interface will contain
the appropriate value encoded in their frane header
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* \When an L3 device receives a PATH or RESV nessage over a managed
segnent in one L2 domain and it needs to forward the PATH RESV
nmessage over an interface outside that domain, the L3 device mnust
renove the TCLASS object (along with LAN NHOP, RSVP_HOP L2, and
LAN LOOPBACK objects in the case of the PATH nmessage) before
forwardi ng the PATH RESV nessage. If the outgoing interface is on
a separate L2 donmin, these objects nay be regenerated according
to the processing rules applicable to that interface.

5. Detail ed Message Processing Rul es
5.1. Additional Notes on Terni nol ogy

* An L2 device may have several interfaces with attached segnments
that are part of the same L2 domain. A switch in a L2 domain is an
exanpl e of such a device. A device which has several interfaces
may contain a SBM protocol entity that acts in different
capacities on each interface. For exanple, a SBM protocol entity

could act as a SBMon interface A, and act as a DSBM on interface
B

* A SBM protocol entity on a layer 3 device can be a DSBM cli ent,
and SBM a DSBM or none of the above (SBMtransparent). Non-
transparent L3 devices can inplenent any conbi nation of these
rol es sinmultaneously. DSBM clients al ways reside at L3 devi ces.

* A SBM protocol entity residing at a layer 2 device can be a SBM a
DSBM or none of the above (SBMtransparent). A layer 2 device will
never host a DSBM client.

5.2. Use O Reserved |IP Miulticast Addresses

As stated earlier, we require that the DSBM clients forward the RSVP
PATH nessages to their DSBMs in a L2 donmain before they reach the
next L3 hop in the path. RSVP PATH nessages are addressed, according
to RFC-2205, to their destination address (which can be either an IP
uni cast or multicast address). Wen a L2 device hosts a DSBM a
sinpl e-to-i nmpl ement nmechani sm nust be provided for the device to
capture an inconi ng PATH nessage and hand it over to the | ocal DSBM
agent without requiring the L2 device to snoop for L3 RSVP nessages.

In addition, DSBM clients need to know how to address SBM nessages to
the DSBM For the ease of operation and to all ow dynam c DSBM cl i ent
bi nding, it should be possible to easily detect and address the

exi sting DSBM on a nanaged segnent.
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To facilitate dynamc DSBM client binding as well as to enabl e easy
detection and capture of PATH nessages at L2 devices, we require that
a DSBM be addressed using a |ogical address rather than a physica
address. W nake use of reserved IP nulticast address(es) for the

pur pose of conmunication with a DSBM In particular, we require that
when a DSBM client or a SBM forwards a PATH nmessage over a nanaged
segnent, it is addressed to a reserved |IP nmulticast address. Thus, a
DSBM on a L2 device needs to be configured in a way to nake it easy
to intercept the PATH nmessage and forward it to the | ocal SBM
protocol entity. For example, this may involve sinply adding a static
entry in the device's filtering database (FDB) for the correspondi ng
MAC mul ticast address to ensure the PATH nessages get intercepted and
are not forwarded further without the DSBM i ntervention

Sinmlarly, a DSBM al ways sends the PATH nessages over a managed
segnment using a reserved IP multicast address and, thus, the SBMs or
DSBM clients on the managed segnents nust sinply be configured to

i ntercept nessages addressed to the reserved nulticast address on the
appropriate interfaces to easily receive PATH nessages.

RSVP RESV nessages continue to be unicast to the previous hop address
stored as part of the PATH state at each intermedi ate hop

We define use of two reserved IP nulticast addresses. W call these
the "Al'l SBM Address" and the "DSBM.ogi cal Address". These are chosen
fromthe range of |ocal nulticast addresses, such that:

* They are not passed through |ayer 3 devices.

* They are passed transparently through | ayer 2 devices which are
SBM transparent .

* They are configured in the permanent database of |ayer 2 devices
whi ch host SBMs or DSBMs, such that they are directed to the SBM
managenment entity in these devices. This obviates the need for
these devices to explicitly snoop for SBMrel ated control packets.

* The two reserved addresses are 224.0.0.16 (DSBM.ogi cal Address) and
224.0.0.17 (A | SBMADdr ess) .

These addresses are used as described in the follow ng table:

Type DSBM_ogi cal addr ess Al | SBVADdr ess
DSBM * Sends PATH nmessages * Monitors this address to detect
dient to this address the presence of a DSBM
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* Monitors this address to
recei ve PATH nessages
forwarded by the DSBM

SBM * Sends PATH nessages * Monitors and sends on this
to this address address to participate in
el ection of the DSBM
* Monitors this address to
recei ve PATH nessages
forwarded by the DSBM

DSBM * Mbnitors this address * Mbnitors and sends on this
for PATH nessages to participate in election
directed to it of the DSBM

* Sends PATH nmessages to this
addr ess

The L2 or MAC addresses corresponding to IP nulticast addresses are
conputed algorithmcally using a reserved L2 address bl ock (the high
order 24-bits are 00:00:5e). The Assigned Numbers RFC [ RFC- 1700]

gi ves additional details.

5.3. Layer 3 to Layer 2 Address Mapping

As stated earlier, DSBMs or DSBM clients residing at a L3 device nust
include a LAN_NHOP_L2 address in the LAN_NHOP information so that L2
devi ces al ong the path of a PATH nessage do not need to separately
det erm ne the mappi ng between the LAN NHOP_L3 address in the LAN_NHOP
object and its corresponding L2 address (for exanple, using ARP).

For the purpose of such mapping at L3 devices, we assune a mappi ng
function called "nmap_address"” that perforns the necessary mapping:

L2ADDR obj ect = map_addr (L3Addr)

We do not specify how the function is inplenented; the inplenentation
may sinply involve access to the |local ARP cache entry or may require
perform ng an ARP function. The function returns a L2ADDR obj ect
that need not be interpreted by an L3 device and can be treated as an
opaque object. The format of the L2ADDR object is specified in
Appendi x B

5.4. Raw vs. UDP Encapsul ation
We assune that the DSBMs, DSBM clients, and SBMs use only raw I P for
encapsul ati ng RSVP nmessages that are forwarded onto a L2 donain

Thus, when a SBM protocol entity on a L3 device forwards a RSVP
nessage onto a L2 segnent, it will only use RAWI P encapsul ati on.
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5.5. The Forwardi ng Rul es

The nessage processing and forwarding rules will be described in the
context of the sanple network illustrated in Figure 2.

Figure 2 - A sanple network or L2 donmain consisting of switched and
shared L2 segnents

Fo-m - - - + Fo-m - - - + seg A +------ + seg C +------ +seg D +------ +
| HL | | RL | | S1 | | S2 | | H2 |
I I I I I I I I I I
$ommmm- + $ommmm- + $ommmm- + $ommmm- + $ommmm- +
| /
1.0.0.0 | /
| /
seg B | /| seg E
.......... | /
2.0.0.0 | /
Fommm e +
| S8 I
I I
SR +
I
I
I
I
seg F |
I I I
$ommmm- I + $ommmm- + ommmm- +
| H | | HA | | R2 | | H |
I | I I I I I
S R, +  ------ + S R, + S R, +
3.0.0.0
Figure 2 illustrates a sanmple network topol ogy consisting of three IP

subnets (1.0.0.0, 2.0.0.0, and 3.0.0.0) interconnected using two
routers. The subnet 2.0.0.0 is an exanple of a L2 donain consisting
of switches, hosts, and routers interconnected using swtched
segnents and a shared L2 segnment. The sanpl e network contains the
fol |l owi ng devi ces:
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Devi ce Type SBM Type

H1, H5 Host (I ayer 3) SBM Tr anspar ent

H2- H4 Host (I ayer 3) DSBM C i ent

R1 Router (layer 3) SBM

R2 Router (layer 3) DSBM for segnment F

S1 Switch (layer 2) DSBM for segrments A, B

S2 Switch (layer 2) DSBM for segrments C, D, E
S3 Switch (layer 2) SBM

The foll owi ng paragraphs describe the rules, which each of these

devi ces should use to forward PATH nessages (rules apply to PATH TEAR
nessages as well). They are described in the context of the genera
network illustrated above. Wile the exanples do not address every
scenario, they do address npbst of the interesting scenarios.

Excepti ons can be di scussed separately.

The forwarding rules are applied to received PATH nessages (routers
and switches) or originating PATH nessages (hosts), as follows:

1. Deternmine the interface(s) on which to forward the PATH nessage
usi ng standard forwarding rul es:

* |f there is a LAN LOOPBACK object in the PATH nessage, and it
carries the address of this device, silently discard the
nessage. (See the section below on "Additional notes on
forwardi ng the PATH nessage onto a managed segnent).

* Layer 3 devices use the RSVP session address and performa
routing | ookup to determ ne the forwarding interface(s).

* Layer 2 devices use the LAN NHOP_L2 address in the LAN_NHOP
i nformati on and MAC forwarding tables to determ ne the
forwarding interface(s). (See the section bel ow on "Additiona
notes on forwardi ng the PATH nessage onto a nanaged segnent")

2. For each forwarding interface:

* |f the device is a layer 3 device, deterni ne whether the
interface is on a nanaged segnent nmanaged by a DSBM based on
the presence or absence of |_AM DSBM nessages. If the interface
is not on a managed segnent, strip out RSVP_HOP_L2, LAN NHOP,
LAN LOOPBACK, and TCLASS objects (if present), and forward to
the unicast or nulticast destination
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(Note that the RSVP C ass Nunbers for these new objects are
chosen so that if an RSVP nessage includes these objects, the
nodes that are RSVP-aware, but do not participate in the SBM
protocol, will ignore and silently discard such objects.)

If the device is a layer 2 device or it is a layer 3 device
*and* the interface is on a managed segnent, proceed to rule
#3.

3. Forward the PATH nessage onto the managed segment:

*

If the device is a layer 3 device, insert LAN NHOP address

obj ects, a LAN LOOPBACK, and a RSVP_HOP L2 object into the PATH
nmessage. The LAN_NHOP objects carry the LAN NHOP_L3 and

LAN NHOP_L2 addresses of the next layer 3 hop. The RSVP_HOP L2
object carries the device’'s own L2 address, and the
LAN_LOOPBACK obj ect contains the |IP address of the outgoing
interface.

An L3 device should use the map_addr() function described
earlier to obtain an L2 address corresponding to an | P address.

* |f the device hosts the DSBM for the segment to which the

Yavat kar ,

forwarding interface is attached, do the follow ng:

- Retrieve the PHOP information fromthe standard RSVP HOP
object in the PATH nmessage, and store it. This will be used
to route RESV messages back through the L2 network. If the
PATH nessage arrived over a managed segnent, it will also
contain the RSVP_HOP_ L2 object; then retrieve and store al so
the previous hop’s L2 address in the PATH state.

- Copy the I P address of the forwarding interface (layer 2
devi ces must al so have | P addresses) into the standard RSVP
HOP obj ect and the L2 address of the forwarding interface
into the RSVP_HOP L2 object.

- If the PATH nessage recei ved does not contain the TCLASS
object, insert a TCLASS object. The user_priority val ue
inserted in the TCLASS object is based on service mappi ngs
internal to the device that are configured according to the
guidelines listed in [RFCMAP]. |If the nessage al ready
contai ns the TCLASS object, the user_priority value may be
changed based again on the service mappings internal to the
devi ce.
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* |f the device is a layer 3 device and hosts a SBMfor the
segnent to which the forwarding interface is attached, it *is
required* to retrieve and store the PHOP info.

If the device is a layer 2 device and hosts a SBMfor the
segnent to which the forwarding interface is attached, it is
*not* required to retrieve and store the PHOP info. If it does
not do so, the SBM nust | eave the standard RSVP HOP obj ect and
the RSVP_HOP_L2 objects in the PATH nmessage intact and it wll
not receive RESV nessages.

If the SBMon a L2 device chooses to overwite the RSVP HOP and
RSVP_HOP_L2 objects with the IP and L2 addresses of its
forwarding interface, it will receive RESV nessages. In this
case, it nust store the PHOP address info received in the
standard RSVP_HOP field and RSVP_HOP_ L2 objects of the incident
PATH nessage.

In both the cases nentioned above (L2 or L3 devices), the SBM
nmust forward the TCLASS object in the recei ved PATH nessage
unchanged.

* Copy the I P address of the forwarding interface into the
LAN LOOPBACK obj ect, unless the SBM protocol entity is a DSBM
refl ecting a PATH nessage back onto the incident interface.
(See the section below on "Additional notes on forwarding a
PATH nessage onto a managed segnent").

* |f the SBM protocol entity is the DSBM for the segnent to which
the forwarding interface is attached, it nust send the PATH
nessage to the Al | SBVAAAr ess.

* |f the SBM protocol entity is a SBMor a DSBM Cient on the
segnment to which the forwarding interface is attached, it nust
send the PATH nessage to the DSBM.ogi cal Addr ess.

5.5.1. Additional notes on forwardi ng a PATH nessage onto a nanaged
segment

Rul e #1 states that normal | EEE 802. 1D forwardi ng rul es shoul d be
used to determine the interfaces on which the PATH nmessage shoul d be
forwarded. In the case of data packets, standard forwardi ng rul es at
a L2 device dictate that the packet should not be forwarded on the
interface fromwhich it was received. However, in the case of a DSBM
that receives a PATH nessage over a nanaged segnent, the follow ng
exception applies:
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If the address in the LAN NHOP object is a unicast address,
consult the filtering database (FDB) to determ ne whether the
destination address is listed on the sane interface over which
the message was received. If yes, follow the rul e bel ow on
"reflecting a PATH nmessage back onto an interface" described
bel ow, ot herwi se, proceed with the rest of the nessage
processi ng as usual

If there are nenbers of the multicast group address (specified
by the addresses in the LAN NHOP object), on the segnent from
whi ch the nmessage was received, the nmessage shoul d be
forwarded back onto the interface fromwhich it was received
and follow the rule on "reflecting a PATH nessage back onto an
interface" described bel ow

*** Reflecting a PATH nessage back onto an interface ***

Under the circunstances described above, when a DSBM reflects the
PATH nessage back onto an interface over which it was received, it
nmust address it using the Al SBMAddress.

Since it is possible for a DSBMto reflect a PATH nessage back
onto the interface fromwhich it was received, precautions nust be
taken to avoid | oopi ng these nessages indefinitely. The

LAN _LOOPBACK obj ect addresses this issue. Al SBM protoco

entities (except DSBMs reflecting a PATH nessage) overwrite the
LAN_LOOPBACK obj ect in the PATH nessage with the I P address of the
outgoing interface. DSBMs which are reflecting a PATH nessage,

| eave the LAN _LOOPBACK obj ect unchanged. Thus, SBM protoco
entities will always be able to recognize a reflected nulticast
nessage by the presence of their own address in the LAN LOOPBACK
obj ect. These nmessages should be silently discarded.

5.6. Applying the Rules -- Unicast Session

Let’'s see how the rules are applied in the general network
illustrated previously (see Figure 2).

Assume that Hl is sending a PATH for a unicast session for which H5
is the receiver. The foll owi ng PATH nessage is conposed by H1

RSVP Cont ents

RSVP session | P address | P address of H5 (3.0.0.35)

Sender Tenpl ate | P address of H1 (1.0.0.11)
PHOP | P address of H1 (1.0.0.11)
RSVP_HOP_L2 nfa (HL is not sending onto a nanaged
segnent)
LAN_NHOP nfa (HL is not sending onto a nanaged
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segnent)
LAN _LOOPBACK nfa (HL is not sending onto a nanaged
segnent)
| P Header
Sour ce address | P address of H1 (1.0.0.11)
Destn address | P addr of H5 (3.0.0.35, assum ng raw node
& router alert)
MAC Header
Dest n address The L2 addr corresponding to Rl (determn ned

by map_addr () and routing tables at Hl)

Since HL is not sending onto a nmanaged segnent, the PATH nessage is
conposed and forwarded according to standard RSVP processing rul es.

Upon recei pt of the PATH nmessage, Rl conposes and forwards a PATH
nmessage as foll ows:

RSVP Contents

RSVP session | P address | P address of H5

Sender Tenpl ate | P address of H1
PHOP | P address of R1 (2.0.0.1)
(seed the return path for RESV nessages)
RSVP_HOP_L2 L2 address of Rl
LAN_NHOP LAN_NHOP_L3 (2.0.0.2) and

LAN_NHOP_L2 address of R2 (L2ADDR)
(this is the next layer 3 hop)

LAN_LOOPBACK | P address of Rl (2.0.0.1)
| P Header

Sour ce address | P address of H1

Destn address DSBMLogi cal | P address (224.0.0. 16)
MAC Header

Dest n address DSBM_ogi cal MAC address

*

R1 does a routing | ookup on the RSVP session address, to
deternmine the I P address of the next layer 3 hop, R2.

It determines that R2 is accessible via seg A and that seg A
is managed by a DSBM Sl.

Therefore, it concludes that it is sending onto a managed
segnent, and composes LAN NHOP objects to carry the layer 3

and | ayer 2 next hop addresses. To conpose the LAN_NHOP

L2ADDR object, it invokes the L3 to L2 address mapping function
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("map_address") to find out the MAC address for the next hop
L3 device, and then inserts a LAN NHOP L2ADDR object (that
carries the MAC address) in the message.

* Since Rl1 is not the DSBM for seg A, it sends the PATH nessage
to the DSBM.ogi cal Addr ess.

Upon recei pt of the PATH message, S1 conposes and forwards a PATH

nmessage as foll ows:

RSVP session | P address
Sender Tenpl ate

PHOP

RSVP_HCOP L2

LAN_ NHOP

LAN LOOPBACK

Sour ce address
Dest n address

Dest n address

RSVP Contents
| P address of H5
| P address of H1
| P addr of S1 (seed the return path for RESV
nessages)
L2 address of Sl
LAN NHOP_L3 (1 P) and LAN_NHOP_L2
address of R2
(layer 2 devices do not nodify the LAN NHOP)
| P addr of S1

| P Header

| P address of H1

Al'| SBM Paddr (224.0.0.17, since S1 is the
DSBM for seg B).

MAC Header
Al SBM MAC address (since S1 is the DSBM
for seg B).

* S1 |ooks at the LAN NHOP address information to deternine the
L2 address towards which it should forward the PATH nessage.

* Fromthe bridge forwarding tables, it determnes that the L2
address is reachable via seg B

* Sl inserts the RSVP_HOP L2 object and overwites the RSVP HOP
object (PHOP) with its own addresses.

* Since S1 is the DSBM for seg B, it addresses the PATH nessage

to the Al | SBMAdDdr ess.

Upon recei pt of the PATH nessage, S3 conposes and forwards a PATH

nessage as foll ows:
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RSVP Contents

RSVP session | P addr | P address of H5

Sender Tenpl ate | P address of H1

PHOP | P addr of S3 (seed the return
path for RESV nessages)

RSVP_HOP_L2 L2 address of S3

LAN_NHOP LAN_NHOP_L3 (I P) and

LAN_NHOP_L2 (MAC) address of R2
(L2 devices don't nodify LAN_NHOP)

LAN_ LOOPBACK | P address of S3
| P Header
Sour ce address | P address of Hl
Destn address DSBMLogi cal | P addr (since S3 is
not the DSBM for seg F)
MAC Header
Dest n address DSBM_ogi cal MAC address

* S3 |ooks at the LAN NHOP address information to deternine the
L2 address towards which it should forward the PATH nessage.

* Fromthe bridge forwarding tables, it determ nes that the L2
address is reachabl e via segnent F.

* |t has discovered that R2 is the DSBM for segment F. |t
therefore sends the PATH nessage to the DSBM.ogi cal Address.

* Note that S3 may or may not choose to overwite the PHOP
objects with its owmn IP and L2 addresses. If it does so, it
will receive RESV nessages. In this case, it nust also store
the PHOP info received in the incident PATH nmessage so that
it is able to forward the RESV nessages on the correct path.

Upon recei pt of the PATH nmessage, R2 conposes and forwards a PATH
nmessage as foll ows:

RSVP Contents
RSVP session |P addr |P address of H5

Sender Tenpl ate | P address of H1
PHOP | P addr of R2 (seed the return path for RESV
nessages)
RSVP_HOP_L2 Renoved by R2 (R2 is not sending onto a
managed segnent)
LAN_NHOP Renoved by R2 (R2 is not sending onto a

managed segnent)
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| P Header

Sour ce address | P address of H1

Dest n address | P address of H5, the RSVP session address
MAC Header

Dest n address L2 addr corresponding to H5, the next
| ayer 3 hop

* R2 does a routing | ookup on the RSVP session address, to
determ ne the | P address of the next |layer 3 hop, H5.

* |t determnes that H5 is accessible via a segnent for which
there is no DSBM (not a nanaged segnent).

* Therefore, it renoves the LAN NHOP and RSVP_HOP L2 objects
and pl aces the RSVP session address in the destination
address of the IP header. It places the L2 address of the
next |ayer 3 hop, into the destination address of the MAC
header and forwards the PATH nessage to Hb5.

5.7. Applying the Rules - Milticast Session

The rul es descri bed above also apply to nulticast (nfc) sessions.
For the purpose of this discussion, it is assuned that |ayer 2
devices track nulticast group nenbership on each port individually.
Layer 2 devices which do not do so, will nerely generate extra

mul ticast traffic. This is the case for L2 devices which do not

i mpl enent nulticast filtering or GARP/ GVRP capability.

Assune that Hl is sending a PATH for an nic session for which H3 and
H5 are the receivers. The rules are applied as they are in the

uni cast case described previously, until the PATH nessage reaches R2,
with the foll owi ng exception. The RSVP session address and the

LAN _NHOP carry the destination nic addresses rather than the unicast
addresses carried in the unicast exanple.

Now let’s | ook at the processing applied by R2 upon receipt of the
PATH message. Recall that R2 is the DSBM for segnent F. Therefore, S3
wi Il have forwarded its PATH nessage to the DSBM.ogi cal Address, to be
pi cked up by R2. The PATH nessage will not have been seen by H3 (one
of the nic receivers), since it nmonitors only the Al | SBMAddress, not
t he DSBMLogi cal Address for incom ng PATH nessages. W rely on R2 to
refl ect the PATH nessage back onto seg f, and to forward it to H5. R2
forwards the foll owi ng PATH nessage onto seg f:

RSVP Contents

RSVP sessi on addr m ¢ sessi on address
Sender Tenpl ate | P address of H1
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PHOP | P addr of R2 (seed the return path for
RESV nessages)
RSVP_HOP_L2 L2 addr of R2
LAN_NHOP nm ¢ session address and correspondi ng L2 address
LAN_LOOPBACK | P addr of S3 (DSBMs reflecting a PATH
nessage don't nodify this object)
| P Header
Sour ce address | P address of H1
Dest n address Al SBM P address (since R2 is the DSBM for seg F)
MAC Header
Destn address Al | SBMMAC address (since R2 is the

DSBM for seg F)

Since H3 is nonitoring the All SBM Address, it will receive the PATH
nessage reflected by R2. Note that R2 violated the standard
forwardi ng rul es here by sending an i ncom ng nessage back onto the
interface fromwhich it was received. It protected agai nst | oops by

| eaving S3’'s address in the LAN LOOPBACK obj ect unchanged.

R2 forwards the foll owi ng PATH nessage on to H5:

RSVP Contents

RSVP sessi on addr nm ¢ session address
Sender Tenpl ate | P address of H1
PHOP | P addr of R2 (seed the return path for RESV
nmessages)
RSVP_HOP_L2 Renoved by R2 (R2 is not sending onto a
nmanaged segnent)
LAN_NHOP Renoved by R2 (R2 is not sending onto a
managed segnent)
LAN_LOOPBACK Renoved by R2 (R2 is not sending onto a
managed segnent)
| P Header
Sour ce address | P address of H1
Destn address nm ¢ session address
MAC Header
Dest n address MAC addr corresponding to the mc

sessi on address

* R2 deternmines that there is an mic receiver accessible via a
segnment for which there is no DSBM Therefore, it removes the
LAN_NHOP and RSVP_HOP_L2 objects and pl aces the RSVP session
address in the destination address of the |IP header. It
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pl aces the corresponding L2 address into the destination
address of the MAC header and nulticasts the nessage towards
H5.

5.8. Merging Traffic C ass objects

When a DSBM client receives TCLASS objects fromdifferent senders
(different PATH messages) in the sane RSVP session and needs to
conbi ne them for sending back a single RESV nessage (as in a wld-
card style reservation), the DSBM client nust choose an appropriate
val ue that corresponds to the desired-delay traffic class. An
acconpanyi ng docunent discusses the guidelines for traffic class
sel ection based on desired service and the TSpec information [ RFC
MAP] .

In addition, when a SBM or DSBM needs to nmerge RESVs from different
next hops at a nerge point, it nust decide how to handl e the TCLASS
values in the incomng RESVs if they do not match. Consider the case
when a reservation is in place for a flowat a DSBM (or SBM with a
successful adm ssion control done for the TCLASS requested in the
first RESV for the flow |f another RESV (not the refresh of the
previously adnmitted RESV) for the sane flow arrives at the DSBM the
DSBM nust first check the TCLASS val ue in the new RESV agai nst the
TCLASS value in the already installed RESV. If the two values are
sanme, the RESV requests are nerged and the new, nerged RESV installed
and forwarded using the normal rules of nessage processing. However,
if the two values are not identical, the DSBM rmust generate and send
a RESV_ERR nessage towards the sender (NHOP) of the newer, RESV
message. The RESV_ERR nust specify the error code corresponding to
the RSVP "traffic control error" (RESV_ERR code 21) that indicates
failure to nerge two inconpatible service requests (sub-code 01 for
the RSVP traffic control error) [RFC-2205]. The RESV_ERR nessage may
i ncl ude additional objects to assist downstream nodes in recovering
fromthis condition. The definition and usage of such objects is
beyond the scope of this nmenp.

5.9. Qperation of SBM Transparent Devices

SBM t ransparent devices are unaware of the entire SBM DSBM pr ot ocol
They do not intercept nessages addressed to either of the SBMrel ated
| ocal group addresses (the DSBM.ogi cal Addrss and the ALLSBMAddress),
but instead, pass themthrough. As a result, they do not divide the
DSBM el ection scope, they do not explicitly participate in routing of
PATH or RESV nessages, and they do not participate in admi ssion
control. They are entirely transparent with respect to SBM operation
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According to the definitions provided, physical segnents

i nterconnected by SBM transparent devices are considered a single
managed segnment. Therefore, DSBMs nust perform adm ssion control on
such managed segnments, with |linted know edge of the segnent’s
topology. 1In this case, the network adm nistrator should configure
the DSBM for each managed segnent, with sone reasonabl e approxi mation
of the segnment’s capacity. A conservative policy would configure the
DSBM for the | owest capacity route through the nanaged segnment. A

i beral policy would configure the DSBM for the highest capacity
route through the nanaged segnment. A network administrator wll

i kely choose sonme val ue between the two, based on the |evel of
guarantee required and sone know edge of likely traffic patterns.

Thi s docunent does not specify the configuration nmechani smor the
choice of a policy.

5.10. Operation of SBMs Wiich are NOT DSBMs

In the exanple illustrated, S3 hosts a SBM but the SBM on S3 did not
win the election to act as DSBM on any segnent. One m ght ask what
pur pose such a SBM protocol entity serves. Such SBMs actually provide
two useful functions. First, the additional SBMs remain passive in
the background for fault tolerance. They listen to the periodic
announcenents fromthe current DSBM for the managed segnent (Appendi X
A describes this in nore detail) and step in to el ect a new DSBM when
the current DSBM fails or ceases to be operational for some reason
Second, such SBMs al so provide the inportant service of dividing the
el ecti on scope and reducing the size and conplexity of managed
segnents. For exanple, consider the sanmple topology in Figure 3
again. the device S3 contains an SBMthat is not a DSBM for any f the
segnents, B, E, or F, attached to it. However, if the SBM protoco
entity on S3 was not present, segnents B and F woul d not be separate
segments fromthe point of view of the SBM protocol. Instead, they
woul d constitute a single nmanaged segnent, managed by a singl e DSBM
Because the SBMentity on S3 divides the election scope, seg B and
seg F are each nmanaged by separate DSBMs. Each of these segnents have
atrivial topology and a well defined capacity. As a result, the
DSBMs for these segnents do not need to perform adni ssion contro
based on approxi mati ons (as would be the case if S3 were SBM
transparent).

Note that, SBM protocol entities which are not DSBMs, are not
required to overwite the PHOP in incident PATH nmessages with their
own address. This is because it is not necessary for RESV nessages to
be routed through these devices. RESV nessages are only required to
be routed through the correct sequence of DSBMs. SBMs nay not
process RESV nessages that do pass through them other than to
forward themtowards their destination address, using standard
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forwardi ng rul es.

SBM protocol entities which are not DSBMs are required to overwite
the address in the LAN LOOPBACK object with their own address, in
order to avoid looping nmulticast nessages. However, no state need be
st ored.

6. Inter-Qperability Considerations

There are a fewinteresting inter-operability issues related to the
depl oyment of a DSBM based adm ssion control method in an environnent
consi sting of network nodes with and without RSVP capability. 1In the
following, we Iist sone of these scenarios and expl ain how SBM awar e
clients and nodes can operate in those scenari os:

6.1. An L2 domain with no RSVP capability.

It is possible to envisage L2 donains that do not use RSVP signaling
for requesting resource reservations, but, instead, use sone ot her
(e.g., SNMP or static configuration) nmechanismto reserve bandwi dth
at a particular network device such as a router. In that case, the
guestion is how does a DSBM based adni ssion control method work and
interoperate with the non-RSVP nechanism The SBM based net hod does
not attenpt to provide an adm ssion control solution for such an
environnent. The SBM based approach is part of an end to end

signal i ng approach to establish resource reservati ons and does not
attenpt to provide a solution for SNMP-based configuration scenari o.

As stated earlier, the SBM based approach can, however, co-exist with
any other, non-RSVP bandw dth allocation nechanismas |ong as
resources being reserved are either partitioned statically between
the different mechani snms or are resol ved dynamically through a common
bandwi dth allocator so that there is no over-conmitment of the sane
resour ce.

6.2. An L2 dommin with SBMtransparent L2 Devices.

This scenari o has been addressed earlier in the docunent. The SBM
based nmethod is designed to operate in such an environnent. Wen
SBM transparent L2 devices interconnect SBM aware devices, the
resul ti ng nmanaged segnent is a conbination of one or nore physical
segnents and the DSBM for the nanaged segnment may not be as efficient
in allocating resources as it would if all L2 devices were SBM awar e.
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6.3. An L2 dommi n on whi ch sone RSVP-based senders are not DSBM clients.

Al'l senders that are sourcing RSVP-based traffic flows onto a managed
segnment MJUST be SBM aware and participate in the SBM protocol. Use
of the standard, non-SBM version of RSVP may result in over-

al l ocation of resources, as such use bypasses the resource nmanagenent
function of the DSBM All other senders (i.e., senders that are not
sendi ng streanms subject to RSVP adm ssion control) should be elastic
applications that send traffic of lower priority than the RSVP
traffic, and use TCP-like congestion avoi dance nechani sns.

Al DSBMs, SBMs, or DSBM clients on a nmanaged segnent (a segnent with
a currently active DSBM nust not accept PATH nessages from senders
that are not SBM aware. PATH nessages from such devices can be easily
detected by SBMs and DSBM clients as they would not be multicast to
the ALLSBMAddress (in case of SBMs and DSBM clients) or the

DSBM_ogi cal Address (in case of DSBMs) .

6.4. A non-SBMrouter that interconnects two DSBM managed L2 donmi ns.

Mul ticast SBM nessages (e.g., election and PATH nessages) have | ocal
scope and are not intended to pass between the two domains. A
correctly configured non-SBM router will not pass such messages

bet ween the donmmins. A broken router inplenentation that does so nay
cause incorrect operation of the SBM protocol and consequent over- or
under-al | ocati on of resources.

6.5. Interoperability with RSVP clients that use UDP encapsul ati on and
are not capabl e of receiving/sending RSVP nmessages using RAWIP

Thi s docunent stipulates that DSBMs, DSBM clients, and SBMs use only
raw | P for encapsul ati ng RSVP nessages that are forwarded onto a L2
domai n. RFC-2205 (the RSVP Proposed Standard) includes support for
both raw I P and UDP encapsul ati on. Thus, a RSVP node using only the
UDP encapsul ation will not be able to interoperate with the DSBM

unl ess DSBM accepts and supports UDP encapsul ated RSVP nessages.

7. @uidelines for Inplenenters
In the follow ng, we provide guidelines for inplementers on different
aspects of the inplenentation of the SBM based adm ssi on control
procedure including suggestions for DSBMinitialization, etc.

7.1. DSBM Initialization
As stated earlier, DSBMinitialization includes configuration of

maxi mum bandwi dth that can be reserved on a nanaged segment under its
control. We suggest the follow ng guideline.
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In the case of a managed segment consisting of L2 devices

i nterconnected by a single shared segnent, DSBM entities on such
devi ces shoul d assune the bandwi dth of the interface as the tota
link bandwidth. In the case of a DSBM |l ocated in a L2 switch, it

m ght additionally need to be configured with an estimate of the
device's switching capacity if that is |less than the |ink bandw dth,
and possibly with sone estimate of the buffering resources of the
switch (see [ RFC-FRAME] for the architectural nodel assuned for L2
switches). Gven the total |ink bandw dth, the DSBM rmay be further
configured to limt the maxi num anount of bandw dth for RSVP-enabl ed
flows to ensure spare capacity for best-effort traffic.

7.2. Qperation of DSBMs in Different L2 Topol ogi es

Dependi ng on a L2 topol ogy, a DSBM nay be call ed upon to nanage
resources for one or nore segnents and the inplementers nust bear in
mnd efficiency inplications of the use of DSBMin different L2
topologies. Trivial L2 topol ogies consist of a single "physica
segnent”. In this case, the 'managed segnent’ is equivalent to a
singl e segnent. Conplex L2 topol ogies may consist of a nunber of
Admi ssion control on such an L2 extended segnment can be perfornmed
froma single pool of resources, simlar to a single shared segnent,
fromthe point of view of a single DSBM

Thi s configuration conprom ses the efficiency with which the DSBM can
al l ocate resources. This is because the single DSBMis required to
make admi ssion control decisions for all reservation requests within
the L2 topology, with no know edge of the actual physical segnents
affected by the reservation.

We can realize inprovenents in the efficiency of resource allocation
by subdi vidi ng the conpl ex segnent into a nunber of nanaged segnents,
each managed by their own DSBM In this case, each DSBM nanages a
managed segment having a relatively sinple topology. Since nanaged
segnents are sinpler, the DSBM can be configured with a nore accurate
estimate of the resources available for all reservations in the
nmanaged segnment. In the ultimte configuration, each physical segnent
is a nanaged segnent and is managed by its own DSBM We neke no
assunption about the nunber of nmanaged segments but state, sinply,
that in conmplex L2 topologies, the efficiency of resource allocation
i nproves as the granularity of nanaged segnents increases.

8. Security Considerations
The nessage formatting and usage rul es described in this note raise

security issues, identical to those raised by the use of RSVP and
Integrated Services. It is necessary to control and authenticate
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access to enhanced qualities of service enabled by the technol ogy
described in this RFC. This requirenent is discussed further in
[ RFC-2205], [RFC-2211], and [ RFC-2212].

[ RFC- RSVPMD5] descri bes the nechani smused to protect the integrity
of RSVP nessages carrying the information described here. A SBM

i npl enentati on should satisfy the requirenents of that RFC and
provi de the suggested mechani snms just as though it were a
conventional RSVP inplenentation. It should further use the sane
mechani sns to protect the additional, SBMspecific objects in a
nmessage.

Finally, it is also necessary to authenticate DSBM candi dates during
the el ection process, and a nmechani sm based on a shared secret anong
the DSBM candi dates may be used. The mechani smdefined in [ RFC
RSVPMD5] shoul d be used.
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A. 1. Introduction

To sinmplify the rest of this discussion, we will assune that there is
a single DSBM for the entire L2 domain (i.e., assume a shared L2
segnent for the entire L2 dommin). Later, we will discuss how a DSBM
is elected for a half-duplex or full-duplex swtched segment.

To allow for quick recovery fromthe failure of a DSBM we assune
that additional SBMs nay be active in a L2 domain for fault

tol erance. Wen nmore than one SBMis active in a L2 donmain, the SBMs
use an election algorithmto elect a DSBM for the L2 domain. After
the DSBMis el ected and is operational, other SBVMs renain passive in
the background to step in to el ect a new DSBM when necessary. The
protocol for electing and di scovering DSBMis called the "DSBM

el ection protocol" and is described in the rest of this Appendix.

A.1.1. How a DSBM O ient Detects a Managed Segnent

Once elected, a DSBM periodically nulticasts an | _AM DSBM nessage on
the Al SBMAddress to indicate its presence. The nessage is sent every
period (e.g., every 5 seconds) according to the Refreshlnterval tinmer
val ue (a configuration parameter). Absence of such a nmessage over a
certain time interval (called "DSBMDeadl nterval "; another
configuration paranmeter typically set to a nmultiple of
Refreshlnterval) indicates that the DSBM has fail ed or term nated and
triggers another round of the DSBM el ection. The DSBM clients al ways
listen for periodic DSBM advertisenents. The advertisenment includes
the unicast | P address of the DSBM (DSBMADdress) and DSBM clients
send their PATH RESV (or other) nessages to the DSBM Wen a DSBM
client detects the failure of a DSBM it waits for a subsequent

| _AM DSBM adverti senent before resum ng any comunication with the
DSBM During the period when a DSBMis not present, a DSBM client may
forward outgoi ng PATH nmessages using the standard RSVP forwardi ng

rul es.

The exact nessage formats and addresses used for comrunication with
(and anmobng) SBM's) are described in Appendi x B.

A. 2. Overview of the DSBM El ecti on Procedure

VWen a SBMfirst starts up, it listens for incom ng DSBM
advertisenents for sone period to check whether a DSBM al ready exists
inits L2 domain. If one already exists (and no new election is in
progress), the new SBM stays quiet in the background until an

el ection of DSBMis necessary. Al nessages related to the DSBM

el ecti on and DSBM adverti senments are always sent to the

Al | SBMADAr ess.
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If no DSBM exi sts, the SBMinitiates the el ection of a DSBM by

sendi ng out a DSBM W LLI NG nessage that lists its |IP address as a
candi date DSBM and its "SBM priority". Each SBMis assigned a
priority to determine its relative precedence. Wen nore than one
SBM candi date exists, the SBMpriority determ nes who gets to be the
DSBM based on the relative priority of candidates. If there is atie
based on the priority value, the tie is broken using the IP
addresses of tied candidates (one with the higher IP address in the

| exi cographic order wins). The details of the election protocol start
in Section A 4.

A. 2.1 Summary of the Election Al gorithm

For the purpose of the algorithm a SBMis in one of the four states
(ldle, DetectDSBM El ect DSBM | AMDSBM) .

A SBM (call it X) starts up in the DetectDSBM state and waits for a
Listenlnterval for incomng | _AM DSBM ( DSBM adverti senent) or

DSBM W LLI NG nessages. |If an | _AM DSBM adverti sement is received
during this state, the SBM notes the current DSBM (its | P address and
priority) and enters the lIdle state. If a DSBM W LLI NG nessage is
recei ved fromanother SBM (call it Y) during this state, then X
enters the El ect DSBM state. Before entering the new state, X first
checks to see whether it itself is a better candidate than Y and, if
so, sends out a DSBM W LLI NG nessage and then enters the El ect DSBM
state.

VWen a SBM (call it X) enters the El ect DSBM state, it sets a tiner
(called Electionlnterval Timer, and typically set to a value at |east
equal to the DSBMDeadl nterval value) to wait for the election to
finish and to discover who is the best candidate. In this state, X
keeps track of the best (or better) candi date seen so far (including
itself). Whenever it receives another DSBM W LLI NG nessage it updates
its notion of the best (or better) candidate based on the priority
(and tie-breaking) criterion. During the Electionlnterval, X sends
out a DSBM W LLI NG nessage every Refreshlinterval to (re)assert its
candi dacy.

At the end of the Electionlnterval, X checks whether it is the best
candi date so far. If so, it declares itself to be the DSBM (by

sendi ng out the |I_AM DSBM adverti senent) and enters the | AMDSBM
state; otherwise, it decides to wait for the best candidate to
declare itself the winner. To wait, X re-initializes its El ect DSBM
state and continues to wait for another round of election (each round
lasts for an ElectionTinerlnterval duration).
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A SBMis in Idle state when no election is in progress and the DSBM
is already el ected (and happens to be soneone else). In this state,
it listens for incomng | _AM DSBM adverti senents and uses a
DSBMDeadl nterval Tiner to detect the failure of DSBM Every tinme the
advertisenent is received, the tiner is restarted. If the timer
fires, the SBM goes into the Detect DSBM state to prepare to elect the
new DSBM |f a SBM receives a DSBM W LLI NG nessage fromthe current
DSBMin this state, the SBMenters the El ect DSBM state after sending
out a DSBM W LLI NG nmessage (to announce its own candi dacy).

In the | AMDSBM state, the DSBM sends out | _AM DSBM adverti senents
every refresh interval. If the DSBM wi shes to shut down (gracefully
termnate), it sends out a DSBM W LLI NG nessage (with SBM priority
value set to zero) to initiate the election procedure. The priority
val ue zero effectively renoves the outgoing DSBM fromthe el ection
procedure and makes way for the election of a different DSBM

A. 3. Recovering from DSBM Fai | ure

When a DSBM fails (DSBMDeadl nterval Tiner fires), all the SBMs enter
the El ect DSBM state and start the el ection process.

At the end of the Electionlnterval, the el ected DSBM sends out an
| _AM DSBM advertisenment and the DSBMis then operational.

A. 4. DSBM Advertisenents
The | _AM DSBM adverti sement contains the follow ng information:

1. DSBM address information -- contains the |IP and L2 addresses of
the DSBM and its SBMpriority (a configurati on paraneter --
priority specified by a network adnministrator). The priority
val ue i s used to choose anong candi date SBMs during the el ection
al gorithm Higher integer values indicate higher priority and the
value is in the range 0..255. The value zero indicates that the
SBMis not eligible to be the DSBM The I P address is required
and used for breaking ties. The L2 address is for the interface
of the nanaged segnent.

2. Regreshlinterval -- contains the value of Refreshlnterval in
seconds. Value zero indicates the paraneter has been omitted in
the nessage. Receivers nay substitute their own default value in
this case.

3. DSBMDeadl nterval -- contains the value of DSBMDeadl nterval in

seconds. If the value is omtted (or value zero is specified), a
default value (frominitial configuration) should be used.
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4.

M scel | aneous configuration information to be advertised to
senders on the managed segnment. See Appendi x C for further
detail s.

A. 5. DSBM W LLI NG Messages

When a SBM wi shes to declare its candidacy to be the DSBM during an
el ection phase, it sends out a DSBM W LLI NG nessage. The DSBM W LLI NG
nmessage contains the follow ng information:

1.

DSBM address information -- Contains the SBMs own addresses (IP
and L2 address), if it wishes to be the DSBM The |IP address is
required and used for breaking ties. The L2 address is the
address of the interface for the managed segment in question.

Al so, the DSBM address information includes the corresponding
priority of the SBM whose address is given above.

A.6. SBM State Vari abl es

For

each network interface, a SBM maintains the follow ng state

variables related to the el ection of the DSBM for the L2 domai n on

t hat

i nterface:

a) Local DSBVAddrinfo -- current DSBMs | P address (initially,
0.0.0.0) and priority. Al IP addresses are assuned to be in
network byte order. In addition, current DSBM s L2 address is
al so stored as part of this state information.

b) OmnAddrinfo -- SBMs own | P address and L2 address for the
interface and its own priority (a configuration paraneter).

c) Refreshlnterval in seconds. Wen the DSBMis not yet elected,
it is set to a default value specified as a configuration
par amet er.

d) DSBMDeadl nterval in seconds. Wien the DSBMis not yet el ected,
it isinitially set to a default value specified as a
configuration paraneter.

f) Listenlnterval in seconds -- a configuration paraneter that
deci des how | ong a SBM spends in the Detect DSBM state (see
bel ow) .

g) Electioninterval in seconds -- a configuration paraneter that
deci des how | ong a SBM spends in the El ect DSBM state when it has
decl ared its candi dacy.
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Figure 3 shows the state transition diagramfor the el ection protocol
and the various states are described below. A conplete description of
the state machine is provided in Section A 10.

A. 7. DSBM El ection States
DOM -- SBMis not operational.

Detect DSBM -- typically, the initial state of a SBM when it
starts up. In this state, it checks to see whether a DSBM al r eady
exists in its domain.

Idle -- SBMis in this state when no election is in progress and
it is not the DSBM In this state, SBM passively nonitors the
state of the DSBM

El ectDSBM -- SBMis in this state when a DSBM el ection is in
progress.

| AMDSBM -- SBMis in this state when it is the DSBM for the L2
domai n.

A. 8. Events that cause state changes
StartUp -- SBM starts operation.

Li stenlnterval Timeout -- The Listenlnterval tinmer has fired.
This neans that the SBM has nonitored its donain to check for an
exi sting DSBM or to check whether there are candi dates (ot her
than itself) willing to be the DSBM

DSBM W LLI NG nmessage received -- This nmeans that the SBM recei ved
a DSBM W LLI NG nessage from sone other SBM Such a nessage is
sent when a SBM wi shes to declare its candi dacy to be the DSBM

| _AM DSBM nessage received -- SBMrecei ved a DSBM adverti senent
fromthe DSBMin its L2 domain.

DSBMDeadl nt erval Ti meout -- The DSBMDeadl nt erval Ti mer has fired.
This neans that the SBM did not recei ve even one DSBM
advertisenent during this period and indicates possible failure
of the DSBM

Refreshlnterval Tineout -- The Refreshlnterval Tiner has fired. In
the | AMDSBM state, this neans it is the tine for sending out the
next DSBM advertisenent. In the El ect DSBM state, the event means
that it is the time to send out another DSBM W LLI NG nessage.
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El ectionlnterval Tinmeout -- The El ectionlnterval Ti mer has fired.
This means that the SBM has waited | ong enough after declaring
its candidacy to determine whether or not it succeeded.

A.9. State Transition D agram (Figure 3)

S +
R R <-| DetectDSBM | ---->----- +
| Femmm e a - + |
| |
| |
| |
| B + S + |
+->- - | dl e --<>---|ElectDSBM --<--+
S + S +
| |
| |
| |
| e + |
+<<- 4o - | AMDSBM | -<-+
| e +
I Fom e e +
+>>-| SHUTDOMWN |
S +

A.10. El ection State Mchi ne

Based on the events and states described above, the state changes at
a SBM are described bel ow. Each state change is triggered by an event
and is typically acconpani ed by a sequence of actions. The state
machi ne i s described assuming a single threaded inplenentation (to
avoi d race conditions between state changes and timer events) with no
timer events occurring during the execution of the state machi ne.

The following routines will be frequently used in the description of
the state machine:

Conpar ePri o( Fi rst Addr I nfo, SecondAddr | nf o)

-- determ nes whether the entity represented by the first paraneter
is better than the second entity using the priority informtion
and the I P address information in the two paraneters. |f any
address is zero, that entity autonatically |oses; then first
priorities are conpared; higher priority candidate wins. If there
is atie based on the priority value, the tie is broken using the
| P addresses of tied candidates (one with the higher |P address
in the | exicographic order wins). Returns TRUE if first entity
is a better choice. FALSE ot herwi se.
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SendDSBMN | | i ng Message()

Begi n
Sen

d out DSBM W LLI NG nmessage listing nyself as a candi date for

DSBM (copy OanAddr and priority into appropriate fields)
start Refreshlnterval Tinmer

got
End

Aml Bet t
Begi n
i f

o El ect DSBM st at e

er DSBM Ot her Addr | nf o)

(Conpar ePri o( OmAddr I nf o, O her Addr I nfo))
return TRUE

change Local DSBM nfo = O her DSBMAddr | nf o

ret
End

urn FALSE

Updat eDSBM nf o()

/* invo
Begi n
upd

ked in an assignnment such as Local DSBM nfo = Ot her Addrinfo */

ate Local DSBM nfo such as | P addr, DSBM L2 address,

DSBM priority, Refreshlnterval Ti mer, DSBMDeadl nterval Ti ner

End

A.10.1 State Changes

In the followi ng, the action "continue" or "continue in current

st ate"
state t

St at e:
Event :

New St at e:

Action:

St at e:

New St at e:

Event :
Action:

St at e:
Event :

New St at e:

Action:

Yavat kar ,

means an "exit" fromthe current action sequence w thout a
ransition.

DOVN

StartUp

Det ect DSBM

Initialize the local state variables (Local DSBMADDR and
Local DSBMAddr I nfo set to 0). Start the Listenlnterval Timer.

Det ect DSBM

Idle

| _AM DSBM message recei ved

set Local DSBMAddr I nfo = I ncom ngDSBMAddr | nf o
start DeadDSBM nterval timer

goto ldle State

Det ect DSBM

Li stenlnterval Tinmer fired
El ect DSBM

Start El ectionlnterval Ti ner
SendDSBMW | | i ngMessage() ;
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St at e:
Event :

New St at e:

Action:

St at e:
Event :

New St at e:

Acti on:

St at e:
Event :

New St at e:

Action:

St at e:
Event :

New St at e:

Acti on:

St at e:
Event :

Yavat kar ,

SBM ( Subnet Bandw dt h Manager)

Det ect DSBM

DSBM W LLI NG nmessage recei ved
El ect DSBM

Cancel any active tiners

Start El ectionlnterval Ti mer

/* am | a better choice than this dude? */

I f (ConparePrio(OmAddrlnfo, Incom ngDSBM nfo)) {
/[* 1 am better */
SendDSBMN | | i ngMessage()

} else {

Change Local DSBMAddr I nf o
goto El ect DSBM st ate

I ncom ngDSBMAddr | nf o

}

I dl e

DSBMDeadl nt er val Ti ner fired.

El ect DSBM

start El ectionlnterval Ti mer

set Local DSBMAddr I nfo = OmAddr i nfo
SendDSBMAN | i i ngMessage()

Idle

| _AM DSBM nmessage received.

Idle

/* first check whet her anything has changed */
i f (!ConparePrio(Local DSBMAddr I nfo, | ncom ngDSBVAdd

change Local DSBMAddrinfo to reflect new info
endi f
restart DSBMDeadl nt erval Ti mer;
continue in current state;

Idle
DSBM W LLI NG Message i s received
Depends on action (El ect DSBM or
/* check whether it
i f (I ncom ngDSBMADdr

cancel active timers

Set Local DSBMAddr | nf o OmnAddr I nf o

Start El ectionlnterval Timer

SendDSBMN | | i ngMessage() /* goto El ect DSBM st at

1 dl e)

Local DSBVAAdr)

}

/* else, ignore it */
continue in current state

El ect DSBM

El ectionl nterval Ti rer Fired
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New St at e:

Action:

St at e:
Event :

New St at e:

Acti on:

St at e:
Event :

New St at e:

Action:

St at e:
Event :

New St at e:

Action:

St at e:
Event :

New St at e:

Action:

Yavat kar, et

SBM ( Subnet Bandw dt h Manager)

depends on action (I AVMDSBM or Current State)
I f (Local DSBMAddAr I nfo == OwnAddr I nfo) {
/* 1 won */
send | _AM DSBM nessage
start Refreshlnterval Ti ner
goto | AMDSBM st at e
} else { /* soneone el se won, so wait for
itself to be the DSBM */
set Local DSBMAddr essl nfo = OmAddr I nfo
start El ectionlnterval Ti ner
SendDSBMN | | i ngMessage()
continue in current state

}

El ect DSBM

| _AM DSBM message received

Idle

set Local DSBMAddr I nfo = | ncom ngDSBMAddr | nf o

Cancel any active tiners
start DeadDSBM nterval tiner
goto ldle State

El ect DSBM

DSBM W LLI NG nessage recei ved
El ect DSBM

Check whether it’'s a | oopback and if so, discard,

if (!Am Better DSBM | ncom ngDSBVAddr I nfo)) {
Change Local DSBMAAdr I nf o = | ncom ngDSBMAddr | nf o
Cancel Refreshlnterval Ti mer

} else if (Local DSBVMAAdr I nfo == OwmAddr I nfo) {
SendDSBMN | | i ngMessage()

}

continue in current state
El ect DSBM

Refreshlnterval Timer fired
El ect DSBM

/* continue to send DSBMN' | | i ng messages unti |
el ection interval ends */
SendDSBMN | | i ngMessage()

| ANDSBM
DSBM W LLI NG nessage received
depends on action (| AVMDSBM or SteadySt at e)
/* check whether other guy is better */
I f (ConparePrio(OmAddrlnfo, Incom ngAddrinfo)) {
/[* 1 am better */
send | _AM DSBM nessage

al . St andards Track

it to declare

conti nue;
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restart Refreshlnterval Tinmer
continue in current state
} else {
Set Local DSBMADAr I nfo = | ncom ngAddr I nfo
cancel active tiners
start DSBMDeadl nt erval Ti mer
goto SteadyState

}
State: | AMDSBM
Event : Refreshlnterval Timer fired
New State: | AMDSBM
Acti on: send | _AM DSBM nessage
restart Refreshlnterval Ti mer
State: | AMDSBM
Event: | _AM DSBM nessage received
New State: depends on action (I AVDSBM or 1dle)
Acti on: /* check whether other guy is better */

I f (ConparePrio(OmAddrlnfo, Incom ngAddrinfo)) {

/* | am better */
send | _AM DSBM nessage
restart Refreshlnterval Ti mer
continue in current state

} else {
Set Local DSBMAddr I nfo = | ncom ngAddr | nfo
cancel active tiners
start DSBMDeadl nt er val Ti mer
goto ldle State

}
State: | AVMDSBM
Event : Want to shut nyself down
New State: DOMN
Acti on: send DSBM W LLI NG nessage with My address filled in, but

priority set to zero
goto Down State

A. 10. 2 Suggested Values of Interval Timers

To avoid DSBM outages for long period, to ensure quick recovery from
DSBM failures, and to avoid tinmeout of PATH and RESV state at the
edge devi ces, we suggest the follow ng values for various tinmers.

Assumi ng that the RSVP inplenmentations use a 30 second tineout for
PATH and RESV refreshes, we suggest that the Refreshlnterval Ti mer
shoul d be set to about 5 seconds w th DSBMDeadl nterval Tiner set to 15
seconds (K=3, K*Refreshlnterval). The Detect DSBMIi ner shoul d be set
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to a random val ue between (DSBMDeadl nterval Ti ner,

2* DSBMDeadl nterval Ti mer). The El ectionlnterval Ti mer shoul d be set at
| east to the value of DSBMDeadl nterval Tinmer to ensure that each SBM
has a chance to have its DSBM W LLI NG nmessage (sent every
Refreshinterval in El ect DSBM state) delivered to others.

A.10.3. CGuidelines for Choice of Values for SBM PRIORI TY

Net wor k adm ni strators should configure SBM protocol entity at each
SBM capabl e device with the device’'s "SBM priority" for each of the
interfaces attached to a managed segnent. SBM PRIORITY is an 8-bit,
unsi gned integer value (in the range 0-255) with higher integer

val ues denoting higher priority. The value zero for an interface

i ndicates that the SBM protocol entity on the device is not eligible
to be a DSBM for the segnent attached to the interface.

A separate range of values is reserved for each type of SBM capabl e
device to reflect the relative priority anong different classes of
L2/ L3 devices. L2 devices get higher priority followed by routers
foll owed by hosts. The priority values in the range of 128..255 are
reserved for L2 devices, the values in the range of 64..127 are
reserved for routers, and values in the range of 1..63 are reserved
for hosts.

A.11. DSBM El ection over sw tched |inks

The el ection algorithmworks as described before in this case except
each SBM capable L2 device restricts the scope of the election to its
| ocal segment. As described in Section B.1 below, all nmessages
related to the DSBM el ection are sent to a special multicast address
(Al'l SBVAddress). Al |l SBMAddress (its correspondi ng MAC nul ti cast
address) is configured in the pernmanent database of SBM capabl e,

| ayer 2 devices so that all franmes with Al SBMAddress as the
destinati on address are not forwarded and instead directed to the SBM
managenment entity in those devices. Thus, a DSBM can be el ected
separately on each point-to-point segment in a switched topol ogy. For
exanple, in Figure 2, DSBM for "segnent A" will be el ected using the
el ection al gorithm between RL and S1 and none of the election-related
nmessages on this segnent will be forwarded by S1 beyond "segnent A".
Simlarly, a separate election will take place on each segment in
this topol ogy.

When a switched segnent is a hal f-duplex segnent, two senders (one
sender at each end of the link) share the link. In this case, one of
the two senders will win the DSBM el ection and will be responsible
for managi ng the segnent.
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If a switched segnment is full-duplex, exactly one sender sends on the
link in each direction. In this case, either one or two DSBMs can

exi st on such a managed segrment. If a sender at each end wi shes to
serve as a DSBM for that end, it can declare itself to be the DSBM by
sendi ng out an | _AM DSBM adverti senment and start managi ng the
resources for the outgoing traffic over the segnent. |[If one of the
two senders does not wish itself to be the DSBM then the other DSBM
will not receive any DSBM advertisement fromits peer and assume
itself to be the DSBM for traffic traversing in both directions over
the managed segment.
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Appendi x B Message Encapsul ati on and Fornats

To mi nimze changes to the existing RSVP i nplenmentations and to
ensure qui ck depl oyment of a SBMin conjunction with RSVP, al

conmuni cation to and froma DSBMw || be performed using nmessages
constructed using the current rules for RSVP nessage formats and raw
| P encapsul ation. For nore details on the RSVP nessage fornats, refer
to the RSVP specification (RFC 2205). No changes to the RSVP nessage
formats are proposed, but new nmessage types and new L2-specific
objects are added to the RSVP nessage formats to accommodat e DSBM

rel ated nmessages. These additions are descri bed bel ow

B. 1 Message Addressing

For the purpose of DSBM el ecti on and detection, Al SBMAddress is used
as the destination address while sending out both DSBM W LLI NG and

| _AM DSBM nmessages. A DSBM client first detects a nanaged segnent by
listening to | _AM DSBM advertisenents and records the DSBMAdAAress
(uni cast | P address of the DSBM.

B. 2. Message Sizes

Each nessage nust occupy exactly one I P datagram If it exceeds the
MIU, such a datagramw || be fragnented by |IP and reassenbl ed at the
reci pi ent node. This has a consequence that a single nessage nay not
exceed the nmaxi num | P datagram si ze, approxi mately 64K bytes.

B.3. RSVP-rel ated Message Formats

Al RSVP nessages directed to and froma DSBM nay contain various
RSVP obj ects defined in the RSVP specification and nmessages conti nue
to follow the formatting rules specified in the RSVP specification
In addition, an RSVP inplenentation rmust al so recogni ze new obj ect

cl asses that are described bel ow.

B.3.1. Object Formats

Al'l objects are defined using the fornmat specified in the RSVP
specification. Each object has a 32-bit header that contains | ength
(of the object in bytes including the object header), the object

cl ass nunmber, and a C Type. Al unused fields should be set to zero
and ignored on receipt.
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B.3.2. SBM Specific Objects

Note that the O ass-Num values for the SBM specific objects
(LAN_NHOP, LAN LOOPBACK, and RSVP_HOP L2) are chosen fromthe
codespace 10XXXXXX. This codi ng assures that non- SBM aware RSVP nodes
will ignore the objects without forwarding themor generating an
error message.

Wthin the SBM specific codespace, note the following interpretation
of the third nmost significant bit of the C ass-Num

a) bjects of the form 100XXXXX are to be silently
di scarded by SBM nodes that do not recognize them

b) Objects of the form 101XXXXX are to be silently
f orwarded by SBM nodes that do not recognize them

B. 3. 3. | EEE 802 Canoni cal Address For nat

The 48-bit MAC Addresses used by | EEE 802 were originally defined in
terms of wire order transm ssion of bits in the source and
destinati on MAC address fields. The sane wire order applied to both
Et hernet and Token Ring. Since the bit transm ssion order of Ethernet
and Token Ring data differ - Ethernet octets are transmtted | east
significant bit first, Token Ring nost significant first - the
nuneric values naturally associated with the sane address on
different 802 nmedia differ. To facilitate the communi cation of
address values in higher |ayer protocols which mght span both token
ring and Ethernet attached systems connected by bridges, it was
necessary to define one reference format - the so call ed canonica
format for these addresses. Formally the canonical format defines the
val ue of the address, separate fromthe encoding rul es used for
transm ssion. It conprises a sequence of octets derived fromthe
original wire order transm ssion bit order as follows. The | east
significant bit of the first octet is the first bit transmtted, the
next |east significant bit the second bit, and so on to the nobst
significant bit of the first octet being the 8th bit transmtted; the
| east significant bit of the second octet is the 9th bit transmitted,
and so on to the nost significant bit of the sixth octet of the
canoni cal format being the last bit of the address transmtted.

Thi s canonical format corresponds to the natural val ue of the address
octets for Ethernet. The actual transm ssion order or formal encoding
rul es for addresses on nedia which do not transnmit bit serially are
derived fromthe canonical fornmat octet val ues.

Yavat kar, et al. St andards Track [ Page 49]



RFC 2814 SBM ( Subnet Bandw dt h Manager) May 2000

Thi s docunent requires that all L2 addresses used in conjunction with
the SBM protocol be encoded in the canonical format as a sequence of
6 octets. In the followi ng, we define the object formats for objects
that contain L2 addresses that are based on the canoni cal
representation.

B.3.4. RSVP_HOP_L2 object

RSVP_HOP_L2 object uses object class = 161; it contains the L2
address of the previous hop L3 device in the | EEE Canoni cal address
format di scussed above.

RSVP_HOP_L2 object: class = 161, C Type represents the addressing
format used. In our case, C Type=1 represents the | EEE Canoni cal
Address fornat.

0 1 2 3
Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - S +
| Length | 161 | G- Type(addrtype) |
Fom e e e e e e e o Fom e e e e e e e o Fom e e e e e e e o e e e e e o +
| Vari abl e | ength Opaque data |
Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - oo o - +

C-Type = 1 (| EEE Canoni cal Address fornmat)

When C-Type=1, the object format is:

0 1 2 3

Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
| 12 | 161 1 |
o o o o +
| Cctets 0-3 of the MAC address |
oo oo oo oo +
| GCctets 4-5 of the MAC addr. | [ [ |
Fom e e e oo - Fom e e e oo - Fom e e e oo - Fom e e e oo - +
/1l -- unused (set to zero)

B. 3. 5. LAN_NHOP obj ect

LAN_NHOP obj ect represents two objects, nanely, LAN NHOP_L3 address
obj ect and LAN NHOP_ L2 address object.
<LAN NHOP obj ect> ::= <LAN NHOP_L2 object> <LAN NHOP_L3 object>

LAN_NHOP_L2 address object uses object class = 162 and uses the sane

format (but different class number) as the RSVP_HOP_L2 object. It
provides the L2 or MAC address of the next hop L3 device.
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0 1 2 3
oo oo oo o +
| Length | 162 | G Type(addrtype) |
S S S T +
| Vari abl e | ength Opaque data |
R R R oo o - +

C-Type = 1 (I EEE 802 Canoni cal Address Format as defined bel ow) See
the RSVP_HOP_L2 address object for nore details.

LAN _NHOP_L3 object uses object class = 163 and gives the L3 or IP
address of the next hop L3 device.

LAN NHOP_L3 object: class = 163, C Type specifies IPv4d or |Pv6
address fanmily used.

| Pv4 LAN NHOP_L3 object: class =163, C Type =1

Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - +
| Length = 8 | 163 | 1 |
oo oo oo oo +
| | Pv4 NHOP address |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e mmm e m e mamao o +

| Pv6 LAN NHOP L3 object: class =163, C Type = 2

S S . S +
| Length = 20 | 163 | 2 |
. . . . +
| | Pv6 NHOP address (16 bytes) |
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e em— o +

B. 3. 6. LAN_LOOPBACK nj ect
The LAN _LOOPBACK obj ect gives the | P address of the outgoing
interface for a PATH nessage and uses object class=164; both |Pv4 and
| Pv6 formats are specified.

| Pv4 LAN LOOPBACK object: class = 164, C Type =1

0 1 2 3
Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - Fom e e e e oo - +
| Length | 164 | 1 |
Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - +
| | PV4 address of an interface |
oo oo oo oo +
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| Pv6 LAN LOOPBACK object: class = 164, C Type = 2

oo oo oo oo +
| Lengt h | 164 | 2
R R R R +
| |
+ +
| , |
+ | PV6 address of an interface +
| |
+ +
| |
o o o o +

B.3.7. TCLASS nhj ect
TCLASS object (traffic class based on | EEE 802. 1p) uses object
cl ass = 165.

0 1 2 3
R Rt i i i i e T I I S S S R i e S R e e i s o
| Length | 165 | 1
B T I T R e e e it coT T S T e e e T R i st sT S T O I SR g
| 111 | 111 | 111 | 111 | PV

s S S o T i i S S i (i
Only 3 bits in data contain the user_priority value (PV).
B. 4. RSVP PATH and PATH TEAR Message Formats

As specified in the RSVP specification, a PATH and PATH TEAR nessages
contain the RSVP Cormmobn Header and the rel evant RSVP objects.

For the RSVP Conmon Header, refer to the RSVP specification (RFC
2205). Enhancenents to an RSVP_PATH nessage i ncl ude additiona
obj ects as specified bel ow

<PATH Message> ::= <RSVP Conmon Header> [ <I NTEGRI TY>]
<RSVP_HOP_L2> <LAN_NHOP>
<LAN LOOPBACK> [ <TCLASS>] <SESSI ON><RSVP_HOP>
<TlI ME_VALUES> [ <POLI CY DATA>] <sender descri ptor>

<PATH TEAR Message> ::= <RSVP Common Header > [ <I NTEGRI TY>]

<LAN_LOOPBACK> <LAN NHOP> <SESS| ON> <RSVP_HOP>
[ <sender descri ptor>]
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If the INTEGRITY object is present, it nust inmediately follow the
RSVP comon header. L2-specific objects nust always precede the
SESSI ON obj ect .

B.5. RSVP RESV Message For mat
As specified in the RSVP specification, an RSVP_RESV nessage contains
the RSVP Conmon Header and rel evant RSVP objects. In addition, it may
contain an optional TCLASS object as described earlier.

B. 6. Additional RSVP nessage types to handle SBMinteractions
New RSVP nessage types are introduced to allow interactions between a

DSBM and an RSVP node (host/router) for the purpose of discovering
and binding to a DSBM New RSVP nessage types needed are as foll ows:

RSVP Msg Type (8 bits) Val ue
DSBM W LLI NG 66
| _AM DSBM 67

Al SBM specific nmessages are formatted as RSVP nessages with an RSVP
common header foll owed by SBM specific objects.

<SBMP_MESSACGE> :: = <SBMP common header > <SBM speci fic objects>
wher e <SBMP common header> ::= <RSVP commpn Header > [ <| NTEGRI TY>]

For each SBM nessage type, there is a set of rules for the
perm ssi bl e choi ce of object types. These rules are specified using

Backus- Naur Form (BNF) augnented with square brackets surrounding
optional sub-sequences. The BNF inplies an order for the objects in a
nmessage. However, in many (but not all) cases, object order nakes no
| ogi cal difference. An inplenentation should create nessages with the
objects in the order shown here, but accept the objects in any
perm ssi ble order. Any exceptions to this rule will be pointed out in
the specific nessage fornats.

DSBM W LLI NG Message

<DSBM W LLI NG nessage> ::= <SBM Common Header > <DSBM | P ADDRESS>
<DSBM L2 address> <SBM PRI ORI TY>

| _AM DSBM Message
<l AM DSBM> ::= <SBM Conmpbn Header> <DSBM | P ADDRESS> <DSBM L2 addr ess>

<SBM PRI ORI TY> <DSBM Ti ner | nterval s>
[ <NON_RESV_SEND LI M T>]
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For conpatibility reasons, receivers of the | _AM DSBM nessage nust be
prepared to receive additional objects of the Unknown C ass type
[ RFC-2205] .

Al 1 _AM DSBM nessages are nulticast to the well known Al | SBMAdAr ess.
The default priority of a SBMis 1 and higher priority val ues
represent higher precedence. The priority value zero indicates that
the SBMis not eligible to be the DSBM

Rel evant Obj ects

DSBM | P ADDRESS obj ects use object class = 42; |1 Pv4 DSBM | P ADDRESS
obj ect uses <Cl ass=42, C- Type=1> and | Pv6 DSBM | P ADDRESS obj ect uses
<O ass=42, C- Type=2>.

| Pv4 DSBM | P ADDRESS object: class = 42, C Type =1

0 1 2 3
Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - +
| | Pv4 DSBM | P Address
oo oo oo oo +

Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - Fom e e e oo oo - +
I I
+ +
I I
+ | Pv6 DSBM | P Addr ess +
I I
+ +
I I
oo oo oo oo +

<DSBM L2 address> Cbject is the sane as <RSVP_HOP_L2> object with C
Type = 1 for | EEE Canoni cal Address format.

<DSBM L2 address> ::= <RSVP_HOP_L2>
A SBM may onmit this object by including a NULL L2 address object.
For C Type=1 (| EEE Canoni cal address format), such a version of the

L2 address object contains value zero in the six octets correspondi ng
to the MAC address (see section B.3.4 for the exact format).
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SBM PRIORI TY hject: class = 43, C Type =1

TI MER | NTERVAL VALUES.

The two timer intervals, nanely, DSBM Dead |Interval and DSBM Refresh
Interval, are specified as integer values each in the range of 0..255
seconds. Both values are included in a single "DSBM Ti mer Intervals"
obj ect described bel ow.

DSBM Ti mer Intervals Object: class = 44, C Type =1

<NonResvSendLimt> ::= <Intserv Sender_TSPEC obj ect >
(class=12, C Type =2)

The NON_RESV_SEND LIM T object specifies a per-flowlimt on the
profile of traffic which a sending host is allowed to send onto a
managed segnment without a valid RSVP reservation (see Appendix C for
further details on the usage of this object). The object contains the
NonResvSendLinit paraneter. This parameter is equivalent to the

I ntserv SENDER TSPEC (see RFC 2210 for contents and encodi ng rul es).
The SENDER TSPEC i ncl udes five paraneters which describe a traffic
profile (r, b, p, mand M. Sending hosts conpare the SENDER TSPEC
describing a sender traffic flow to the SENDER TSPEC adverti sed by
the DSBM [|f the SENDER TSPEC of the traffic flowin question is |ess
than or equal to the SENDER TSPEC advertised by the DSBM it is

all owable to send traffic on the corresponding flow wi thout a valid
RSVP reservation in place. Oherwise it is not.

The network adm nistrator may configure the DSBMto disall ow any sent

traffic in the absence of an RSVP reservation by configuring a
NonResvSendLinmt in whichr =0, b =0, p=0, m=infinity and M=
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0. Simlarly the network adm nistrator may allow any traffic to be
sent in the absence of an RSVP reservation by configuring a
NonResvSendLimit in which r = infinity, b =infinity, p =infinity, m

=0 and M= infinity. OF course, any of these paraneters may be set
to val ues between zero and infinity to advertise finite per-flow
limts.

The NON_RESV_SEND LIMT object is optional. Senders on a nanaged
segment should interpret the absence of the NON_RESV_SEND LIMT
object as equivalent to an infinitely |arge SENDER TSPEC (it is
perm ssible to send any traffic profile in the absence of an RSVP
reservation).
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Appendi x C The DSBM as a Source of Centralized Configuration Infornmation

There are certain configuration paranmeters which it may be useful to
distribute to layer-3 senders on a managed segnent. The DSBM may
serve as a centralized managenent point from which such paraneters
can easily be distributed. In particular, it is possible for the
network adm nistrator configuring a DSBMto cause certain
configuration parameters to be distributed as objects appended to the
| _AM DSBM messages. The follow ng configuration object is defined at
this time. Ghers my be defined in the future. See Appendix B for
further details regarding the NON RESV_SEND LIM T obj ect.

C.1. NON RESV SEND LIM T

As we QoS enable |ayer 2 segnments, we expect an evolution from
subnets conprised of traditional shared segnents (with no neans of
traffic separation and no DSBM, to subnets conprised of dedicated
segnents sw tched by sophisticated switches (with both DSBM and
802. 1p traffic separation capability).

A set of internediate configurations consists of a group of QoS
enabl ed hosts sending onto a traditional shared segnent. A |ayer-3
device (or a layer-2 device) acts as a DSBM for the shared segment,
but cannot enforce traffic separation. In such a configuration, the
DSBM can be configured to Iimt the number of reservations approved
for senders on the segnment, but cannot prevent them from sending. As
a result, senders may congest the segnment even though a network

adm ni strator has configured an appropriate limt for adm ssion
control in the DSBM

One solution to this problem which would gi ve the network
admi ni strator control over the segnent, is to require applications
(or operating systems on behalf of applications) not to send unti
they have obtained a reservation. This is problematic as nost
applications are used to sending as soon as they w sh to and expect
to get whatever service quality the network is able to grant at that
time. Furthernore, it may often be acceptable to allow certain
applications to send before a reservation is received. For exanple,
on a segment conprised of a single 10 Mops ethernet and 10 hosts, it
may be acceptable to allow a 16 Kbps tel ephony streamto be
transmtted but not a 3 Mips video stream

A nmore pragnatic solution then, is to allow the network adm nistrator
to set a per-flowlimt on the amount of non-adaptive traffic which a
sender is allowed to generate on a nanaged segnment in the absence of
a valid reservation. This linmt is advertised by the DSBM and

recei ved by sending hosts. An APl on the sending host can then
approve or deny an application’s QoS request based on the resources
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request ed.

The NON_RESV_SEND LIM T object can be used to advertise a Fl owspec
whi ch describes the shape of traffic that a sender is allowed to
generate on a managed segnent when its RSVP reservation requests have
either not yet conpleted or have been rejected.
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