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Abst r act
Thi s docunent describes mappi ngs of | ETF |Integrated Services over
LANs built from | EEE 802 network segnents which nay be interconnected
by | EEE 802. 1D MAC Bridges (switches). |t describes paraneter
mappi ngs for supporting Controlled Load and Guarant eed Service using
the inherent capabilities of relevant | EEE 802 technol ogies and, in
particul ar, 802.1D 1998 queuing features in swtches.

These mappi ngs are one conponent of the Integrated Services over |EEE
802 LANs franeworKk.
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1. Introduction

The | EEE 802.1 Interworking Task Group has devel oped a set of
enhancenents to the basic MAC Service provided in Bridged Local Area
Networks (a.k.a. "switched LANs"). As a supplenent to the origina

| EEE MAC Bridges standard, |EEE 802.1D 1990 [802.1D-ORIG, the
updat ed | EEE 802. 1D- 1998 [ 802. 1D] proposes differential traffic class
queuing in switches. The | EEE 802. 1Q specification [802. 1@ extends
the capabilities of Ethernet/802.3 nmedia to carry a traffic class

i ndicator, or "user priority" field, within data franes.

The availability of this differential traffic queuing, together wth
addi ti onal mechani snms to provide adm ssion control and signaling,

all ows | EEE 802 networks to support a cl ose approximation of the |IETF
Integrated Services capabilities [CL][GS]. This docunment describes
net hods for mapping the service classes and paraneters of the | ETF
nodel into | EEE 802. 1D network paranmeters. A conpani on docunent

[ SBM describes a signaling protocol for use with these mappings. It
is recoomended that readers be familiar with the overall framework in
whi ch these mappi ngs and signaling protocol are expected to be used;
this franework is described fully in [|S802FRAME] .

Wthin this docunent, Section 2 describes the nmethod by which end
systens and routers bordering the | EEE Layer-2 cloud | earn what
traffic class should be used for each data flow s packets. Section 3
descri bes the approach recomended to nmap I P-level traffic flows to
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| EEE traffic classes within the Layer 2 network. Section 4 describes
the computation of Characterization Paraneters by the |ayer 2
network. The remaini ng sections discuss some particular issues with
the use of the RSVP/ SBM signaling protocols, and describe the
applicability of all of the above to different |ayer 2 network

t opol ogi es.

2. Flow ldentification and Traffic C ass Sel ecti on

One nodel for supporting integrated services over specific link

| ayers treats |layer-2 devices very nmuch as a special case of routers.
In this nodel, switches and ot her devices along the data path make
packet handling decisions based on the RSVP flow and filter

speci fications, and use these specifications to classify the
correspondi ng data packets. The specifications could either be used
directly, or could be used indirectly by mappi ng each RSVP session
onto a layer-2 construct such as an ATMvirtual circuit.

Thi s approach is inappropriate for use in the | EEE 802 environnent.
Filtering to the per-flow | evel becones expensive wth increasing
swi tch speed; devices with such filtering capabilities are likely to
have a very simlar inplementation conplexity to IP routers, and nay
not make use of sinpler mechani sms such as 802. 1D user priority.

The Integrated Services over | EEE 802 LANs framework [l S802FRAME] and
this docunment use an "aggregated flow' approach based on use of
layer-2 traffic classes. In this nodel, each arriving flowis
assigned to one of the available classes for the duration of the flow
and traverses the 802 cloud in this class. Traffic flows requiring
simlar service are grouped together into a single class, while the
systenmi s adm ssion control and class selection rules ensure that the
service requirenments for flows in each of the classes are net. |In
many situations this is a viable internedi ate point between no QS
control and full router-type integrated services. The approach can
work effectively even with switches inplenenting only the sinplest
differential traffic classification capability specified in the

802. 1D nodel. In the aggregated flow nodel, traffic arriving at the
boundary of a layer-2 cloud is tagged by the boundary device (end
host or border router) with an appropriate traffic class, represented
as an 802.1D "user _priority" value. Two fundanmental questions are
"who determ nes the correspondence between I P-level traffic flows and
link-1evel classes?" and "howis this correspondence conveyed to the
boundary devices that nmust mark the data franes?"

One approach to answering these questions would be for the neanings
of the classes to be universally defined. This docunent would then

standardi ze the nmeani ngs of a set of classes; e.g., 1 = best effort,
2 = 100 ns peak delay target, 3 = 10 ns peak delay target, 4 = 1 ns
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peak delay target, etc. The neani ngs of these universally defined
cl asses could then be encoded directly in end stations, and the
fl owto-class mappi ngs conputed directly in these devices.

Thi s universal definition approach would be sinmple to inplenment, but
is toorigid to map the wide range of possible user requirements onto
the limted nunmber of avail able 802.1D cl asses. The nodel descri bed
in [IS802FRAME] uses a nore flexible mapping: clients ask "the

net wor k" whi ch user_priority traffic class to use for a given traffic
flow, as categorized by its flow spec and | ayer-2 endpoints. The
networ k provides a value back to the requester that is appropriate
consi dering the current network topol ogy, |oad conditions, other
admtted flows, etc. The task of configuring switches with this
mappi ng (e.g., through network managenent, a sw tch-switch protoco

or via sone network-w de QoS-mapping directory service) is an order
of magni tude | ess conplex than performng the sane function in end
stations. Al so, when new services (or other network reconfigurations)
are added to such a network, the network elenments will typically be
the ones to be upgraded wi th new queuing algorithms etc. and can be
provi ded with new mappings at this tinme.

In the current nodel it is assumed that all data packets of a flow
are assigned to the sane traffic class for the duration of the flow
the characteristics of the MAC service, as defined by C ause 6 of
[802. 1D], then ensure the ordering of the data packets of the flow
bet ween adj acent Layer 3 routers. This is usually desirable to avoid
potential re-ordering problens as discussed in [|S802FRAME] and [CL].
Note that there are some scenarios where it mght be desirable to
send conform ng data traffic in one traffic class and non-conform ng
traffic for the same flowin a different, lower traffic class: such a
division into separate traffic classes is for future study. Wen a
new session or "flow' requiring QS support is created, a client nust
ask "the network" which traffic class (I EEE 802 user_priority) to use
for a given traffic flow, so that it can | abel the packets of the
flowas it places theminto the network. A request/response protoco
is needed between client and network to return this information. The
request can be piggy-backed onto an admi ssion control request and the
response can be piggy-backed onto an adni ssion contro

acknow edgnent. This "one pass" assignnent has the benefit of

conpl eting the adm ssion control transaction in a tinely way and
reduci ng the exposure to changing conditions that could occur if
clients cached the know edge for extensive periods. A set of
extensions to the RSVP protocol for conmmunicating this information
have been defined [ SBM.

The network (i.e., the first network el enent encountered downstream
fromthe client) must then answer the follow ng questions:
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1. Wiich of the available traffic classes would be appropriate for
this flow?

In general, a newy arriving fl ow m ght be assigned to a number
of classes. For exanple, if 10nms of delay is acceptable, the
flow could potentially be assigned to either a 10nms del ay cl ass
or a 1lms delay class. This packing problemis quite difficult to
solve if the target paraneters of the classes are allowed to
change dynamically as flows arrive and depart. It is quite
simple if the target paraneters of each class is held fixed, and
the class table is sinply searched to find a class appropriate
for the arriving flow This docunent adopts the latter

appr oach.

2. O the appropriate traffic classes, which if any have enough
capacity avail able to accept the new fl ow?

This is the adm ssion control problem It is necessary to
conpare the level of traffic currently assigned to each cl ass
with the avail able | evel of network resources (bandw dth,
buffers, etc), to ensure that adding the new flow to the class
wi Il not cause the class’'s performance to go below its target

val ues. This problemis conpounded because in a priority queuing
system adding traffic to a higher-priority class can affect the
performance of |ower-priority classes. The admi ssion contro
algorithmfor a systemusing the default 802 priority behavior
nmust be reasonably sophisticated to provi de acceptable results.

If an acceptable class is found, the network returns the chosen
user_priority value to the client.

Note that the client nmay be an end station, a router at the edge of
the layer 2 network, or a first switch acting as a proxy for a device
that does not participate in these protocols for whatever reason.
Note al so that a device e.g., a server or router nmay choose to

i npl enent both the "client" as well as the "network" portion of this
nodel so that it can select its own user_priority values. Such an

i mpl enent ati on woul d general ly be di scouraged unl ess the device has a
close tie-in with the network topol ogy and resource allocation
policies. It may, however, work acceptably in cases where there is
known over-provi sioni ng of resources.

3. Choosing a flow s | EEE 802 user_priority class
This section describes the nethod by which IP-1evel flows are mapped

into appropriate | EEE user_priority classes. The IP-level services
consi dered are Best Effort, Controlled Load, and Cuaranteed Service.
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The major issue is that adm ssion control requests and application
requirenents are specified in terms of a nultidinmensional vector of
paranmeters e.g., bandwidth, delay, jitter, service class. This

mul ti di mensi onal space nust be napped onto a set of traffic classes
whose default behavior in L2 switches is unidinmensional (i.e., strict
priority default queuing). This priority queuing al one can provide
only relative ordering between traffic classes. It can neither
enforce an absolute (quantifiable) delay bound for a traffic class,
nor can it discrimnate anmongst Int-Serv flows within the aggregate
inatraffic class. Therefore, it cannot provide the absolute contro
of packet | oss and delay required for individual Int-Serv flows.

To provide absolute control of |oss and delay three things nust
occur:

(1) The anpunt of bandwi dth available to the QoS-controlled fl ows
must be known, and the nunber of flows admitted to the network
(all owed to use the bandwi dth) nust be limted.

(2) Atraffic scheduling mechanismis needed to give preferentia
service to flows with [ower delay targets.

(3) Some nechani sm nmust ensure that best-effort flows and QS
controlled flows that are exceeding their Tspecs do not damage
the quality of service delivered to in-Tspec QS controlled
flows. This mechanismcould be part of the traffic scheduler, or
it could be a separate policing mechani sm

For | EEE 802 networks, the first function (adm ssion control) is
provi ded by a Subnet Bandwi dth Manager, as discussed bel ow. W use
the link-1evel user _priority nechanismat each switch and bridge to

i mpl enent the second function (preferential service to flows with

| ower delay targets). Because a sinple priority schedul er cannot
provide policing (function three), policing for | EEE networks is
general ly inplenented at the edge of the network by a | ayer-3 devi ce.
When this policing is perfornmed only at the edges of the network it
is of necessity approximate. This issue is discussed further in

[ 1 SB02FRANME] .

3.1. Context of adm ssion control and del ay bounds

As described above, it is the conbination of priority-based
schedul i ng and adni ssion control that creates quantified del ay
bounds. Thus, any attenpt to quantify the delay bounds expected by a
given traffic class has to nade in the context of the adm ssion
control elements. Section 6 of the framework [| S802FRAME] provi des
for two different nodels of adm ssion control - centralized or

di stributed Bandw dth Al |l ocat ors.
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It is inmportant to note that in this approach it is the adnission
control algorithmthat deternines which of the Int-Serv services is
being of fered. Gven a set of priority classes with delay targets, a
relatively sinple adm ssion control algorithmcan place flows into

cl asses so that the bandw dth and del ay behavi or experienced by each
fl ow corresponds to the requirenents of the Controll ed-Load servi ce,
but cannot of fer the higher assurance of the Guaranteed service. To
of fer the Guaranteed service, the adm ssion control algorithm nust be
much nmore stringent in its allocation of resources, and nust also
conpute the C and D error terms required of this service.

A del ay bound can only be realized at the adm ssion control el enent
itself so any delay nunbers attached to a traffic class represent the
delay that a single elenent can allow for. That el ement may
represent a whole L2 domain or just a single L2 segnent.

Wth either adm ssion control nodel, the delay bound has no scope
outside of a L2 domain. The only requirenment is that it be understood
by all Bandwi dth Allocators in the L2 domain and, for exanple, be
exported as C and Dterns to L3 devices inplenmenting the Guaranteed
Service. Thus, the end-to-end delay experienced by a flow can only
be characterized by summ ng al ong the path using the usual RSVP
mechani sns.

3.2. Default service mappings

Table 1 presents the default mapping fromdelay targets to | EEE 802.1
user_priority classes. However, these mappi ngs nust be viewed as
defaults, and rmust be changeabl e.

In order to sinmplify the task of changi ng nmappings, this mapping
table is held by *switches* (and routers if desired) but generally
not by end-station hosts. It is a read-wite table. The val ues
proposed bel ow are defaults and can be overridden by managemnent
control so long as all switches agree to sone extent (the required
| evel of agreenent requires further analysis).

In future networks this napping table might be adjusted dynamically
and wi thout human intervention. It is possible that sone form of
net wor k- wi de | ookup service could be inplenented that serviced
requests fromclients e.g., traffic_class = get QSbyNanme("H. 323

vi deo") and notified switches of what traffic categories they were
likely to encounter and how to allocate those requests into traffic
classes. Alternatively, the network’s adnission control nechani sns
m ght directly adjust the mapping table to maxim ze the utilization
of network resources. Such nechanisns are for further study.
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The del ay bounds nunbers proposed in Table 1 are for per-Bandwi dth
Al l ocator elenent delay targets and are derived froma subjective
anal ysis of the needs of typical delay-sensitive applications e.g.
voi ce, video. See Annex H of [802.1D] for further discussion of the
sel ection of these values. Although these val ues appear to address
the needs of current video and voice technology, it should be noted
that there is no requirenent to adhere to these values and no
dependence of | EEE 802.1 on these val ues.

user_priority Service

0 Default, assuned to be Best Effort
1 reserved, "less than" Best Effort
2 reserved

3 reserved

4 Del ay Sensitive, no bound

5 Del ay Sensitive, 100ms bound

6 Del ay Sensitive, 10ns bound

7 Net work Contro

Table 1 - Exanple user_priority to service nappings

Not e: These mappi ngs are believed to be useful defaults but
further inplenentation and usage experience is required. The
mappi ngs may be refined in future editions of this docunent.

Wth this exanple set of mappings, delay-sensitive, adm ssion
controlled traffic flows are mapped to user_priority values in
ascendi ng order of their delay bound requirement. Note that the
bounds are targets only - see [IS802FRAVE] for a discussion of the

ef fects of other non-conformant flows on delay bounds of other flows.
Only by applying admi ssion control to higher-priority classes can any
promi ses be made to lower-priority cl asses.

This set of mappings also | eaves several classes as reserved for
future definition.

Not e: this mapping does not dictate what nechanisns or al gorithns
a network elenment (e.g., an Ethernet switch) nust performto

i mpl enent these mappings: this is an inplenentation choice and
does not matter so long as the requirenents for the particul ar
service nodel are met.

Not e: these mappings apply primarily to networks constructed from
devices that inplement the priority-scheduling behavior defined as
the default in 802.1D. Sonme devices may inplenment nore conpl ex
schedul i ng behavi ors not based only on priority. In that

ci rcunst ance these mappings nmight still be used, but other, nore
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speci al i zed mappi ngs may be nore appropriate.
3.3. Discussion

The recomendati on of classes 4, 5 and 6 for Delay Sensitive,

Admi ssion Controlled flows is sonewhat arbitrary; any classes with
priorities greater than that assigned to Best Effort can be used.
Those proposed here have the advantage that, for transit through
802. 1D switches with only two-level strict priority queuing, al

del ay-sensitive traffic gets "high priority" treatment (the 802.1D
default split is 0-3 and 4-7 for a device with 2 queues).

The choice of the delay bound targets is tuned to an average expected
application mx, and might be retuned by a network nanager facing a
widely different mix of user needs. The choice is potentially very
significant: wi se choice can lead to a much nore efficient allocation
of resources as well as greater (though still not very good)

i sol ation between fl ows.

Pl acing Network Control traffic at class 7 is necessary to protect

i mportant traffic such as route updates and network nanagenent.
Unfortunately, placing this traffic higher in the user_priority
ordering causes it to have a direct effect on the ability of devices
to provide assurances to QoS controlled application traffic.
Therefore, an estinmate of the amount of Network Control traffic nust
be made by any device that is perform ng admission control (e.g.
SBMs). This would be in terms of the paraneters that are normally
taken into account by the adm ssion control algorithm This estimate
shoul d be used in the adm ssion control decisions for the | ower
classes (the estimate is likely to be a configuration paraneter of
SBMs) .

Atraffic class such as class 1 for "less than best effort" m ght be
useful for devices that wish to dynamcally "penalty tag" all of the
data of flows that are presently exceeding their allocation or Tspec.
This provides a way to isolate flows that are exceeding their service
limts fromflows that are not, to avoid reducing the QS delivered
to flows that are within their contract. Data from such tagged fl ows
m ght al so be preferentially discarded by an overl oaded downstream
devi ce.

A sonewhat sinpler approach would be to tag only the portion of a
flow s packets that actually exceed the Tspec at any given instant as
low priority. However, it is often considered to be a bad idea to
treat flows in this way as it will likely cause significant re-
ordering of the flow s packets, which is not desirable. Note that the
default 802.1D treatnent of user_priorities 1 and 2 is "less than"
the default class 0.
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4.

4.

Conput ati on of integrated services characterization paraneters by
| EEE 802 devi ces

The integrated service nodel requires that each network el ement that
supports integrated services conpute and make avail able certain
"characterization paraneters" describing the el enent’s behavi or

These paraneters nay be either generally applicable or specific to a
particul ar QoS control service. These paraneters nmay be computed by
cal cul ati on, neasurement, or estimation. Wien a network el enent
cannot conpute its own paraneters (for exanmple, a sinple link), we
assune that the device sending onto or receiving data fromthe |ink
will compute the link’s paraneters as well as it’'s own. The accuracy
of calculation of these paraneters may not be very critical; in sone
cases |l oose estinmates are all that is required to provide a usefu
service. This is inportant in the | EEE 802 case, where it will be
virtually inpossible to conpute paranmeters accurately for certain
topol ogi es and switch technol ogies. Indeed, it is an assunption of
the use of this nodel by relatively sinple switches (see [| S802FRANVE]
for a discussion of the different types of switch functionality that
m ght be expected) that they merely provide values to describe the
device and admit flows conservatively. The discussion bel ow presents
a general outline for the conputation of these paraneters, and points
out some cases where the parameters nust be conputed accurately.
Further specification of how to export these paraneters is for
further study.

1. Ceneral characterization paraneters

There are some general paraneters [ GENCHAR] that a device will need
to use and/or supply for all service types:

* Ingress link

* Egress links and their MIUs, fram ng overheads and m ni num packet
sizes (see nedia-specific information presented above).

* Avail abl e path bandw dt h: updated hop-by-hop by any device al ong
the path of the flow

* M nimml atency

O these paraneters, the MIU and m ni num packet size information nust
be reported accurately. Al so, the "break bits" nust be set correctly,
both the overall bit that indicates the existence of QS contro
support and the individual bits that specify support for a particul ar
schedul i ng service. The avail abl e bandwi dt h shoul d be reported as
accurately as possible, but very |oose estinmates are acceptable. The
m ni mum | at ency paraneter should be determ ned and reported as
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accurately as possible if the el enent offers Guaranteed service, but
may be | oosely estimated or reported as zero if the el enent offers
only Controlled-Load service.

4.2. Parameters to inplenent Guaranteed Service

A network el enent supporting the Guaranteed Service [GS] nmust be able
to determine the foll owi ng paraneters:

* Constant delay bound through this device (in addition to any val ue
provi ded by "mni mum | atency” above) and up to the receiver at the
next network el ement for the packets of this flowif it were to be
admtted. This includes any access |atency bound to the outgoing
link as well as propagation delay across that link. This value is
advertised as the 'C paranmeter of the Guaranteed Service.

* Rate-proportional delay bound through this device and up to the
receiver at the next network elenment for the packets of this flow
if it were to be adnmitted. This value is advertised as the 'D
paraneter of the Guaranteed Servi ce.

* Receive resources that would need to be associated with this flow
(e.g., buffering, bandwidth) if it were to be admtted and not
suffer packet loss if it kept within its supplied Tspec/ Rspec.
These val ues are used by the admission control algorithmto decide
whet her a new fl ow can be accepted by the device.

* Transmit resources that would need to be associated with this flow
(e.g., buffering, bandw dth, constant- and rate-proportional delay
bounds) if it were to be adnmtted. These values are used by the
adnmi ssion control algorithmto deci de whether a new fl ow can be
accepted by the device.

The exported characterization parameters for this service should be
reported as accurately as possible. If estimations or approximations
are used, they should err in whatever direction causes the user to

recei ve better performance than requested. For exanmple, the C and D
error terns should overestimate delay, rather than underestinmate it.

4.3. Parameters to inplenent Controlled Load

A network el enent inplenenting the Controlled Load service [CL] nust
be able to determ ne the follow ng:

* Receive resources that would need to be associated with this flow
(e.g., buffering) if it were to be admtted. These val ues are used
by the adm ssion control algorithmto deci de whether a new fl ow
can be accepted by the device.
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* Transnmit resources that would need to be associated with this flow
(e.g., buffering) if it were to be adnitted. These values are used
by the admi ssion control algorithmto deci de whether a new fl ow
can be accepted by the device.

The Controll ed Load service does not export any service-specific
characterization paraneters. Internal resource allocation estinates
shoul d ensure that the service quality renains high when considering
the statistical aggregation of Controlled Load flows into 802 traffic
cl asses.

4.4, Paraneters to inplement Best Effort

For a network el erment that inplenments only best effort service there
are no explicit paraneters that need to be characterized. Note that
an integrated services aware network el ement that inplements only
best effort service will set the "break bit" described in

[ RSVPI NTSERV] .

5. Merging of RSVP/ SBM obj ects

VWere reservations that use the SBM protocol’s TCLASS object [SBM
need to be merged, an algorithmneeds to be defined that is
consistent with the nappings to individual user priority values in
use in the Layer-2 cloud. A nerged reservation nust receive at |east
as good a service as the best of the conponent reservations.

There is no single nerging rule that can prevent all of the foll ow ng
si de-ef f ect s:

* |f a merger were to denpte the existing branch of the flowinto a
hi gher-delay traffic class then this is a denial of service to the
exi sting flow which would likely receive worse service than
bef ore.

* |f a merger were to pronote the existing branch of the flowinto a
new, |ower-delay, traffic class, this mght then suffer either
adni ssion control failures or may cost nore in sone sense than the
al ready-adnitted flow This can also be considered as a denial -
of -service attack

* Pronotion of the new branch may lead to rejection of the request
because it has been re-assigned to a traffic class that has not
enough resources to accomvdate it.

Therefore, such a nmerger is declared to be illegal and the usual SBM

adm ssion control failure rules are applied. Traffic class selection
is performed based on the TSpec information. Wien the first RESV for
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a flowarrives, a traffic class is chosen based on the request, an
SBM TCLASS object is inserted into the nmessage and admi ssion contro
for that traffic class is done by the SBM Reservati on succeeds or
fails as usual

When a second RESV for the sane flow arrives at a different egress
poi nt of the Layer-2 cloud the process starts to repeat. Eventually
the SBM augnented RESV may hit a switch with an existing reservation
in place for the flowi.e., an L2 branch point for the flow If so,
the traffic class chosen for the second reservation is checked
against the first. If they are the sanme, the RESV requests are merged
and passed on towards the sender(s).

If the second TCLASS woul d have been different, an RSVP/ SBM ResvErr
error is returned to the Layer-3 device that |aunched the second RESV
request into the Layer-2 cloud. This device will then pass on the
ResvErr to the original requester according to RSVP rules. Detailed
processing rules are specified in [ SBM.

6. Applicability of these service nmappings

Swi tches using layer-2-only standards (e.g., 802.1D 1990, 802. 1D
1998) need to inter-operate with routers and | ayer-3 switches. Wde
depl oyment of such 802.1D- 1998 switches will occur in a nunber of
roles in the network: "desktop sw tches" provide dedicated 10/100
Mops links to end stations and hi gh speed core switches often act as
central canpus switching points for |ayer-3 devices. Layer-2 devices
will have to operate in all of the foll owi ng scenari os:

* every device along a network path is |ayer-3 capable and intrusive
into the full data stream

* only the edge devices are pure |layer-2
* every alternate device |lacks layer-3 functionality

* nost devices lack layer-3 functionality except for sone key
control points such as router firewalls, for exanple.

VWere int-serv flows pass through equi pment whi ch does not support
Integrated Services or 802.1D traffic managenment and whi ch pl aces
al | packets through the same queui ng and overl oad-droppi ng pat hs,
it is obvious that sone of a flow s desired service paraneters
becorme nore difficult to support. In particular, the two
integrated service classes studied here, Controlled Load and
Guaranteed Service, both assume that flows will be policed and
kept "insul ated"” from m sbehaving other flows or from best effort
traffic during their passage through the network. This cannot be
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7.

done within an | EEE 802 network using devices with the default
user _priority function; in this case policing nust be approxinmated
at the network edges.

In addition, in order to provide a Guaranteed Service, *all*
switching elenments along the path nmust participate in specia
treatnment for packets in such flows: where there is a "break" in
guar anteed service, all bets are off. Thus, a network path that

i ncludes even a single switch transmitting onto a shared or half-
dupl ex LAN segrment is unlikely to be able to provide a very good
approxi mati on to Guaranteed Service. For Controlled Load service,
the requirenents on the switches and |ink types are | ess stringent
although it is still necessary to provide differential queuing and
buffering in switches for CL flows over best effort in order to
approxi mate CL service. Note that users receive indication of such
breaks in the path through the "break bits" described in vy

[ RSVPI NTSERV] . These bits nust be correctly set when | EEE 802

devi ces that cannot provide a specific service exist in a network.

O her approaches m ght be to pass nore infornation between

swi tches about the capabilities of their neighbours and to route
around non- QoS- capabl e switches: such nethods are for further
study. And of course the easiest solution of all is to upgrade
links and switches to higher capacities.
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8. Security Considerations

Any use of QoS requires exam nation of security considerations
because it | eaves the possibility open for denial of service or theft
of service attacks. This document introduces no new security issues
on top of those discussed in the conpanion | SSLL docunents

[1 SBO2FRAME] and [SBM. Any use of these service mappi ngs assunes
that all requests for service are authenticated appropriately.
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