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Abst r act

"Mul ti-Protocol Label Switching (MPLS)" [1] requires a set of
procedures for augnenting network | ayer packets with "l abel stacks",
thereby turning theminto "I abel ed packets”. Routers which support
MPLS are known as "Label Switching Routers", or "LSRs". In order to
transmt a | abel ed packet on a particular data |ink, an LSR nust
support an encodi ng techni que which, given a |abel stack and a
network | ayer packet, produces a | abel ed packet. This documnent
specifies the encoding to be used by an LSR in order to transm't

| abel ed packets on Point-to-Point Protocol (PPP) data |inks, on LAN
data |inks, and possibly on other data links as well. On sone data
links, the | abel at the top of the stack may be encoded in a

di fferent manner, but the techni ques described here MJST be used to
encode the renminder of the |abel stack. This docunent also
specifies rules and procedures for processing the various fields of
the | abel stack encoding.
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1. Introduction

"Mul ti-Protocol Label Switching (MPLS)" [1] requires a set of
procedures for augnenting network | ayer packets with "label stacks",
thereby turning theminto "I abel ed packets". Routers which support
MPLS are known as "Label Switching Routers", or "LSRs". In order to
transmt a | abel ed packet on a particular data |ink, an LSR nust
support an encodi ng techni que which, given a |abel stack and a
network | ayer packet, produces a | abel ed packet.

Rosen, et al. St andards Track [ Page 2]



RFC 3032 MPLS Label Stack Encodi ng January 2001

Thi s docunent specifies the encoding to be used by an LSR in order to
transmt | abel ed packets on PPP data |inks and on LAN data |inks.

The specified encoding may al so be useful for other data |inks as
wel | .

Thi s docunent al so specifies rules and procedures for processing the
various fields of the | abel stack encoding. Since MPLS is

i ndependent of any particular network |ayer protocol, the mgjority of
such procedures are al so protocol -i ndependent. A few, however, do
differ for different protocols. In this docunment, we specify the

pr ot ocol -i ndependent procedures, and we specify the protocol -
dependent procedures for |Pv4 and | Pv6.

LSRs that are inplenmented on certain swtching devices (such as ATM
swi tches) may use different encoding techni ques for encoding the top
one or two entries of the |abel stack. When the |abel stack has
additional entries, however, the encoding techni que described in this
document MJST be used for the additional |abel stack entries.

1.1. Specification of Requirements

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [2].

2. The Label Stack
2.1. Encoding the Label Stack

The | abel stack is represented as a sequence of "l abel stack
entries". Each |label stack entry is represented by 4 octets. This
is shown in Figure 1.

0 1 2 3
01234567890123456789012345678901

Fodo e e - - - - - - - - - - - - - - - - - - - - - +- +- +- +- +- + Label
| Label | Exp | S TTL | Stack
Sl S S N SR S S N SN SR S SR S SR S ok S S S S S R S S = 0| Y

Label : Label Value, 20 bits

Exp: Experimental Use, 3 bits

S: Bottom of Stack, 1 bit

TTL: Tinme to Live, 8 bits
Figure 1
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The | abel stack entries appear AFTER the data |ink | ayer headers, but
BEFORE any network | ayer headers. The top of the |abel stack appears
earliest in the packet, and the bottom appears |latest. The network

| ayer packet imediately follows the | abel stack entry which has the
S bit set.

Each | abel stack entry is broken down into the follow ng fields:
1. Bottom of Stack (S)
This bit is set to one for the last entry in the | abel stack
(i.e., for the bottomof the stack), and zero for all other
| abel stack entries.

2. Time to Live (TTL)

This eight-bit field is used to encode a tine-to-live val ue.
The processing of this field is described in section 2.4.

3. Experinental Use
This three-bit field is reserved for experinental use.
4. Label Value

This 20-bit field carries the actual value of the Label

VWen a | abel ed packet is received, the |abel value at the top

of the stack is |ooked up. As a result of a successful |ookup

one | earns:

a) the next hop to which the packet is to be forwarded;

b) the operation to be perforned on the | abel stack before
forwarding; this operation may be to replace the top | abe
stack entry with another, or to pop an entry off the | abe
stack, or to replace the top label stack entry and then to
push one or nore additional entries on the |abel stack

In addition to learning the next hop and the | abel stack

operation, one may also |learn the outgoing data |ink

encapsul ati on, and possibly other information which is needed
in order to properly forward the packet.
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There are several reserved | abel val ues:

i. Avalue of O represents the "IPv4 Explicit NULL Label".
This |label value is only I egal at the bottom of the |abe
stack. It indicates that the | abel stack nmust be popped,
and the forwarding of the packet nust then be based on the
| Pv4 header.

ii. Avalue of 1 represents the "Router Alert Label". This
| abel value is | egal anywhere in the |abel stack except at
the bottom \When a received packet contains this |abe
value at the top of the |abel stack, it is delivered to a
| ocal software nodul e for processing. The actua
forwardi ng of the packet is determned by the |abe
beneath it in the stack. However, if the packet is
forwarded further, the Router Alert Label should be pushed
back onto the | abel stack before forwarding. The use of
this label is analogous to the use of the "Router Alert
Option" in | P packets [5]. Since this |abel cannot occur
at the bottomof the stack, it is not associated with a
particul ar network | ayer protocol.

iii. Avalue of 2 represents the "I Pv6 Explicit NULL Label"
This label value is only I egal at the bottom of the |abe
stack. It indicates that the | abel stack nust be popped,
and the forwarding of the packet nust then be based on the
| Pv6 header.

iv. Avalue of 3 represents the "Inplicit NULL Label". This
is a label that an LSR may assign and distribute, but
whi ch never actually appears in the encapsul ation. Wen
an LSR woul d ot herwi se replace the |label at the top of the
stack with a new | abel, but the new label is "Inplicit
NULL", the LSR will pop the stack instead of doing the
repl acement. Although this value may never appear in the
encapsul ation, it needs to be specified in the Labe
Di stribution Protocol, so a value is reserved.

v. Values 4-15 are reserved.
2.2. Determ ning the Network Layer Protoco

When the | ast | abel is popped froma packet’s |abel stack (resulting
in the stack being enptied), further processing of the packet is
based on the packet’s network |ayer header. The LSR which pops the
| ast | abel off the stack must therefore be able to identify the
packet’s network |ayer protocol. However, the |abel stack does not
contain any field which explicitly identifies the network |ayer
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protocol. This means that the identity of the network | ayer protoco
must be inferable fromthe value of the | abel which is popped from
the bottom of the stack, possibly along with the contents of the
networ k | ayer header itself.

Therefore, when the first label is pushed onto a network | ayer

packet, either the | abel rmust be one which is used ONLY for packets
of a particular network |ayer, or the |abel must be one which is used
ONLY for a specified set of network | ayer protocols, where packets of
the specified network | ayers can be distingui shed by inspection of
the network |ayer header. Furthernore, whenever that |abel is

repl aced by another |abel value during a packet’s transit, the new

val ue must al so be one which neets the sane criteria. |f these
conditions are not net, the LSR which pops the last |abel off a
packet will not be able to identify the packet’s network |ayer
pr ot ocol

Adherence to these conditions does not necessarily enable

i nternedi ate nodes to identify a packet’s network | ayer protocol
Under ordinary conditions, this is not necessary, but there are error
condi tions under which it is desirable. For instance, if an
internedi ate LSR determines that a | abel ed packet is undeliverable,
it may be desirable for that LSR to generate error nmessages which are
specific to the packet’s network |ayer. The only neans the
internediate LSR has for identifying the network |ayer is inspection
of the top label and the network | ayer header. So if internediate
nodes are to be able to generate protocol-specific error nessages for
| abel ed packets, all labels in the stack nust neet the criteria
speci fi ed above for |abels which appear at the bottom of the stack

I f a packet cannot be forwarded for sonme reason (e.g., it exceeds the
data link MIU), and either its network | ayer protocol cannot be
identified, or there are no specified protocol -dependent rules for
handling the error condition, then the packet MJST be silently

di scar ded.

2.3. Generating | CMP Messages for Label ed | P Packets
Section 2.4 and section 3 discuss situations in which it is desirable
to generate | CMP nmessages for | abeled I P packets. |In order for a
particular LSR to be able to generate an | CMP packet and have that
packet sent to the source of the IP packet, two conditions rmust hol d:

1. it nust be possible for that LSR to determ ne that a particular
| abel ed packet is an |IP packet;

2. it must be possible for that LSRto route to the packet’s IP
source address.
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Condition 1 is discussed in section 2.2. The follow ng two
subsections di scuss condition 2. However, there will be sone cases
in which condition 2 does not hold at all, and in these cases it wll
not be possible to generate the | CMP nmessage.

2.3.1. Tunneling through a Transit Routing Domai n

Suppose one is using MPLS to "tunnel" through a transit routing
domai n, where the external routes are not |eaked into the domain's
interior routers. For exanple, the interior routers may be running
OSPF, and may only know how to reach destinations w thin that OSPF
domain. The donmain m ght contain several Autononmpus System Border
Routers (ASBRs), which talk BGP to each other. However, in this
exanpl e the routes fromBGP are not distributed into OSPF, and the
LSRs which are not ASBRs do not run BGP

In this exanple, only an ASBR wi |l know how to route to the source of
sone arbitrary packet. |If an interior router needs to send an | CWP
nessage to the source of an I P packet, it will not know how to route

the | CVP nessage.

One solution is to have one or nore of the ASBRs inject "default”
into the I1G. (N.B.: this does NOT require that there be a "default™
carried by BGP.) This would then ensure that any unl abel ed packet
whi ch nust | eave the domain (such as an | CVP packet) gets sent to a
router which has full routing information. The routers with ful
routing information will |abel the packets before sendi ng them back
through the transit domain, so the use of default routing within the
transit domai n does not cause any | oops.

This solution only works for packets which have gl obally uni que
addresses, and for networks in which all the ASBRs have conpl ete
routing information. The next subsection describes a solution which
wor ks when these conditions do not hold.

2.3.2. Tunneling Private Addresses through a Public Backbone

In sone cases where MPLS is used to tunnel through a routing domain
it may not be possible to route to the source address of a fragnented
packet at all. This would be the case, for exanple, if the IP
addresses carried in the packet were private (i.e., not globally

uni que) addresses, and MPLS were being used to tunnel those packets
through a public backbone. Default routing to an ASBR will not work
in this environnent.

In this environment, in order to send an | CMP nessage to the source

of a packet, one can copy the |abel stack fromthe original packet to
the 1 CVWP nessage, and then | abel switch the |CVWP nessage. This wll
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cause the nmessage to proceed in the direction of the origina
packet’s destination, rather than its source. Unless the nmessage is
| abel switched all the way to the destination host, it will end up,
unl abel ed, in a router which does know how to route to the source of
original packet, at which point the nessage will be sent in the
proper direction.

Thi s techni que can be very useful if the |CW nessage is a "Tine
Exceeded" nessage or a "Destination Unreachabl e because fragnentation
needed and DF set" message.

When copying the | abel stack fromthe original packet to the | CwW
nessage, the | abel val ues nust be copied exactly, but the TTL val ues
in the | abel stack should be set to the TTL value that is placed in
the I P header of the |ICWP nessage. This TTL value shoul d be | ong
enough to allow the circuitous route that the | CMP nessage will need
to foll ow

Note that if a packet's TTL expiration is due to the presence of a
routing loop, then if this technique is used, the | CWP nessage may
loop as well. Since an |ICMP nmessage is never sent as a result of
recei ving an | CVMP nessage, and since many inplenentations throttle
the rate at which | CVMP nessages can be generated, this is not
expected to pose a problem

2.4. Processing the Time to Live Field

2.4.1. Definitions
The "incomng TTL" of a | abel ed packet is defined to be the val ue of
the TTL field of the top | abel stack entry when the packet is

recei ved.

The "outgoing TTL" of a | abel ed packet is defined to be the |arger
of :

a) one less than the incom ng TTL,
b) zero.

2.4.2. Protocol -i ndependent rul es
If the outgoing TTL of a | abel ed packet is 0, then the | abel ed packet
MUST NOT be further forwarded; nor may the |abel stack be stripped

of f and the packet forwarded as an unl abel ed packet. The packet’s
lifetime in the network is considered to have expired.
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Dependi ng on the |abel value in the | abel stack entry, the packet MAY
be sinply discarded, or it nmay be passed to the appropriate
"ordinary" network layer for error processing (e.g., for the
generation of an I CVMP error nessage, see section 2.3).

When a | abel ed packet is forwarded, the TTL field of the |abel stack
entry at the top of the |label stack MJUST be set to the outgoing TTL
val ue.

Note that the outgoing TTL value is a function solely of the incom ng
TTL value, and is independent of whether any |abels are pushed or
popped before forwarding. There is no significance to the val ue of
the TTL field in any | abel stack entry which is not at the top of the
st ack.

2.4.3. | P-dependent rules

We define the "I P TTL" field to be the value of the IPv4 TTL field,
or the value of the IPv6 Hop Limt field, whichever is applicable.

When an | P packet is first |labeled, the TTL field of the | abel stack
entry MJUST BE set to the value of the IP TTL field. (If the IP TTL
field needs to be decrenented, as part of the IP processing, it is
assuned that this has al ready been done.)

When a | abel is popped, and the resulting |abel stack is enpty, then
the value of the IP TTL field SHOULD BE repl aced with the outgoing
TTL val ue, as defined above. 1In IPv4 this also requires nodification
of the | P header checksum

It is recognized that there may be situations where a network
administration prefers to decrenent the I Pv4 TTL by one as it
traverses an MPLS donmin, instead of decrementing the |Pv4 TTL by the
nunber of LSP hops within the domain

2.4.4. Translating Between Different Encapsul ations

Sonetimes an LSR nay receive a | abel ed packet over, e.g., a |abe
swi tching controlled ATM (LC-ATM interface [9], and nay need to send

it out over a PPP or LAN link. Then the incom ng packet will not be
recei ved using the encapsul ati on specified in this docunent, but the
out goi ng packet will be sent using the encapsul ation specified in

thi s docunent.
In this case, the value of the "incoming TTL" is determned by the

procedures used for carrying | abel ed packets on, e.g., LCATM
interfaces. TTL processing then proceeds as descri bed above.
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Sonetimes an LSR nmay receive a | abel ed packet over a PPP or a LAN
link, and may need to send it out, say, an LC-ATMinterface. Then

the incom ng packet will be received using the encapsul ation
specified in this docunent, but the outgoing packet will not be sent
usi ng the encapsul ation specified in this docunent. |In this case,

the procedure for carrying the value of the "outgoing TTL" is
determ ned by the procedures used for carrying | abel ed packets on
e.g., LCGATMinterfaces.

3. Fragnentation and Path MIU Di scovery

Just as it is possible to receive an unl abeled | P datagram which is
too large to be transmitted on its output link, it is possible to
receive a | abel ed packet which is too large to be transnitted on its
out put i nk.

It is also possible that a received packet (Iabeled or unlabel ed)
which was originally small enough to be transmtted on that |ink
beconmes too large by virtue of having one or nore additional |abels
pushed onto its label stack. In |abel switching, a packet nmay grow
in size if additional |abels get pushed on. Thus if one receives a
| abel ed packet with a 1500-byte frame payl oad, and pushes on an
addi ti onal |abel, one needs to forward it as frane with a 1504-byte
payl oad.

This section specifies the rules for processing | abel ed packets which

are "too large". In particular, it provides rules which ensure that
hosts inplementing Path MIU Di scovery [4], and hosts using | Pv6
[7,8], will be able to generate |IP datagrans that do not need

fragnentation, even if those datagrans get | abeled as they traverse
t he network.

In general, |IPv4 hosts which do not inplenment Path MIU Di scovery [ 4]
send | P datagrams which contain no nore than 576 bytes. Since the
MIUs in use on nost data |links today are 1500 bytes or nore, the
probability that such datagrans will need to get fragnented, even if
they get | abeled, is very small.

Sone hosts that do not inplenent Path MIU Di scovery [4] will generate
| P dat agrams contai ning 1500 bytes, as long as the I P Source and
Destinati on addresses are on the same subnet. These datagrans wl|
not pass through routers, and hence will not get fragnented.

Unfortunately, some hosts will generate | P datagrans containing 1500
bytes, as long the I P Source and Destinati on addresses have the sane
classful network number. This is the one case in which there is any
ri sk of fragmentation when such datagrans get |abeled. (Even so
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fragnmentation is not |ikely unless the packet must traverse an
et hernet of sone sort between the tinme it first gets |abeled and the
time it gets unlabel ed.)

Thi s docunent specifies procedures which allow one to configure the
network so that |arge datagrans from hosts which do not inplenent
Path MIU Di scovery get fragnented just once, when they are first

| abel ed. These procedures nmake it possible (assum ng suitable
configuration) to avoid any need to fragment packets whi ch have

al ready been | abel ed.

3. 1. Term nol ogy

Wth respect to a particular data |ink, we can use the follow ng
terms:

- Franme Payl oad:

The contents of a data |link frame, excluding any data |ink
| ayer headers or trailers (e.g., MAC headers, LLC headers,
802. 1Q headers, PPP header, franme check sequences, etc.).

VWen a frame is carrying an unl abel ed I P datagram the Frane
Payl oad is just the IP datagramitself. Wen a frane is
carrying a |l abeled | P datagram the Franme Payl oad consists of
the | abel stack entries and the | P datagram

- Conventional Maxi num Frame Payl oad Size:

The maxi mum Frane Payl oad size all owed by data |ink standards.
For exanple, the Conventional Maxi mum Frane Payl oad Size for
ethernet is 1500 bytes.

- True Maxi num Franme Payl oad Si ze:

The maxi mum si ze frame payl oad whi ch can be sent and received
properly by the interface hardware attached to the data |ink

On ethernet and 802.3 networks, it is believed that the True
Maxi mum Frame Payl oad Size is 4-8 bytes larger than the
Conventi onal Maxi num Franme Payl oad Size (as | ong as neither an
802. 1Q header nor an 802. 1p header is present, and as |long as
neither can be added by a switch or bridge while a packet is in
transit to its next hop). For exanple, it is believed that
nost et hernet equi pment could correctly send and receive
packets carrying a payl oad of 1504 or perhaps even 1508 byt es,
at least, as long as the ethernet header does not have an

802. 1Q or 802.1p field.
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On PPP |inks, the True Maxi mum Franme Payl oad Size may be
virtual Iy unbounded.

- FEffective Maxi num Franme Payl oad Size for Label ed Packets:

This is either the Conventional Maxi mum Frane Payl oad Size or
the True Maxi num Frane Payl oad Size, depending on the
capabilities of the equipnent on the data link and the size of
the data |ink header being used.

- Initially Label ed | P Datagram

Suppose that an unl abeled |IP datagramis received at a
particular LSR and that the the LSR pushes on a | abel before
forwarding the datagram Such a datagramwi |l be called an
Initially Labeled | P Datagram at that LSR

- Previously Label ed | P Datagram

An | P dat agram whi ch had al ready been | abel ed before it was
received by a particular LSR

3.2. MaximumlInitially Label ed | P Datagram Si ze
Every LSR which is capabl e of

a) receiving an unl abel ed | P dat agram
b) adding a |l abel stack to the datagram and
c) forwarding the resulting | abel ed packet,

SHOULD support a configuration paraneter known as the "Maxi num
Initially Label ed | P Datagram Si ze", which can be set to a non-
negative val ue.

If this configuration paraneter is set to zero, it has no effect.

If it is set to a positive value, it is used in the follow ng way.
I f:

a) an unl abeled I P datagramis received, and

b) that datagram does not have the DF bit set in its |IP header
and

c) that datagram needs to be | abel ed before being forwarded, and

d) the size of the datagram (before | abeling) exceeds the val ue of
the paraneter,

t hen

a) the datagram nmust be broken into fragments, each of whose size

is no greater than the value of the paranmeter, and
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b) each fragnment nust be | abel ed and then forwarded.

For exanple, if this configuration paraneter is set to a value of
1488, then any unl abel ed | P datagram contai ning nore than 1488 bytes
will be fragmented before being | abeled. Each fragment will be
capabl e of being carried on a 1500-byte data link, wi thout further
fragnmentation, even if as many as three | abels are pushed onto its

| abel stack.

In other words, setting this parameter to a non-zero value all ows one
to elimnate all fragnentation of Previously Labeled |IP Datagrans,

but it may cause sone unnecessary fragmentation of Initially Label ed
| P Dat agr ans.

Note that the setting of this paranmeter does not affect the
processing of | P datagranms that have the DF bit set; hence the result
of Path MIU di scovery is unaffected by the setting of this paraneter.

3.3. Wien are Label ed | P Datagrams Too Big?

A | abel ed | P dat agram whose si ze exceeds the Conventional Maximum
Frame Payl oad Size of the data |ink over which it is to be forwarded
MAY be considered to be "too big".

A | abel ed | P dat agram whose si ze exceeds the True Maxi mum Frane
Payl oad Size of the data link over which it is to be forwarded MJST
be considered to be "too big".

A |l abeled I P datagram which is not "too big" MJST be transmtted
wi t hout fragnentation.

3.4. Processing Label ed | Pv4 Datagrans which are Too Big

If a labeled | Pv4 datagramis "too big", and the DF bit is not set in
its I P header, then the LSR MAY silently discard the datagram

Not e that discarding such datagrans is a sensible procedure only if
the "Maximum Initially Labeled | P Datagram Size" is set to a non-zero
value in every LSR in the network which is capable of adding a | abe
stack to an unl abel ed | P dat agram

If the LSR chooses not to discard a | abeled | Pv4 datagram which is
too big, or if the DF bit is set in that datagram then it MJST
execute the follow ng al gorithm

1. Strip off the label stack entries to obtain the |IP datagram
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2. Let N be the nunber of bytes in the |abel stack (i.e, 4 tines
the number of |abel stack entries).

3. If the I P datagram does NOT have the "Don't Fragnent" bit set
inits IP header:

a. convert it into fragnents, each of which MJUST be at | east N
bytes less than the Effective Maxi nrum Frame Payl oad Si ze.

b. Prepend each fragment with the sane | abel header that would
have been on the original datagram had fragmentation not
been necessary.

c. Forward the fragnents

4. If the I P datagram has the "Don’t Fragment" bit set inits IP
header :

a. the datagram MJUST NOT be forwarded
b. Create an | CMP Destinati on Unreachabl e Message:

i. set its Code field [3] to "Fragnentati on Required and DF
Set ",

ii. set its Next-Hop MU field [4] to the difference between
the Effective Maxi mum Frame Payl oad Size and the val ue
of N

c. If possible, transmt the | CVMP Destination Unreachabl e
Message to the source of the of the di scarded datagram

3.5. Processing Labeled | Pv6 Datagrans which are Too Big

To process a | abeled I Pv6 datagram which is too big, an LSR MJST
execute the following algorithm

1. Strip off the |abel stack entries to obtain the IP datagram

2. Let N be the number of bytes in the |abel stack (i.e., 4 tines
the nunber of |abel stack entries).

3. If the I P datagram contains nore than 1280 bytes (not counting

the | abel stack entries), or if it does not contain a fragment
header, then:
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a. Create an | OV Packet Too Big Message, and set its Next-Hop
MIU field to the difference between the Effective Maxi mum
Frame Payl oad Size and the value of N

b. If possible, transmt the | CVP Packet Too Big Message to the
source of the datagram

c. discard the | abel ed |1 Pv6 datagram

4. If the I P datagramis not |arger than 1280 octets, and it
contains a fragnment header, then

a. Convert it into fragnents, each of which MJUST be at | east N
bytes less than the Effective Maxi nrum Frame Payl oad Si ze.

b. Prepend each fragment with the sane | abel header that would
have been on the original datagram had fragmentati on not
been necessary.

c. Forward the fragnents

Reassenbly of the fragments will be done at the destination
host .

3.6. Inplications with respect to Path MIU Di scovery

The procedures described above for handling datagrans which have the
DF bit set, but which are "too |arge", have an inpact on the Path MIU
Di scovery procedures of RFC 1191 [4]. Hosts which inplenment these
procedures will discover an MIU which is small enough to allow n

| abel s to be pushed on the datagrans, w thout need for fragmentation
where n is the nunber of |abels that actually get pushed on along the
path currently in use.

In other words, datagrams from hosts that use Path MIU Di scovery wil
never need to be fragnented due to the need to put on a | abel header
or to add new |l abels to an existing | abel header. (Al so, datagrans
fromhosts that use Path MIU Di scovery generally have the DF bit set,
and so will never get fragnented anyway.)

Note that Path MIU Di scovery will only work properly if, at the point
where a | abel ed | P Datagram s fragnentation needs to occur, it is
possi bl e to cause an | CVP Destination Unreachabl e message to be
routed to the packet’s source address. See section 2.3.
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If it is not possible to forward an | CMP nessage fromw thin an MPLS

"tunnel" to a packet’s source address, but the network configuration

makes it possible for the LSR at the transnitting end of the tunne

to receive packets that nust go through the tunnel, but are too |arge
to pass through the tunnel unfragnmented, then

- The LSR at the transmtting end of the tunnel MJST be able to
determ ne the MIU of the tunnel as a whole. It MAY do this by
sendi ng packets through the tunnel to the tunnel’s receiving
endpoi nt, and perform ng Path MIU Di scovery with those packets.

- Any tine the transmtting endpoint of the tunnel needs to send
a packet into the tunnel, and that packet has the DF bit set,
and it exceeds the tunnel MIU, the transmitting endpoint of the
tunnel MJST send the | CVMP Destination Unreachabl e nessage to
the source, with code "Fragnmentation Required and DF Set", and
the Next-Hop MIU Field set as descri bed above.

4. Transporting Label ed Packets over PPP

The Poi nt-to-Point Protocol (PPP) [6] provides a standard nethod for
transporting nmulti-protocol datagrans over point-to-point |inks. PPP
defines an extensible Link Control Protocol, and proposes a fam |y of
Net wor k Control Protocols for establishing and configuring different
net wor k- | ayer protocols.

This section defines the Network Control Protocol for establishing
and configuring |abel Sw tching over PPP

4.1. Introduction
PPP has three mmi n conponents:
1. A nethod for encapsul ating multi-protocol datagrans.

2. A Link Control Protocol (LCP) for establishing, configuring,
and testing the data-1ink connection

3. Afamly of Network Control Protocols for establishing and
configuring different network-|ayer protocols.

In order to establish conmunications over a point-to-point |ink, each
end of the PPP link nust first send LCP packets to configure and test
the data link. After the link has been established and optiona
facilities have been negoti ated as needed by the LCP, PPP nust send
"MPLS Control Protocol" packets to enable the transm ssion of |abeled
packets. Once the "MPLS Control Protocol"” has reached the Opened
state, | abel ed packets can be sent over the link
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The Iink will remain configured for comruni cations until explicit LCP
or MPLS Control Protocol packets close the |ink down, or until sone
external event occurs (an inactivity timer expires or network
admi ni strator intervention).

4.2. A PPP Network Control Protocol for MPLS

The MPLS Control Protocol (MPLSCP) is responsible for enabling and

di sabling the use of |abel switching on a PPP link. |t uses the sane
packet exchange nmechani sm as the Link Control Protocol (LCP). MPLSCP
packets may not be exchanged until PPP has reached the Network-Layer
Prot ocol phase. MPLSCP packets received before this phase is reached
shoul d be silently discarded.

The MPLS Control Protocol is exactly the sane as the Link Control
Protocol [6] with the follow ng exceptions:

1. Frane Modifications

The packet may utilize any nodifications to the basic frane
format whi ch have been negotiated during the Link Establishment
phase.

2. Data Link Layer Protocol Field

Exactly one MPLSCP packet is encapsulated in the PPP
Information field, where the PPP Protocol field indicates type
hex 8281 (MPLS)

3. Code field

Only Codes 1 through 7 (Configure-Request, Configure-Ack,
Confi gure- Nak, Configure-Reject, Term nate-Request, Term nate-
Ack and Code-Reject) are used. Qher Codes should be treated
as unrecogni zed and should result in Code-Rejects.

4. Tinmeouts

MPLSCP packets may not be exchanged until PPP has reached the
Net wor k- Layer Protocol phase. An inplenentation should be
prepared to wait for Authentication and Link Quality

Determ nation to finish before timng out waiting for a
Configure-Ack or other response. It is suggested that an

i mpl ementation give up only after user intervention or a
configurabl e anmount of tine.
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5. Configuration Option Types
None.
4.3. Sending Label ed Packets

Bef ore any | abel ed packets may be communi cated, PPP nust reach the
Net wor k- Layer Protocol phase, and the MPLS Control Protocol nust
reach the Opened state.

Exactly one | abel ed packet is encapsulated in the PPP Information
field, where the PPP Protocol field indicates either type hex 0281
(MPLS Uni cast) or type hex 0283 (MPLS Multicast). The nmaxi mum | ength
of a | abel ed packet transnitted over a PPP link is the sanme as the
maxi mum | ength of the Information field of a PPP encapsul ated packet.

The format of the Information field itself is as defined in section
2.

Note that two codepoints are defined for |abel ed packets; one for
mul ti cast and one for unicast. Once the MPLSCP has reached the
Opened state, both |abel switched multicasts and | abel switched
uni casts can be sent over the PPP |ink

4. 4. Label Switching Control Protocol Configuration Options
There are no configuration options.

5. Transporting Label ed Packets over LAN Medi a
Exactly one | abel ed packet is carried in each frane.
The | abel stack entries inmedi ately precede the network | ayer header
and follow any data |ink | ayer headers, including, e.g., any 802.1Q

headers that may exist.

The ethertype val ue 8847 hex is used to indicate that a frane is
carrying an MPLS uni cast packet.

The ethertype value 8848 hex is used to indicate that a frane is
carrying an MPLS nulticast packet.

These ethertype values can be used with either the ethernet
encapsul ati on or the 802.3 LLC/ SNAP encapsul ation to carry | abel ed
packets. The procedure for choosi ng which of these two

encapsul ations to use is beyond the scope of this docunent.

Rosen, et al. St andards Track [ Page 18]



RFC 3032 MPLS Label Stack Encodi ng January 2001

6. | ANA Consi derations

Label values 0-15 inclusive have special neaning, as specified in
this document, or as further assigned by | ANA

In this docunent, |abel values 0-3 are specified in section 2.1.
Label values 4-15 nay be assigned by | ANA, based on | ETF Consensus.
7. Security Considerations

The MPLS encapsul ation that is specified herein does not raise any
security issues that are not already present in either the MPLS
architecture [1] or in the architecture of the network | ayer protoco
contai ned within the encapsul ation

There are two security considerations inherited fromthe MPLS
architecture which may be pointed out here:

- Some routers may inplenent security procedures which depend on
the network | ayer header being in a fixed place relative to the
data |ink | ayer header. These procedures will not work when
the MPLS encapsul ation is used, because that encapsulation is
of a variable size.

- An MPLS | abel has its neaning by virtue of an agreenent between
the LSR that puts the |abel in the |abel stack (the "Iabe
witer"), and the LSR that interprets that |abel (the "Il abe
reader”). However, the | abel stack does not provide any neans
of determ ning who the | abel witer was for any particular

| abel . If |abel ed packets are accepted fromuntrusted sources,
the result nay be that packets are routed in an illegitimate
manner .

8. Intellectual Property

The | ETF has been notified of intellectual property rights clained in
regard to sonme or all of the specification contained in this
docunent. For nore information consult the online list of claimed
rights.
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