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Abstract

This meno defines I nMon Coporation’s sFlow system sFlowis a
technology for nmonitoring traffic in data networks contai ning
switches and routers. In particular, it defines the sanpling
mechani sns i npl emented in an sFl ow Agent for monitoring traffic, the
sFlow M B for controlling the sFl ow Agent, and the format of sanple
data used by the sFlow Agent when forwarding data to a central data
col l ector.
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1. Overview

sFlow is a technology for nmonitoring traffic in data networks
containing switches and routers. |In particular, it defines the
sanmpl i ng nechani sns i npl enented in an sFl ow Agent for nonitoring
traffic, the sFlow MB for controlling the sFl ow Agent, and the
format of sanple data used by the sFl ow Agent when forwarding data to
a central data collector.

The architecture and sanpling techniques used in the sFlow nonitoring
system are designed to provide continuous site-w de (and network-
wide) traffic nmonitoring for high speed switched and routed networks.

The design specifically addresses issues associated wth:
o Accurately nmonitoring network traffic at G gabit speeds and hi gher
o Scaling to manage tens of thousands of agents froma single point.
o Extrenely | ow cost agent inplenmentation
The sFlow nonitoring systemconsists of an sFl ow Agent (enbedded in a
switch or router or in a stand al one probe) and a central data
col l ector, or sFlow Analyzer.
The sFl ow Agent uses sanpling technology to capture traffic
statistics fromthe device it is nmonitoring. sFlow Datagrans are
used to imMmediately forward the sanpled traffic statistics to an
sFl ow Anal yzer for analysis.
Thi s docunent describes the sanpling nechani sns used by the sFl ow
Agent, the SFLOW M B used by the sFl ow Anal yzer to control the sFl ow
Agent, and the sFl ow Datagram Fornmat used by the sFl ow Agent to send
traffic data to the sFl ow Anal yzer

2. Sanpling Mechani sns
The sFl ow Agent uses two forms of sanpling: statistical packet-based

sanpling of switched flows, and tinme-based sanpling of network
interface statistics.

Phaal , et al. I nf or mati onal [ Page 2]



RFC 3176 I nMon Corporation’s sFl ow Sept ember 2001

2.1 Sampling of Switched Fl ows

Aflowis defined as all the packets that are received on one
interface, enter the Switching/Routing Mbdule and are sent to anot her
interface. In the case of a one-arnmed router, the source and
destination interface could be the same. In the case of a broadcast
or multicast packet there may be nultiple destination interfaces.

The sanpling nechani sm nmust ensure that any packet involved in a flow
has an equal chance of being sanpled, irrespective of the flowto

whi ch it bel ongs.

Sanpling flows is acconplished as follows: Wen a packet arrives on
an interface, a filtering decision is nade that determ nes whet her
the packet should be dropped. |If the packet is not filtered a
destination interface is assigned by the switching/routing function
At this point a decision is made on whether or not to sanple the
packet. The nechani sminvolves a counter that is decremented with
each packet. \When the counter reaches zero a sanple is taken

Whet her or not a sanple is taken, the counter Total Packets is
increnented. Total Packets is a count of all the packets that could
have been sanpl ed.

Taki ng a sanpl e involves either copying the packet’s header, or
extracting features fromthe packet (see sFlow Datagram Format for a
description of the different forms of sanple). Every tine a sanple
is taken, the counter Total Sanples, is incremented. Total Sanples
is a count of the nunber of sanples generated. Sanples are sent by
the sanpling entity to the sFl ow Agent for processing. The sanple

i ncl udes the packet information, and the values of the Total _Packets
and Total Sanpl es counters.

When a sanple is taken, the counter indicating how many packets to
skip before taking the next sanple should be reset. The value of the
counter should be set to a random i nteger where the sequence of
random i ntegers used over tine should be such that

(1) Total Packets/Total Sanples = Rate

An alternative strategy for packet sanpling is to generate a random
nunber for each packet, conpare the random nunber to a preset
threshol d and take a sanpl e whenever the random nunber is smaller
than the threshold value. Calculation of an appropriate threshold
val ue depends on the characteristics of the random nunber generator,
however, the resulting sanple stream must still satisfy (1).
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2.1.1 Distributed Switching

The SFLOWM B pernits separate sanpling entities to be associated
with different physical or logical elements of the switch (such as

i nterfaces, backplanes or VLANs). Each sanpling engine has its own
i ndependent state (i.e., Total Packets, Total Sanples, Skip and
Rate), and forwards its own sanpl e nessages to the sFlow Agent. The
sFl ow Agent is responsible for packagi ng the sanples into datagrams
for transm ssion to an sFl ow Anal yzer

2. 1.2 Random Nunber Generation

The essential property of the random nunber generator is that the
nean val ue of the nunbers it generates converges to the required
sanpling rate

A uni formdistribution random nunber generator is very effective.
The range of skip counts (the variance) does not significantly affect
results; variation of +-10% of the nmean value is sufficient.

The random nunber generator mnust ensure that all numbers in the range
between its maxi mum and mi ni num val ues of the distribution are
possi bl e; a random nunber generator only capabl e of generating even
nunbers, or nunbers with any common divisor is unsuitable.

A new skip value is only required every time a sanple is taken
2.2 Sampling of Network Interface Statistics

The objective of the counter sanpling is to efficiently, periodically
pol| each data source on the device and extract key statistics.

For efficiency and scalability reasons, the sFlow System i npl ements
counter polling in the sFlow Agent. A maxinmumpolling interval is

assigned to the agent, but the agent is free to schedule polling in
order maxim ze internal efficiency.

Fl ow sanpling and counter sanpling are designed as part of an
i ntegrated system Both types of sanples are conbined in sFl ow

Dat agrans. Since flow sanmpling will cause a steady, but random
stream of datagrans to be sent to the sFl ow Anal yzer, counter sanples
may be taken opportunistically in order to fill these datagrans.

One strategy for counter sanpling has the sFl ow Agent keep a list of
counter sources being sampled. Wen a flow sanple is generated the
sFl ow Agent exami nes the list and adds counters to the sample

dat agram |east recently sanpled first. Counters are only added to
the datagramif the sources are within a short period, 5 seconds say,
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of failing to neet the required sanpling interval (see

sFl owCount er Sanpl i ngl nterval in SFLONM B). \Whenever a counter
source’s statistics are added to a sanple datagram the tine the
counter source was |ast sampled is updated and the counter source is
pl aced at the end of the list. Periodically, say every second, the
sFl ow Agent examines the list of counter sources and sends any
counters that need to be sent to neet the sanpling interva

requi renent.

Alternatively, if the agent regularly schedul es counter sanpling,
then it should schedul e each counter source at a different start time
(preferably randomy) so that counter sanpling is not synchronized
within an agent or between agents.

3. sFlow M B

The sFlow M B defines a control interface for an sFl ow Agent. This
interface provides a standard mechanismfor renmptely controlling and
configuring an sFl ow Agent.

3.1 The SNMP Managernent Franmewor k

The SNVP Management Framework presently consists of five mgjor
conmponent s:

0 An overall architecture, described in RFC 2571 [2].

o Mechani sms for describing and nam ng objects and events for the
pur pose of managenent. The first version of this Structure of
Managenent Information (SM) is called SMvl and described in STD
16,

RFC 1155 [3], STD 16, RFC 1212 [4] and RFC 1215 [5]. The second
version, called SMv2, is described in STD 58, RFC 2578 [6], STD
58, RFC 2579 [7] and STD 58, RFC 2580 [8].

o Message protocols for transferring managenent information. The
first version of the SNWP nessage protocol is called SNWPv1l and
described in STD 15, RFC 1157 [9]. A second version of the SNWP
nmessage protocol, which is not an Internet standards track
protocol, is called SNMPv2c and described in RFC 1901 [10] and RFC
1906 [11]. The third version of the message protocol is called
SNWVPv3 and described in RFC 1906 [11], RFC 2572 [12] and RFC 2574
[13].
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o Protocol operations for accessing nmanagenent information. The
first set of protocol operations and associated PDU formats is
described in STD 15, RFC 1157 [9]. A second set of protocol
operations and associated PDU formats is described in RFC 1905
[14].

o A set of fundanental applications described in RFC 2573 [15] and
the vi ew based access control nechani smdescribed in RFC 2575
[16].

A nore detailed introduction to the current SNVP Managenent Franmework
can be found in RFC 2570 [17].

Managed objects are accessed via a virtual information store, termed
t he Management |Information Base or MB. bjects in the MB are
defined using the mechani snms defined in the SM.

This meno specifies a MB nodule that is conpliant to the SMv2. A
M B conforming to the SMvl can be produced through the appropriate
translations. The resulting translated M B nmust be semantically

equi val ent, except where objects or events are omtted because no
translation is possible (use of Counter64). Sone nachi ne readabl e
information in SMv2 will be converted into textual descriptions in
SMv1l during the translation process. However, this |loss of nachine
readabl e information is not considered to change the semantics of the
M B.

3.2 Definitions
SFLOWM B DEFINITIONS ::= BEG N
| MPORTS

MODULE- | DENTI TY, OBJECT-TYPE, |nteger32, enterprises
FROM SNWVPv2- SM
SnnpAdmi nStri ng
FROM SNVP- FRAMEWORK- M B
Owner String
FROM RMON- M B
| net Addr essType, | net Address
FROM | NET- ADDRESS- M B
MODULE- COVPLI ANCE, OBJECT- GROUP
FROM SNMVPv 2- CONF;

sFl owM B MODULE- | DENTI TY
LAST- UPDATED "200105150000Z" -- May 15, 2001
ORGANI ZATI ON "I nMon Corp. "
CONTACT- | NFO
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" Pet er Phaal
I nMon Cor p.
http://ww. i nnmon. com

Tel: +1-415-661-6343
Enai | : peter_phaal @ nnon. cont
DESCRI PTI ON
"The M B nodul e for nanagi ng the generation and transportation
of sFlow data records.”

-- Revision History
REVI SI ON "200105150000Z" -- May 15, 2001
DESCRI PTI ON

"Version 1.2

Brings MB into SM v2 conpliance."

REVI SI ON "200105010000Z2" -- May 1, 2001
DESCRI PTI ON
"Version 1.1

Adds sFl owbat agr anVer si on. "
.= { enterprises 4300 1 }

sFl owAgent OBJECT IDENTIFIER ::= { sFlowM B 1 }

sFl ower si on OBJECT- TYPE
SYNTAX SnnpAdmi nString
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Uniquely identifies the version and inplementation of this MB.
The version string nust have the foll owi ng structure:
<M B Ver si on>; <Or gani zat i on>; <Sof t war e Revi si on>
wher e:
<M B Version> nust be '1.2', the version of this MB.
<Organi zation> the nanme of the organizati on responsible
for the agent inplenentation.
<Revi si on> the specific software build of this agent.

As an exanple, the string '1.2;InMon Corp.;2.1.1" indicates
that this agent inplenents version 1.2 of the SFLONM B, that
it was devel oped by 'InhMn Corp.’ and that the software build
is 2.1.1.

The M B Version will change with each revision of the SFLOV
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M B.

Managenent entities nust check the MB Version and not attenpt
to nanage agents with M B Versions greater than that for which
they were designed.

Not e: The sFl ow Dat agram Fornmat has an i ndependent version
nunber whi ch may change i ndependently from <M B Versi on>.
<M B Version> applies to the structure and semantics of
the SFLOWMB only."

DEFVAL { "1.2;;" }
.= { sFlowAgent 1 }

sFI owAgent Addr essType OBJECT- TYPE

SYNTAX | net Addr essType
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

"The address type of the address associated with this agent.
Only ipvd and ipve types are supported.”
::= { sFlowAgent 2 }

sFI owAgent Addr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The I P address associated with this agent. |In the case of a
mul ti-homed agent, this should be the | oopback address of the
agent. The sFl owAgent address mnust provide SNVP connectivity
to the agent. The address should be an invariant that does not
change as interfaces are reconfigured, enabled, disabled,
added or renoved. A manager should be able to use the
sFl owAgent Address as a unique key that will identify this
agent over extended periods of tine so that a history can
be mai ntained."
.= { sFlowAgent 3}

sFl owTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF SFl owkntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A table of the sFlow sanplers within a device."
::={ sFlowAgent 4 }

sFl owEnt ry OBJECT- TYPE
SYNTAX SFl owEnt ry
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MAX- ACCESS not -accessi bl e
STATUS current
DESCRI PTI ON

| nMon Corporation’s sFl ow

"Attributes of an sFlow sampler."”

| NDEX { sFl owDat aSource }
.= { sFlowTable 1 }

SFl owEntry :: = SEQUENCE {
sFI owbat aSour ce
sFl owOwner
sFI owTi meout
sFl owPacket Sanpl i ngRat e
sFI owCount er Sanpl i ngl nt erva
sFI owvaxi nunHeader Si ze
sFl owvaxi munDat agr anti ze
sFl owCol | ect or Addr essType
sFl owCol | ect or Addr ess
sFl owCol | ect or Port
sFl owbDat agr anVer si on

}
sFl owDat aSour ce OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

OBJECT | DENTI FI ER
Owner Stri ng,

I nt eger 32,

I nt eger 32,

I nt eger 32,

I nt eger 32,

I nt eger 32,

| net Addr essType,
| net Addr ess,

I nt eger 32,

I nt eger 32

"Identifies the source of the data for the sFl ow sanpler.
The foll owi ng data source types are currently defined:

- iflndex.<l>

Dat aSources of this traditiona
Ideally the sampling entity will

formare called 'port-based
perform sanpling on all flows

originating fromor destined to the specified interface.

However ,

nunber of ports it wll

Not e:

Port O is used to indicate that al

if the switch architecture only permts input or
out put sanpling then the sanpling agent
sanpl e input flows input or output flows.
only be considered once for sanpling,

is permtted to only
Each packet nust
irrespective of the

be forwarded to.

ports on the device

are represented by a single data source.

- sFl owPacket Sanpl i ngRate applies to al

ports on the

devi ce capabl e of packet sanpling.

- sFl owCount er Sanpl i ngl nt erva

- snonVI anDat aSour ce. <V>

applies to all ports.

A dataSource of this formrefers to a ' Packet-based VLAN

and is called a ' VLAN based
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I D as defined by the | EEE 802. 1Q standard. The

value is between 1 and 4094 inclusive, and it represents

an 802.1Q VLAN-1D with gl obal scope within a given

bri dged donai n.

Sanpling is performed on all packets received that are part
of the specified VLAN (no matter which port they arrived on).
Each packet will only be considered once for sanpling,
irrespective of the nunber of ports it will be forwarded to.

- ent Physi cal Entry. <N>

A dataSource of this formrefers to a physical entity within
the agent (e.g., entPhysical Oass = backplane(4)) and is called
an 'entity-based dataSource.

Sanpling is performed on all packets entering the resource (e.g.
If the backplane is being sanpled, all packets transmitted onto

the backpl ane will be considered as single candi dates for
sampling irrespective of the nunmber of ports they ultimtely
reach).

Not e: Since each DataSource operates independently, a packet
that crosses nultiple DataSources may generate nultiple
flow records.”

::={ sFlowentry 1}

sFl owOwmner OBJECT- TYPE

SYNTAX Omner Stri ng
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The entity nmaking use of this sFlow sanpler. The enpty string
i ndicates that the sFlow sanpler is currently unclai ned.

An entity wishing to claiman sFl ow sanpl er nust nmake sure
that the sanpler is unclainmed before trying to claimit.

The sanpler is clained by setting the owner string to identify
the entity claimng the sanpler. The sanpler nmust be cl ai ned
bef ore any changes can be nade to other sanpl er objects.

In order to avoid a race condition, the entity taking contro
of the sanpler nust set both the owner and a val ue for
sFl owTi meout in the sane SNWMP set request.

When a managenent entity is finished using the sanpler,
it should set its value back to unclainmed. The agent
nmust restore all other entities this rowto their
default val ues when the owner is set to unclai ned.

Thi s mechani sm provi des no enforcenent and relies on the
cooperati on of managenent entities in order to ensure that
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conpetition for a sanpler is fairly resolved."
DEFVAL { "" }
2= { sFlowentry 2 }

sFl owTi meout OBJECT- TYPE

SYNTAX | nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The tine (in seconds) renmaining before the sanpler is rel eased
and stops sanpling. Wen set, the owner establishes contro

for the specified period. Wen read, the remaining tine in the
interval is returned.

A managenent entity wanting to maintain control of the sanpler
is responsible for setting a new val ue before the old one
expires.

When the interval expires, the agent is responsible for
restoring all other entities in this rowto their default
val ues. "

DEFVAL { 0 }

c:={ sFlowkntry 3}

sFl owPacket Sanpl i ngRat e OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"The statistical sanmpling rate for packet sampling fromthis
sour ce.

Set to Nto sanple 1/ Nth of the packets in the nonitored flows.
An agent shoul d choose its own algorithmintroduce variance
into the sampling so that exactly every Nth packet is not
counted. A sanpling rate of 1 counts all packets. A sanpling
rate of 0 disables sanpling.

The agent is pernitted to have mi ni mum and maxi num al | owabl e

val ues for the sampling rate. A mninumrate lets the agent

desi gner set an upper bound on the overhead associated with
sanpling, and a maximumrate may be the result of hardware
restrictions (such as counter size). |In addition not all val ues
bet ween t he nmaxi mum and m ni num nay be realizable as the
sanmpling rate (again because of inplenentation considerations).

VWen the sanpling rate is set the agent is free to adjust the
value so that it lies between the maxi mum and m ni mum val ues
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and has the cl osest achi evabl e val ue.

When read, the agent nust return the actual sanpling rate it
will be using (after the adjustnents previously described). The
sampl ing al gorithm nust converge so that over tine the nunber
of packets sanpl ed approaches 1/Nth of the total nunber of
packets in the nonitored flows."

DEFVAL { 0}

::={ sFlowentry 4 }

sFI owCount er Sanpl i ngl nt erval OBJECT- TYPE
SYNTAX | nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The maxi mum nunber of seconds between successive sanmples of the
counters associated with this data source. A sanpling interva
of 0 disables counter sanpling."
DEFVAL { 0 }
::={ sFlowentry 5 }

sFl owvaxi munHeader Si ze OBJECT- TYPE

SYNTAX I nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The maxi mum nunber of bytes that should be copied froma
sampl ed packet. The agent nmay have an internal naximum and
m ni mum perm ssible sizes. [If an attenpt is made to set this
val ue outside the perm ssible range then the agent should
adjust the value to the closest permssible value."
DEFVAL { 128 }
::={ sFlowentry 6 }

sFI owvaxi nunDat agr an5i ze OBJECT- TYPE

SYNTAX | nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The maxi mum nunber of data bytes that can be sent in a single
sampl e datagram The nanager should set this value to avoid
fragnentation of the sFl ow datagrans."

DEFVAL { 1400 }
::={ sFlowentry 7 }

sFl owCol | ect or Addr essType OBJECT- TYPE

SYNTAX | net Addr essType
MAX- ACCESS read-write
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STATUS current
DESCRI PTI ON
"The type of sFl owColl ector Address."
DEFVAL { ipv4 }
:={ sFlowkntry 8 }

sFl owCol | ect or Addr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The | P address of the sFlow collector.
If set to 0.0.0.0 all sanpling is disabled."
DEFVAL { "0.0.0.0" }
::={ sFlowentry 9 }

sFl owCol | ect or Port OBJECT- TYPE
SYNTAX | nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The destination port for sFlow datagramns."
DEFVAL { 6343 }
::={ sFlowentry 10 }

sFl owbDat agr anVer si on OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"The version of sFlow datagrans that should be sent.

Wen set to a value not support by the agent, the agent should
adj ust the value to the highest supported value |ess than the
requested value, or return an error if no such values exist."
DEFVAL { 4 }
::={ sFlowentry 11 }

-- Compliance Statenents

sFI owM BConf or mance OBJECT | DENTI FI ER ::
sFl owM BGr oups OBJECT | DENTI FI ER ::
sFI owM BConpl i ances OBJECT | DENTI FI ER : :

{ sFlowMB 2 }
{ sFl owmM BConf ornance 1 }
{ sFl owM BConf or mance 2 }

sFI owConmpl i ance MODULE- COVPLI ANCE
STATUS current
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DESCRI PTI ON
"Conpliance statenments for the sFl ow Agent."

MODULE -- this nodul e
MANDATORY- GROUPS { sFl owAgent G oup }

OBJECT sFI owAgent Addr essType
SYNTAX | net Addr essType { ipv4(l) }
DESCRI PTI ON

"Agents need only support ipv4."

OBJECT sFl owCol | ect or Addr essType
SYNTAX | net AddressType { ipv4(1l) }
DESCRI PTI ON

"Agents need only support ipv4."

::={ sFl owM BConpl i ances 1 }

sFl owAgent Gr oup OBJECT- GROUP
OBJECTS { sFl owVersi on, sFl owAgent AddressType, sFl owAgent Addr ess,

sFl owbDat aSour ce, sFl owOmer, sFl owTi meout,
sFl owPacket Sanpl i ngRat e, sFlI owCount er Sanpl i ngl nt erval ,
sFI owvaxi nunHeader Si ze, sFl owvhaxi munDat agr anti ze,
sFl owCol | ect or Addr essType, sFl owCol | ect or Addr ess,
sFl owCol | ect or Port, sFl owDat agr anVer si on }

STATUS curr ent

DESCRI PTI ON

"A collection of objects for managi ng the generation and
transportation of sFlow data records."
::={ sFlowM BG oups 1 }

END

The sFlow M B references definitions froma nunber of existing RFCs
[18], [19], [20] and [21].

4. sFl ow Dat agr am For mat

The sFl ow dat agram fornat specifies a standard format for the sFl ow
Agent to send sanpled data to a renpte data collector.

The format of the sFlow datagramis specified using the XDR standard
[1]. XDR is nore conpact than ASN. 1 and sinpler for the sFl ow Agent
to encode and the sFl ow Anal yzer to decode.

Sanpl es are sent as UDP packets to the host and port specified in the
SFLONWM B. The lack of reliability in the UDP transport mechani sm
does not significantly affect the accuracy of the measurenents

obt ai ned from an sFl ow Agent.
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/*

/*

*/

/*

o |If counter sanples are | ost then new values will be sent during
the next polling interval. The chance of an undetected counter
wap is negligible. The sFlow datagram specifies 64 bit octet
counters, and with typical counter polling intervals between 20 to
120 seconds, the chance of a | ong enough sequence of sFlow
dat agrans being lost to hide a counter wap is very snall

0 The net effect of lost flow sanples is a slight reduction in the
ef fective sanpling rate

The use of UDP reduces the amount of menory required to buffer data.
UDP al so provides a robust neans of delivering tinely traffic

i nformati on during periods of intense traffic (such as a denial of
service attack). UDP is nore robust than a reliable transport
mechani sm because under overload the only effect on overall system
performance is a slight increase in transm ssion delay and a greater
nunber of |ost packets, neither of which has a significant effect on
an sFl ow based nonitoring system |[If a reliable transport nechani sm
were used then an overl oad woul d introduce | ong transm ssion del ays
and require |arge amounts of buffer nenory on the agent.

VWil e the sFl ow Datagram structure permits multiple sanples to be

i ncluded in each datagram the sanpling agent nmust not wait for a
buffer to fill with sanples before sending the sanple datagram

sFl ow sampling is intended to provide tinely information on traffic.
The agent may at nost delay a sanple by 1 second before it is
required to send the datagram

The agent should try to piggyback counter sanples on the datagram
streamresulting fromfl ow sanpling. Before sending out a datagram
the remaining space in the buffer can be filled with counter sanples.
The agent has discretion in the timng of its counter polling, the
speci fied counter sampling intervals sFl owCounterSanplinglnterval is
a maxi mum so the agent is free to sanple counters early if it has
space in a datagram If counters nust be sent in order to satisfy
the maxi mum sanpling interval then a datagram nmust be sent containing
the outstandi ng counters.

The following is the XDR description of an sFl ow Dat agram
sFl ow Dat agram Version 4 */
Revi si on History

- version 4 adds support BGP communities
- version 3 adds support for extended_url information

sFl ow Sanpl e types */
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/* Address Types */

typedef opaque ip_v4[4];
typedef opaque ip_v6[16];

enum addr ess_type {

| P_V4 =1,
| P_V6 =2
}
uni on address (address_type type) {
case |P_V4
i p_v4;
case | P_V6:
i p_v6;
}

/* Packet header data */
const MAX HEADER Sl ZE = 256; /* The maxi num sanpl ed header size. */

[* The header protocol describes the format of the sanmpled header */
enum header _prot ocol {
ETHERNET- | SC8023
| SO88024- TOKENBUS

| SO88025- TOKENRI NG
FDDI

FRAME- RELAY
X25

PPP

SMDS

AALS
AAL5-1 P

| Pv4

| Pv6

MPLS

Coo~Noh,~,wnNE

10, /* e.g., Cisco AAL5 mux */

}
struct sanpl ed_header {
header _protocol protocol; /* Format of sanpl ed header */
unsi gned int frame_| ength; /* Original length of packet before
sanmpling */
opaque header <MAX HEADER SI ZE>; /* Header bytes */
/* Packet IP version 4 data */

struct sanpl ed_ipvd {
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unsi gned int |ength; /* The length of the I P packet excl uding
| ower | ayer encapsul ations */

unsi gned i nt protocol; /* 1P Protocol type
(for example, TCP = 6, UDP = 17) */

i p_v4 src_ip; /* Source | P Address */

i p_v4 dst_ip; /* Destination |P Address */

unsi gned int src_port; /* TCP/ UDP source port nunber or

equi val ent */

unsi gned int dst_port; [* TCP/ UDP destination port nunber or
equi val ent */

unsigned int tcp_flags; /* TCP flags */

unsi gned int tos; /* 1P type of service */

}

/* Packet |P version 6 data */

struct sanpl ed_i pv6 {

unsi gned int |ength; /[* The length of the IP packet excl uding
| ower | ayer encapsul ati ons */

unsi gned int protocol; /* 1 P next header
(for exanple, TCP = 6, UDP = 17) */

i p_v6 src_ip; /* Source | P Address */

i p_v6 dst_ip; /* Destination |IP Address */

unsi gned int src_port; /* TCP/ UDP source port numnber or
equi val ent */

unsi gned int dst_port; /* TCP/ UDP destination port nunber or

equi val ent */
unsigned int tcp_flags; /* TCP flags */
unsi gned int priority; [* 1P priority */

/* Packet data */

enum packet _i nformation_type {
HEADER = 1, /* Packet headers are sanpled */
| PV4 = 2, /* 1P version 4 data */

=3 /* 1P version 6 data */

uni on packet _data_type (packet_information_type type) {
case HEADER
sanpl ed_header header;

case | PV4.
sanpl ed_i pv4 i pv4;
case | PV6:

sampl ed_i pv6 i pv6;
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/* Extended data types */
/* Extended switch data */

struct extended_switch {

unsi gned int src_vlan; /* The 802.1Q VLAN id of inconming frame */
unsigned int src_priority; /* The 802.1p priority of incom ng

frame */
unsi gned int dst_vlan; /* The 802.1Q VLAN id of outgoing frane */
unsigned int dst_priority; /* The 802.1p priority of outgoing

frame */

}

/* Extended router data */

struct extended_router {

addr ess next hop; /* 1P address of next hop router */
unsi gned int src_mask; /* Source address prefix mask bits */
unsi gned int dst_mask; /* Destination address prefix mask bits */

}
/* Extended gateway data */

enum as_pat h_segnent _type {

AS SET = 1, /* Unordered set of ASs */
AS SEQUENCE = 2 /[* Ordered set of ASs */
}
uni on as_path_type (as_path_segnent _type) {
case AS_SET:
unsi gned int as_set<>;
case AS_SEQUENCE
unsi gned int as_sequence<>;
}
struct extended gateway {
unsi gned int as; /* Aut ononmpbus system nunmber of router */
unsi gned int src_as; /* Aut ononmpbus system number of source */
unsi gned int src_peer_as; /* Aut ononmpbus system nunber of source
peer */
as_path_type dst_as_path<>; /* Autononmous system path to the
destination */
unsi gned int communities<>; /* Communities associated with this
route */
unsi gned int |ocal pref; /* Local Pref associated with this
route */
}
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/* Extended user data */

struct extended_user {
string src_user<>;

string dst_user<>;

}
/* Extended URL data */

enumurl _direction {
src =1,

dst =2

}

struct extended_url {
url _direction direction;
string url <>;

}
/* Extended data */

/* User ID associated with packet
source */

/* User ID associated with packet
destination */

/* URL is associated with source
address */

/* URL is associated with destination
address */

~
*

URL associated with packet source */
/* URL associated with the packet flow */

enum ext ended_i nformation_type {

SW TCH
RCOUTER
GATEWAY
USER
URL

un
case SW TCH:

ext ended_switch switch;

case ROUTER:

ext ended _router router;

case GATEVAY:

1, /* Extended switch infornmation */

2, /* Extended router information */

3, /* Extended gateway router information */

4, /* Extended TACACS/ RADI US user infornmation */
5 /* Extended URL infornmation */

on extended_data_type (extended_information_type type) {

ext ended_gat eway gat eway;

case USER:

ext ended_user user;
case URL:

ext ended_url url;

}

/* Format of a single flow sanple */

Phaal , et al.
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struct flow sanple {

unsi gned i nt sequence_nunber; /* Incremented with each fl ow sanpl e
generated by this source_id */
unsi gned int source_id; /* sFl owDat aSour ce encoded as foll ows:

The nost significant byte of the
source_id is used to indicate the
type of sFl owbDat aSource

(0 = iflndex,

1 = smonVI anDat aSour ce

2 = entPhysical Entry) and the

| ower three bytes contain the

rel evant index val ue.*/

unsi gned int sanpling rate; /* sFl owPacket Sanpl i ngRate */

unsi gned i nt sanpl e_pool ; [* Total nunber of packets that could
have been sanpled (i.e., packets
ski pped by sanpling process + tota
nunber of sanples) */

unsi gned int drops; /* Nunber tinmes a packet was dropped
due to | ack of resources */

unsi gned int input; /* SNWP iflndex of input interface.
Oif interface is not known. */
unsi gned int output; /* SNWP iflndex of output interface,

Oif interface is not known.
Set nost significant bit to
i ndicate multiple destination
interfaces (i.e., in case of
broadcast or nulticast)
and set |ower order bits to
i ndi cat e nunmber of destination
i nterfaces.
Exanpl es:
0x00000002 indicates iflndex =
2
0x00000000 iflndex unknown.
0x80000007 indicates a packet
sent to 7
i nterfaces.
0x80000000 i ndicates a packet
sent to an unknown
nurmber of interfaces
greater than 1. */

packet data_type packet_dat a; /* Information about sanpl ed

packet */
ext ended_dat a_t ype extended_data<>; /* Extended flow information */
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/* Counter types */
/* Generic interface counters - see RFC 2233 */

struct if_counters {
unsi gned int iflndex;
unsi gned int ifType;
unsi gned hyper if Speed;
unsigned int ifDirection; [* derived fromMAU M B (RFC 2668)
0 = unknown, 1=full -dupl ex,
2=hal f-duplex, 3 = in, 4=out */
unsi gned int ifStatus; /* bit field with the following bits
assi gned
bit O = ifAdm nStatus
(0 = down, 1 = up)
bit 1 = ifOperStatus
(0 = down, 1 = up) */
unsi gned hyper iflnCctets;

unsi gned int iflnUcastPkts;
unsigned int iflnMilticastPkts;
unsi gned int iflnBroadcastPkts;
unsi gned int iflnDiscards;
unsigned int iflnErrors;

unsi gned int iflnUnknownPr ot os;

unsi gned hyper i fQutCctets;

unsi gned int ifCQutUcastPkts;
unsigned int ifQutMilticastPkts;
unsi gned int ifQutBroadcastPkts;
unsi gned int ifCQutD scards;
unsigned int ifQutErrors;

unsi gned int ifProm scuoushbde;

}

/* Ethernet interface counters - see RFC 2358 */

struct ethernet counters {
i f_counters generic;

unsi gned int dot3StatsAlignnmentErrors;

unsi gned int dot3StatsFCSErrors;

unsi gned int dot3StatsSingl eCollisionFranes;
unsi gned int dot3StatsMiltipleCollisionFrarnes;
unsi gned int dot3StatsSQETestErrors;

i
i
i
i
i
unsi gned int dot 3Stat sDeferredTransni ssi ons;
i
i
i
i
i

unsi gned i nt dot3StatslLateCollisions;

unsi gned i nt dot 3St at sexcessi veCol | i si ons;

unsi gned int dot3Statslnternal MacTransmitErrors;
unsi gned int dot3StatsCarrierSenseErrors;

unsi gned int dot 3StatsFranmeToolLongs;
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unsi gned int dot3Statslnternal MacRecei veErrors;
unsi gned int dot 3StatsSynbol Errors;

}

/* FDDI interface counters - see RFC 1512 */
struct fddi _counters {
i f_counters generic;

}
/* Token ring counters - see RFC 1748 */

struct tokenring counters {
i f_counters generic;

unsi gned i nt dot5StatsLineErrors;

unsi gned int dot5StatsBurstErrors;

unsi gned int dot5StatsACErrors;

unsi gned int dot5StatsAbort TransErrors;
unsi gned int dot5Statslnternal Errors;
unsi gned int dot5StatsLostFraneErrors;
unsi gned i nt dot5St at sRecei veCongesti ons;
unsi gned i nt dot5St at sFrameCopi edErrors
unsi gned int dot5StatsTokenErrors;

unsi gned int dot5StatsSoftErrors;

unsi gned int dot5StatsHardErrors;

unsi gned int dot5StatsSignal Loss;

unsi gned i nt dot5StatsTransm t Beacons;
unsi gned i nt dot5St at sRecoverys;

unsi gned int dot5StatsLobeWres;

unsi gned int dot5Stat sRenoves;

unsi gned int dot5StatsSingles;

unsi gned int dot5StatsFreqErrors;

}
/* 100 BaseVG interface counters - see RFC 2020 */

struct vg_counters {
i f_counters generic;
unsi gned int dot 12l nHi ghPriorityFranes;
unsi gned hyper dot 121 nHi ghPriorityCctets;
unsi gned int dot 12l nNornPriorityFranes;
unsi gned hyper dot 12l nNornPriorityCQCctets;
unsi gned int dot12lnl PVErTors;
unsi gned int dot 12l nOversi zeFraneErrors;
unsi gned int dot 12| nDat aErr or s;
unsi gned int dot 121 nNul | Addr essedFr anes;
unsi gned int dot12CQut Hi ghPri orityFranes;
unsi gned hyper dot 12Qut H ghPriorityCctets;
unsi gned int dot12TransitionlntoTrainings;
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unsi gned hyper dot 12HCI nHi ghPriorityCctets;
unsi gned hyper dot 12HCI nNornPriorityCctets;
unsi gned hyper dot 12HCQut Hi ghPriorityCctets;

}

/* WAN counters */

struct wan_counters {
i f_counters generic;

}
/* VLAN counters */

struct vlan_counters {
unsi gned int vlan_id;
unsi gned hyper octets;
unsi gned int ucast Pkts;
unsi gned int nulticastPkts;
unsi gned int broadcast Pkts;
unsi gned i nt discards;

}

/* Counter data */

enum counters_version {
CGENERI C
ETHERNET
TOKENRI NG
FDDI
VG
WAN
VLAN

[ O A | O O A |
N~Nogh,wnNE

uni on counters_type (counters_version version) ({
case GENERI C
i f_counters generic;
case ETHERNET:
et hernet _counters ethernet;
case TOKENRI NG
tokenring_counters tokenring;
case FDDI :
fddi _counters fddi
case VG
vg_counters vg;
case WAN
wan_count ers wan;
case VLAN
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vl an_counters vl an;

}

/* Format of a single counter sanple */

struct counters_sanple {
unsi gned int sequence_nunber; /* Increnented with each counter
sanpl e generated by this
source_id */
unsi gned int source_id; /* sFl owDat aSour ce encoded as
fol | ows:
The nost significant byte of the
source_id is used to indicate the
type of sFl owbDat aSource
(0 = iflndex,
snonVI anDat aSour ce
ent Physi cal Entry) and the
| ower three
bytes contain the rel evant
i ndex val ue. */

1
2

unsi gned int sanpling_interval; /* sFl owCounterSanplinglnterval */
counters_type counters;

}

/* Format of a sanple datagram */

enum sanpl e_types {
FLOANSAMPLE = 1,
COUNTERSSAMPLE = 2

}

uni on sanpl e_type (sanpl e_types sanpl etype) {
case FLOANSAMPLE
fl ow sanpl e fl owsanpl e;
case COUNTERSSAMPLE:
counters_sanpl e count erssanpl e;

}

struct sanpl e_dat agram v4 {

addr ess agent _address /* 1P address of sanpling agent,
sFl owAgent Address. */

unsi gned int sequence_nunber; [/* Increnented with each sanple
dat agram generated */

unsi gned int uptime; [* Current tinme (in mlliseconds since
device | ast booted). Should be set
as close to datagram transm ssion
time as possible.*/
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}

sanpl e_type sanpl es<>; /* An array of flow, counter and del ay
sanmpl es */

enum dat agr am ver si on {

}

VERSI ON4 = 4

uni on sanpl e_dat agram type (datagram version version) {

}

case VERSI ON4
sanmpl e_dat agram v4 dat agr am

struct sanpl e_dat agram {

sanpl e_dat agram type version

}
The sFl ow Dat agram specification makes use of definitions froma
nunber of existing RFCs [22], [23], [24], [25], [26], [27] and [28].
5. Security Considerations
Deploying a traffic nonitoring systemraises a nunber of security
rel ated i ssues. sFlow does not provide specific security mechani sns,
relying instead on proper deploynment and configuration to maintain an
adequate | evel of security.
VWil e the depl oynent of traffic nonitoring systens does create sone
risk, it also provides a powerful nmeans of detecting and tracing
unaut hori zed network activity.
This section is intended to provide information that will help
understand potential risks and configuration options for nmitigating
those ri sks.
5.1 Contro

The sFlow M B is used to configure the generation of sFlow sanples.
The security of SNWMP, with access control lists, is usually

consi dered adequate in an enterprise setting. However, there are
situations when these security nmeasures are insufficient (for exanple
a WAN router) and SNWP configuration control will be disabled.

When SNWP i s disabled, a command line interface is typically
provided. The follow ng argunents are required to configure sFl ow
sampling on an interface.
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- sFl owbDat aSour ce <sour ce>

- sFl owPacket Sanpl i ngRat e <rate>

- sSFl owCount er Sanpl i ngl nterval <interval >

- sFl owvaxi muntHeader Si ze <header size>

- sFl owvaxi munDat agr antSi ze <dat agr am si ze>
- sFl owCol | ect or Addr ess <addr ess>

- sFl owCol | ect or Por t <port>

5.2 Transport

Traffic information is sent unencrypted across the network fromthe
sFl ow Agent to the sFlow Analyzer and is thus vulnerable to
eavesdropping. This risk can be Iimted by creating a secure
measur ement network and routing the sFl ow Datagrams over this
network. The choice of technology for creating the secure

measur enment network is deploynent specific, but could include the use
of VLANs or VPN tunnels.

The sFl ow Anal yzer is vulnerable to attacks involving spoofed sFl ow
Datagranms. To limt this vulnerability the sFl ow Analyzer shoul d
check sequence nunbers and verify source addresses. |f a secure
nmeasur ement network has been constructed then only sFl ow Dat agrans
recei ved fromthat network shoul d be processed.

5.3 Confidentiality

Traffic informati on can reveal confidential information about

i ndi vi dual network users. The degree of visibility of application
| evel data can be controlled by limting the nunber of header bytes
captured by the sFlow agent. In addition, packet sanpling nakes it
virtually inpossible to capture sequences of packets from an

i ndi vi dual transaction

The traffic patterns discernible by decoding the sFl ow Datagrans in
the sFl ow Anal yzer can reveal details of an individual’s network
related activities and due care shoul d be taken to secure access to
the sFl ow Anal yzer
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pertain to the inplenentation or use of the technol ogy described in
this docunment or the extent to which any license under such rights
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has made any effort to identify any such rights. Information on the
| ETF's procedures with respect to rights in standards-track and

st andards-rel at ed docunentati on can be found in BCP-11. Copies of
clains of rights nade avail able for publication and any assurances of
licenses to be nade avail able, or the result of an attenpt nade to
obtain a general license or pernission for the use of such
proprietary rights by inplenmentors or users of this specification can
be obtained fromthe | ETF Secretari at.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary

ri ghts which nay cover technol ogy that nay be required to practice
this standard. Pl ease address the information to the | ETF Executive
Director.
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9. Full Copyright Statenent
Copyright (C The Internet Society (2001). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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