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Abst r act

Thi s docunent defines a basic set of requirenments for reliable server
pool i ng.

The goal of Reliable Server Pooling (RSerPool) is to devel op an
architecture and protocols for the managenent and operation of server
pool s supporting highly reliable applications, and for client access
mechani sns to a server pool

1. | nt roducti on
1.1. Overview

The Internet is always on. Many users expect services to be always
avai | abl e; many busi nesses depend upon connectivity 24 hours a day, 7
days a week, 365 days a year. In order to fulfill this level of
performance, many proprietary solutions and operating system
dependent sol uti ons have been devel oped to provide highly reliable
and hi ghly avail abl e servers.
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Thi s docunent defines requirenents for an architecture and protocols
enabl i ng pooling of servers to support high reliability and
availability for applications.

The range of applications that can benefit fromreliable server
pooling includes both nobile and real-tine applications. Reliable

server pooling nechanisns will be designed to support functionality
for flexible pooling such as registration and deregistration, and
| oad bal ancing of traffic across the server pool. Mechanisnms wll

need to bal ance the needs of scalability, overhead traffic and
response time to changes in pool status, as discussed bel ow

1.2. Term nol ogy
Thi s docunent uses the follow ng ternmns:

Oper ation scope:
The part of the network visible to pool users by a specific
i nstance of the reliable server pooling protocols.

Pool (or server pool):
A collection of servers providing the sane application
functionality.

Pool handl e (or pool nane):
A logical pointer to a pool. Each server pool will be
identifiable in the operation scope of the systemby a unique
pool handl e or "nane".

Pool el enent:
A server entity having registered to a pool

Pool user:
A server pool user.

Pool el enment handl e (or endpoint handl e):
A logical pointer to a particular pool elenent in a pool
consi sting of the nane of the pool and one or nore destination
transport addresses for the pool elenent.

Name space
A cohesive structure of pool nanes and relations that may be
qgueried by an internal or external agent.

Name server:

Entity which is responsible for managi ng and mai ntai ning the
nane space wthin the RSerPool operation scope.
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1

RSer Pool :
The architecture and protocols for reliable server pooling.

3. Abbreviations
PE: Pool el enent
PU: Pool user
SCTP: Stream Control Transm ssion Protoco
TCP: Transm ssion Control Protocol

Requi rement s

.1. Robustness

The solution nmust allowitself to be inplenmented and depl oyed in such
a way that there is no single point of failure in the system

.2. Failover Support

The RSer Pool architecture nmust be able to detect failure of poo
el enents and nane servers supporting the pool, and support failover
to avail abl e alternate resources.

. 3. Conmmuni cati on Mbde

The general architecture should support flexibility of the

conmuni cati on nodel between pool users and pool elenents, especially
allowing for a peer-to-peer relationship to support sone
applications.

.4. Processing Power

It should be possible to use the protocol stack in small devices,
i ke handhel d wirel ess devices. The solution nmust scale to devices
with a differing range of processing power.

.5.  Transport Protoco

The protocols used for the pool handling should not cause network
congestion. This means that it should not generate heavy traffic,
even in case of failures, and has to use flow control and congestion
avoi dance al gorithnms which are interoperable with currently depl oyed
techni ques, especially the flow control of TCP [ RFC793] and SCTP

[ RFC2960] and mnust be compliant with [ RFC2914].
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The architecture should not rely on nulticast capabilities of the
underlying layer. Nevertheless, it can nmake use of it if multicast
capabilities are avail able.

Network failures have to be handl ed and conceal ed fromthe
application |ayer as nmuch as possible by the transport protocol

Thi s nmeans that the underlying transport protocol must provide a
strong network failure handling capability on top of an acknow edged
error-free non-duplicated data delivery service. The failure of a
network el ement must be handl ed by the transport protocol in such a
way that the timng requirements are still fulfilled.

2.6. Support of RSerPool Unaware Clients

The architecture should allow for ease of interaction between pools
and non- RSer Pool -aware clients. However, it is assuned that only
RSer Pool - aware participants will receive maxi mumtim ng and
notification benefits the architecture offers.

2.7. Registering and Deregistering

Anot her inportant requirement is that servers should be able to
regi ster to (beconme PEs) and deregister froma server poo
transparently without an interruption in service. This nmeans that
after a PE has deregistered, it will continue to serve PUs which
started their connection before the deregistration of the PEE New
connections will be directed towards an alternative PE

Servers should be able to register in nultiple server pools which may
bel ong to different nanespaces.

2.8. Namng
Server pools are identified by pool handl es. These pool handl es are
only valid inside the operation scope. Interoperability between
di fferent nanespaces has to be provided by other mechani sns.

2.9. Name Resol ution
The nane resol ution should not result in a pool elenment which is not
operational. This mght be inmportant for fulfilling the timng
requi renents described bel ow.

2.10. Server Selection

The RSer Pool mechani sms nust be able to support different server
sel ecti on mechani sms. These are called server pool policies.
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Exampl es of server pool policies are:
- Round Robin
- Least used
-  Most used

The set of supported policies nust be extensible in the sense that
new policies can be added as required. Non-stochastic and stochastic
pol i ci es can be supported.

There nust be a way for the client to provide operational status
feedback to the nane server about the pool elenents.

The nane server protocols nmust be extensible to allow nore refined
server selection nechanisns to be inplenmented as they are devel oped
in the future

For sonme applications it is inportant that a client repeatedly
connects to the same server in a pool if it is possible, i.e., if
that server is still alive. This feature should be supported through
the use of pool el enent handl es.

2.11. Timng Requirenments and Scaling

Handl i ng of name resolution nust be fast to support real-tine
applications. Mreover, the nanme space should reflect poo

menber shi p changes to the client application as rapidly as possible,
i.e., not waiting until the client application next reconnects.

The architecture should support control of timng paranmeters based on
specific needs, e.g., of an application or inplenentation

In order to support nore rapid and accurate response, the

requi renents on scalability of the nechanismare linmted to server
pool s consisting of a suitably |arge but not Internet-w de nunber of
el ements, as necessary to support bounded delay in handling real-tine
name resol ution.

Al so, there is no requirement to support hierarchical organization of
nane servers for scalability. Instead, it is envisioned that the set
of name servers supporting a particular pool is organized as a flat
space of equival ent servers. Accordingly, the inpact of relatively
frequent updates to ensure accurate reflection of the status of poo
elements is limted to the set of nane servers supporting a specific
pool
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2.12. Scalability

The RSer Pool architecture should not require a linmtation on the
nunber of server pools or on the nunber of pool users, although the
size of an individual pool may be limted by timng requirements as
defined above.

2.13. Security Requirenents
2.13.1. General

- The scaling characteristics of the security architecture should be
conpatible with those given previously.

- The security architecture should support hosts having a w de range
of processing powers.

2.13.2. Nane Space Services

- It must not be possible for an attacker to falsely register as a
pool elenent with the name server either by nasqueradi ng as
anot her pool element or by registering in violation of |oca
aut hori zation policy.

- It must not be possible for an attacker to deregister a server
whi ch has successfully registered with the nane server.

- It must not be possible for an attacker to spoof the response to a
query to the nane server

- It must be possible to protect the privacy of queries to the nane
server and responses to those queries fromthe name server.

- Communi cati on among nane servers must be afforded the sane
protections as comuni cation between clients and nanme servers.

2.13.3. Security State

The security context of an application is a subset of the overal
context, and context or state sharing is explicitly out-of-scope for
RSer Pool . Because RSerPool does introduce new security
vulnerabilities to existing applications application designers

enpl oyi ng RSer Pool should be aware of problens inherent in failing
over secured connections. Security services necessarily retain sone
state and this state may have to be nmoved or re-established.
Exampl es of this state include authentication or retained ciphertext
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for ciphers operating in cipher block chaining (CBC) or cipher
f eedback (CFB) node. These problens nust be addressed by the
application or by future work on RSer Pool

3. Security Considerations

Security issues are discussed in section 2.13.
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7. Full Copyright Statenent
Copyright (C The Internet Society (2002). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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