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Abst ract

Thi s docunent specifies the requirenents i SCSI and its rel ated
infrastructure should satisfy and the design considerations guiding
the i SCSI protocol devel opnent efforts. |In the interest of tinely
adoption of the i SCSI protocol, the IPS group has chosen to focus the
first version of the protocol to work with the existing SCS
architecture and conmands, and the existing TCP/IP transport |ayer.
Both these protocols are wi del y-depl oyed and wel | -understood. The
thought is that using these mature protocols will entail a m ninum of
new i nvention, the nost rapid possible adoption, and the greatest
conpatibility with Internet architecture, protocols, and equi pnent.

Conventions used in this docunent

Thi s docunent describes the requirenents for a protocol design, but
does not define a protocol standard. Nevertheless, the key words
“MUST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT", "SHOULD',
"SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this docunent
are to be interpreted as described in RFC 2119 [2].
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conprehensi ve technol ogy to transport bl ock storage data over |IP
protocols. This effort includes a protocol to transport the Snal
Conput er Systems Interface (SCSI) protocol over the Internet (i SCSl).
The initial version of the i SCSI protocol will define a mapping of
SCSI transport protocol over TCP/IP so that SCSI storage controllers
(principally disk and tape arrays and libraries) can be attached to

| P networks, notably G gabit Ethernet (GbE) and 10 G gabit Ethernet

(10 GOE).
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The i SCSI protocol is a mapping of SCSI to TCP, and constitutes a
"SCSI transport" as defined by the ANSI T10 docunent SCSI SAM 2
docunent [SAM2, p. 3, "Transport Protocols"].

2. Summary of Requirements
The i SCSI standard:

From section 3.2 Performance/ Cost:

MJST al l ow i npl ementations to equal or inprove on the current
state of the art for SCSI interconnects.

MJST enabl e cost conpetitive inplenmentations.

SHOULD mi ni m ze control overhead to enable | ow del ay
conmmuni cati ons.

MUST provi de hi gh bandwi dth and bandwi dt h aggregati on.

MJST have | ow host CPU utilizations, equal to or better than
current technol ogy.

MUST be possible to build I/O adapters that handle the entire SCSI
t ask.

SHOULD permit direct data placenent architectures.
MUST NOT i npose conpl ex operations on host software.
MUST provide for full utilization of available |ink bandw dt h.
MUST allow an inplenentation to exploit parallelism(multiple
connections) at the device interfaces and within the interconnect
fabric.

From section 3.4 Hi gh Bandw dt h/ Bandwi dt h Aggr egati on:

MUST operate over a single TCP connection.

SHOULD support ’connection binding’, and it MJST be optional to
i mpl enent .

From section 4 Ease of Inplenentation/Conplexity of Protocol:
SHOULD keep the protocol sinple.

SHOULD ni ni mi ze optional features.
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MUST specify feature negotiation at session establishnment (login).

MUST operate correctly when no optional features are negotiated as
wel | as when individual option negotions are unsuccessful.

From section 5.1 Detection of Data Corruption

MUST support a data integrity check fornmat for use in digest
gener ati on.

MAY use separate digest for data and headers.

i SCSI header format SHOULD be extensible to include other data
integrity digest calculation methods.

From section 5.2 Recovery:

MUST specify nechanisns to recover in a tinmely fashion from
failures on the initiator, target, or connecting infrastructure.

MUST specify recovery methods for non-idenpotent requests.

SHOULD t ake into account fail-over schemes for mrrored targets or
hi ghl y avail abl e storage confi gurations.

SHOULD provide a nethod for sessions to be gracefully terninated
and restarted that can be initiated by either the initiator or
target.
From section 6 Interoperability:
i SCSI protocol docunment MJST be cl ear and unamnbi guous.
From section 6.1 Internet Infrastructure:
MUST:
-- be conpatible with both | Pv4 and | Pv6
-- use TCP connections conservatively, keeping in nmnd there my
be many other users of TCP on a gi ven machi ne.
MUST NOT require changes to existing Internet protocols.

SHOULD mi ni m ze required changes to existing TCP/IP
i mpl ement ati ons.

MJST be designed to allow future substitution of SCTP (for TCP) as

an | P transport protocol with m niml changes to i SCSI protoco
operation, protocol data unit (PDU) structures and fornats.
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From section 6.2 SCSI

Any feature SAM2 requires in a valid transport mappi ng MUST be
speci fied by i SCSI

MUST specify strictly ordered delivery of SCSI commands over an
i SCSI session between an initiator/target pair

The conmand ordering nechani sm SHOULD seek to nininize the anmount
of communi cati on necessary across multiple adapters doing
transport off-I oad.

MUST specify for each feature whether it is OPTI ONAL, RECOMVENDED
or REQUIRED to inplement and/or use.

MUST NOT require changes to the SCSI-3 command sets and SCS
client code except except where SCSI specifications point to
"transport dependent" fields and behavi or

SHOULD track changes to SCSI and the SCSI Architecture Mdel

MJST be capabl e of supporting all SCSI-3 command sets and device
types.

SHOULD support ACA inpl erentati on.

MUST allow for the construction of gateways to other SCS
transports

MUST reliably transport SCSI commands fromthe initiator to the
target.

MUST correctly deal with i SCSI packet drop, duplication
corruption, stale packets, and re-ordering.

From section 7.1 Extensible Security:

SHOULD require m nimal configuration and overhead in the insecure
operation.

MJST provide for strong authentication when increased security is
required.

SHOULD al | ow i ntegrati on of new security mechani sms wi t hout
br eaki ng backwards conpati bl e operation
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From section 7.2 Authentication:
MAY support various |levels of authentication security.
MUST support private authenticated |ogin
i SCSI aut henticated |ogin MIST be resilient against attacks.

MUST support data origin authentication of its comruni cations;
data origin authenticati on MAY be optional to use

From section 7.3 Data Integrity:

SHOULD NOT preclude use of additional data integrity protection
protocols (1PSec, TLS)

From section 7.4 Data Confidentiality:
MUST provide for the use of a data encryption protocol such as TLS
or I Psec ESP to provide data confidentiality between i SCS
endpoi nt s

From section 8 Managenent:
SHOULD be nmanageabl e usi ng standard | P-based nmanagenent protocols.
i SCSI protocol docunment MJUST NOT define the nanagenent
architecture for i SCSI, or make explicit references to managenent
obj ects such as M B vari abl es.

From section 8.1 Nam ng:
MUST support the naming architecture of SAM 2. The nmeans by which
an i SCSI resource is |ocated MIST use or extend existing |nternet

standard resource | ocation nethods.

MUST provide a neans of identifying i SCSI targets by a unique
identifier that is independent of the path on which it is found.

The format for the i SCSI nanes MJUST use exi sting nam ng
authorities.

An i SCSI nane SHOULD be a human readabl e string in an
i nternational character set encoding.

Standard Internet | ookup services SHOULD be used to resol ve i SCS
nanes.
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SHOULD deal with the conplications of the new SCSI security
architecture.

i SCSI nami ng architecture MJUST address support of SCSI 3rd party
operations such as EXTENDED COPY.

From section 8.2 Discovery:

MUST have no inmpact on the use of current |IP network di scovery
t echni ques.

MUST provi de sone neans of determ ning whether an i SCSI service is
avai | abl e through an | P address.

SCSI protocol -dependent techni ques SHOULD be used for further
di scovery beyond the i SCSI | ayer.

MUST provide a nethod of discovering, given an IP end point on its
wel | -known port, the list of SCSI targets available to the
requestor. The use of this discovery service MJIST be optional

From section 9 Internet Accessability.

SHOULD be scrutinized for denial of service issues and they should
be addressed.

From section 9.2 Firewalls and Proxy Servers

SHOULD al | ow depl oynment where functional and optim zing m ddl e-
boxes such as firewalls, proxy servers and NATs are present.

use of I P addresses and TCP ports SHOULD be firewall friendly.
From section 9.3 Congestion Control and Transport Sel ection

MUST be a good network citizen with TCP-conpati bl e congestion
control (as defined in [RFC2914]).

i SCSI inplenmentati ons MJUST NOT use nultiple connections as a nmeans
to avoid transport-Ilayer congestion control

3. i SCSI Design Considerations
3.1. Ceneral Discussion
Traditionally, storage controllers (e.g., disk array controllers,

tape library controllers) have supported the SCSI-3 protocol and have
been attached to conputers by SCSI parallel bus or Fibre Channel
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The I P infrastructure offers conpelling advantages for vol unme/

bl ock-oriented storage attachnment. It offers the opportunity to take
advant age of the perfornmance/cost benefits provided by conpetition in
the Internet marketplace. This could reduce the cost of storage
network infrastructure by providing economes arising fromthe need
to install and operate only a single type of network.

In addition, the IP protocol suite offers the opportunity for a rich
array of managenent, security and QoS solutions. O ganizations nay
initially choose to operate storage networks based on i SCSI that are
i ndependent of (isolated fron) their current data networks except for
secure routing of storage managenent traffic. These organizations
anticipated benefits fromthe hi gh perfornance/cost of |P equi prent
and the opportunity for a unified nanagement architecture. As
security and QoS evolve, it becones reasonable to build conbi ned
networks with shared infrastructure; nevertheless, it is likely that
sophi sticated users will choose to keep their storage sub-networks
isolated to afford the best control of security and QoS to ensure a
hi gh- per f ormance environnment tuned to storage traffic.

Mappi ng SCSI over |P also provides:

-- Extended di stance ranges
-- Connectivity to "carrier class" services that support IP

The following applications for i SCSI are contenpl at ed:

-- Local storage access, consolidation, clustering and pooling (as
in the data center)

-- Network client access to renpte storage (eg. a "storage service
provi der")

-- Local and renote synchronous and asynchronous mrroring between
storage controllers

-- Local and renote backup and recovery

i SCSI will support the follow ng topol ogies:

-- Point-to-point direct connections

-- Dedi cated storage LAN, consisting of one or nore LAN segnents

-- Shared LAN, carrying a mx of traditional LAN traffic plus
storage traffic

-- LAN-to- WAN extension using IP routers or carrier-provided "IP
Dat at one"

-- Private networks and the public Internet

| P LAN-WAN routers may be used to extend the I P storage network to

the wide area, permtting renote di sk access (as for a storage
utility), synchronous and asynchronous renmote mirroring, and renote
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backup and restore (as for tape vaulting). In the WAN, using TCP
end-to-end avoi ds the need for specialized equiprment for protoco
conversion, ensures data reliability, copes with network congestion
and provides retransni ssion strategi es adapted to WAN del ays.

The i SCSI technol ogy depl oynent will involve the follow ng el ements:

(1) Conclusion of a conplete protocol standard and supporting
i mpl ement ati ons;

(2) Devel opnent of Ethernet storage NICs and rel ated driver and
prot ocol software; [NOTE: high-speed applications of i SCSI are
expected to require significant portions of the i SCSI/TCP/IP
i npl enentation in hardware to achi eve the necessary throughput.]

(3) Devel opnent of conpatible storage controllers; and

(4) The likely devel opnent of translating gateways to provide
connectivity between the Ethernet storage network and the Fibre
Channel and/or parallel-bus SCSI donains.

(5) Devel opnent of specifications for i SCSI device managenment such
as M Bs, LDAP or XM schenms, etc.

(6) Devel opnent of nanagenment and directory service applications to
support a robust SAN infrastructure.

Products could initially be offered for G gabit Ethernet attachment,
with rapid migration to 10 GoE. For performance conpetitive with
alternative SCSI transports, it will be necessary to inplenent the
performance path of the full protocol stack in hardware. These new
storage NICs might performfull-stack processing of a conplete SCS
task, anal ogous to today’s SCSI and Fi bre Channel HBAs, and m ght

al so support all host protocols that use TCP (NFS, CIFS, HITP, etc).

The charter of the IETF IP Storage Wrking Goup (I PSW5 describes
the broad goal of mapping SCSI to IP using a transport that has
proven congestion avoi dance behavi or and broad i npl enentati on on a
variety of platforms. Wthin that broad charter, several transport
alternatives may be considered. Initial IPS work focuses on TCP, and
this requirenents docunment is restricted to that dommin of interest.

3. 2. Performance/ Cost
In general, iSCSI MJIST allow inplenentations to equal or inprove on
the current state of the art for SCSI interconnects. This goa
breaks down into several types of requirenent:
Cost conpetitive with alternative storage network technol ogies:
In order to be adopted by vendors and the user comunity, the i SCS

prot ocol MJST enabl e cost conpetitive inplenentations when conpared
to other SCSI transports (Fibre Channel).
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Low del ay comuni cati on:

Conventi onal storage access is of a stop-and-wait renote procedure
call type. Applications typically enploy very little pipelining of
their storage accesses, and so storage access delay directly inpacts
performance. The del ay inmposed by current storage interconnects,

i ncludi ng protocol processing, is generally in the range of 100

m croseconds. The use of caching in storage controllers neans that
many storage accesses conplete alnost instantly, and so the del ay of
the i nterconnect can have a high relative inpact on overal
performance. Wen stop-and-wait 10 is used, the delay of the

i nterconnect will affect perfornance. The iSCSI protocol SHOULD

m ni m ze control overhead, which adds to del ay.

Low host CPU utilization, equal to or better than current technol ogy:

For competitive performance, the i SCSI protocol MJIST allow three key
i npl enentation goals to be realized

(1) iSCSI MUST make it possible to build I/O adapters that handl e an
entire SCSI task, as alternative SCSI transport inplenmentations
do.

(2) The protocol SHOULD permt direct data placenent ("zero-copy"
menory architectures, where the 1/0O adapter reads or wites host
nmenory exactly once per di sk transaction.

(3) The protocol SHOULD NOT inpose conpl ex operations on the host
sof tware, which woul d increase host instruction path |ength
relative to alternatives.

Direct data placenment (zero-copy iSCSl):

Direct data placenment refers to i SCSI data being placed directly "off
the wire" into the allocated |ocation in menory with no internediate
copies. Direct data placement significantly reduces the nenory bus
and I/O bus |oading in the endpoint systens, allow ng inproved
performance. It reduces the nenory required for N Cs, possibly
reduci ng the cost of these solutions.

This is an inportant inplenentation goal. |In an iSCSI system each
of the end nodes (for exanple host conmputer and storage controller)
shoul d have anple nmenory, but the intervening nodes (NIC, sw tches)
typically will not.
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H gh bandwi dt h, bandwi dt h aggregation

The bandwi dth (transfer rate, MB/sec) supported by storage
controllers is rapidly increasing, due to several factors:

1. Increase in disk spindle and controller perfornmance;

2. Use of ever-larger caches, and inproved cachi ng al gorithns;

3. Increased scale of storage controllers (nunber of supported
spi ndl es, speed of interconnects).

The i SCSI protocol MUIST provide for full utilization of available
i nk bandwi dth. The protocol MJUST also allow an inplenentation to
exploit parallelism(nultiple connections) at the device interfaces
and within the interconnect fabric.

The next two sections further discuss the need for direct data
pl acenent and hi gh bandw dt h.

3.3. Framng

Framing refers to the addition of infornmation in a header, or the
data streamto allow inplementations to | ocate the boundaries of an

i SCSI protocol data unit (PDU) within the TCP byte stream There are
two technical requirenents driving framng: interfacing needs, and
accel erated processi ng needs.

A fram ng solution that addresses the "interfacing needs" of the

i SCSI protocol will facilitate the inplementation of a nessage-based
upper | ayer protocol (iSCSI) on top of an underlying byte stream ng
protocol (TCP). Since TCP is a reliable transport, this can be
acconplished by including a length field in the i SCSI header. Finding
the protocol frame assunmes that the receiver will parse fromthe

begi nning of the TCP data stream and never nake a m stake (| ose

al i gnment on packet headers).

The other technical requirenent for fram ng, "accel erated
processing", stens fromthe need to handl e increasingly higher data
rates in the physical nmedia interface. Two needs arise from higher
data rates:

(1) LAN environment - N C vendors seek ways to provide "zero-copy"
net hods of noving data directly fromthe wire into application
buffers.

(2) WAN environment- the energence of high bandw dth, high |atency,

low bit error rate physical nedia places huge buffer
requi rements on the physical interface sol utions.
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First, vendors are produci ng network processing hardware that

of f | oads network protocols to hardware solutions to achieve higher
data rates. The concept of "zero-copy" seeks to store blocks of data
in appropriate nenory locations (aligned) directly off the wire, even
when data is reordered due to packet loss. This is necessary to
drive actual data rates of 10 G gabit/sec and beyond.

Secondly, in order for iSCSI to be successful in the WAN arena it
nmust be possible to operate efficiently in high bandw dth, high delay
networks. The energence of nmulti-gigabit IP networks with | atencies
in the tens to hundreds of mlliseconds presents a challenge. To
fill such large pipes, it is necessary to have tens of negabytes of
out st andi ng requests fromthe application. |In addition, sone
protocols potentially require tens of negabytes at the transport
layer to deal with buffering for reassenbly of data when packets are
recei ved out - of - order

In both cases, the issue is the desire to mnimze the anount of
nmenory and nmenory bandwi dth required for i SCSI hardware sol utions.

Consi der that a network pipe at 10 Gbhps x 200 nsec hol ds 250 MB

[ Assune | and- based conmuni cation with a spot half way around the
worl d at the equator. |Ignore additional distance due to cable
routing. Ignore repeater and swi tching del ays; consider only a
speed-of -1 ight delay of 5 mcrosec/km The circunference of the
gl obe at the equator is approx. 40000 km (round-trip del ay nust be
considered to keep the pipe full). 10 Gb/sec x 40000 kmx 5

m crosec/kmx B/ 8b = 250 MB]. In a conventional TCP

i mpl enentation, | oss of a TCP segnent means that stream processing
MUST stop until that segment is recovered, which takes at |east a
time of <network round trip> to acconplish. Follow ng the exanple
above, an inplenentation would be obliged to catch 250 MB of data
i nto an anonynous buffer before resum ng stream processing; |ater,
this data would need to be noved to its proper |ocation. Sone
proponents of i SCSI seek some neans of putting data directly where it
bel ongs, and avoi ding extra data novenent in the case of segnent
drop. This is a key concept in understandi ng the debate behind
fram ng nethodol ogi es.

The fram ng of the i SCSI protocol inpacts both the "interfacing
needs" and the "accel erated processi ng needs", however, while
including a length in a header may suffice for the "interfacing
needs", it will not serve the direct data placenent needs. The
fram ng nmechani sm devel oped shoul d al | ow resynchroni zati on of packet
boundari es even in the case where a packet is tenporarily nmissing in
the incom ng data stream
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3.4. Hi gh bandwi dth, bandwi dth aggregation

At today’s bl ock storage transport throughput, any single |ink can be
saturated by the volume of storage traffic. Scientific data
applications and data replication are exanpl es of storage
applications that push the limts of throughput.

Sone applications, such as |og updates, stream ng tape, and
replication, require ordering of updates and thus ordering of SCS
conmands. An initiator may maintain ordering by waiting for each
update to conplete before issuing the next (a.k.a. synchronous
updates). However, the throughput of synchronous updates decreases
inversely with increases in network distances.

For greater throughput, the SCSI task queui ng nechani sm all ows an
initiator to have nultiple commands outstanding at the target

si mul taneously and to express ordering constraints on the execution
of those commands. The task queuing nmechanismis only effective if
the commands arrive at the target in the order they were presented to
the initiator (FIFO order). The iSCSI standard mnmust provide an
ordered transport of SCSI comrands, even when comrands are sent al ong
di fferent network paths (see Section 5.2 SCSI). This is referred to
as "command ordering".

The i SCSI protocol MJST operate over a single TCP connection to
accommodat e | ower cost inplenmentations. To enabl e higher performance
storage devices, the protocol should specify a means to all ow
operation over nultiple connections while maintaining the behavior of
a single SCSI port. This would allowthe initiator and target to use
multiple network interfaces and nultiple paths through the network
for increased throughput. There are a few potential ways to satisfy
the multiple path and ordering requirenents.

A popular way to satisfy the nultiple-path requirenent is to have a
driver above the SCSI |ayer instantiate multiple copies of the SCS
transport, each comunicating to the target along a different path.
"Wedge" drivers use this technique today to attain high perfornmance.
Unfortunately, wedge drivers must wait for acknow edgenent of

conpl etion of each request (stop-and-wait) to ensure ordered updates.

Anot her approach mght be for i SCSI protocol to use nmultiple

i nstances of its underlying transport (e.g. TCP). The iSCsSl |ayer
woul d nmake t hese i ndependent transport instances appear as one SCSI
transport instance and maintain the ability to do ordered SCS
conmand queui ng. The document will refer to this techni que as
"connection binding" for convenience.
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The i SCSI protocol SHOULD support connection binding, and it MJST be
optional to inplement.

In the presence of connection binding, there are two ways to assign
features to connections. In the symretric approach, all the
connections are identical froma feature standpoint. In the
asymmetri c nodel, connections have different features. For exanple,
some connections nay be used primarily for data transfers whereas
others are used primarily for SCSI comands.

Since the i SCSI protocol nust support the case where there was only
one transport connection, the protocol nust have command, data, and
status travel over the sanme connection

In the case of multiple connections, the i SCSI protocol nust keep the
conmand and its associ ated data and status on the sane connection
(connection allegiance). Sending data and status on the sane
connection is desirable because this guarantees that status is
received after the data (TCP provides ordered delivery). 1In the case
where each connection is managed by a separate processor, allegiance
decreases the need for inter-processor comunication. This symetric
approach is a natural extension of the single connection approach

An alternate approach that was extensively discussed invol ved sendi ng
all comands on a single connection and the associ ated data and
status on a different connection (asymetric approach). In this
schene, the transport ensures the commands arrive in order. The
protocol on the data and status connections is sinpler, perhaps
lending itself to a sinpler realization in hardware. One

di sadvantage of this approach is that the recovery procedure is
different if a command connection fails vs. a data connection. Sone
argued that this approach would require greater inter-processor
conmuni cati on when connecti ons are spread acro0sSsS processors.

The reader may reference the mail archives of the IPS mailing |ist
bet ween June and Septenber of 2000 for extensive discussions on
symmetric vs asymetric connection nodels.

4. Ease of inplenmentation/conplexity of protoco

Experi ence has shown that adoption of a protocol by the Internet

conmunity is inversely proportional to its conplexity. |In addition
the sinpler the protocol, the easier it is to diagnose problens. The
designers of iSCSI SHOULD strive to fulfill the requirenents of the

creating a SCSI transport over |P, while keeping the protocol as
si mpl e as possi bl e.
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In the interest of sinplicity, iSCSI SHOULD mninize optiona
features. Wen features are deened necessary, the protocol MJST
specify feature negotiation at session establishment (login). The

i SCSI transport MJST operate correctly when no optional features are
negoti ated as well as when individual option negotiations are
unsuccessful .

5. Reliability and Availability
5.1. Detection of Data Corruption

There have been several research papers that suggest that the TCP
checksum cal cul ation allows a certain nunber of bit errors to pass
undetected [10] [11].

In order to protect against data corruption, the i SCSI protocol MJST
support a data integrity check format for use in digest generation

The i SCSI protocol MAY use separate digests for data and headers. In
an i SCSI proxy or gateway situation, the i SCSI headers are renpved
and re-built, and the TCP streamis term nated on either side. This
means that even the TCP checksumis renoved and reconputed within the
gateway. To ensure the protection of commands, data, and status the
i SCSI protocol MUST include a CRC or other digest nmechanismthat is
conputed on the SCSI data block itself, as well as on each command
and status nessage. Since gateways nay strip i SCSI headers and
rebuild them a separate header CRC is required. Two header digests,
one for invariant portions of the header (addresses) and one for the
variant portion would provide protection agai nst changes to portions
of the header that should never be changed by m ddl e boxes (eg,

addr esses) .

The i SCSI header format SHOULD be extensible to include other digest
cal cul ati on net hods.

5.2. Recovery

The SCSI protocol was originally designed for a parallel bus
transport that was highly reliable. SCSI applications tend to assume
that transport errors never happen, and when they do, SCS

application recovery tends to be expensive in terns of tinme and
conput ati onal resources.

i SCSI protocol design, while placing an enphasis on sinplicity, MJST
lead to tinely recovery fromfailure of initiator, target, or
connecting network infrastructure (cabling, data path equi pnent such
as routers, etc).
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i SCSI MUST specify recovery nethods for non-idenpotent requests, such
as operations on tape drives.

The i SCSI protocol error recover mechani sm SHOULD take i nto account
fail-over schemes for mrrored targets or highly avail abl e storage
configurations that provide paths to target data through nultiple
"storage servers". This would provide a basis for |ayered

technol ogies i ke high availability and clustering.

The i SCSI protocol SHOULD al so provide a nmethod for sessions to be
gracefully termnated and restarted that can be initiated by either
the initiator or target. This provides the ability to gracefully
fail over an initiator or target, or reset a target after performng
mai nt enance tasks such as upgradi ng software.

6. Interoperability

It nust be possible for initiators and targets that inplenent the
required portions of the i SCSI specification to interoperate. Wile
this requirenment is so obvious that it doesn’t seemworth menti oning,
if the protocol specification contains anbi guous wordi ng, different

i mpl enentati ons may not interoperate. The iSCSI protocol docunent
MJST be cl ear and unanbi guous.

6.1. Internet infrastructure
The i SCSI protocol MUIST:

-- be conpatible with both IPv4 and | Pv6.
-- use TCP connections conservatively, keeping in mnd there my
be many ot her users of TCP on a gi ven machi ne.

The i SCSI protocol MJUST NOT require changes to existing Internet
protocol s and SHOULD mi ni m ze required changes to existing TCP/IP
i mpl enent ati ons.

i SCSI MJST be designed to allow future substitution of SCTP (for TCP)
as an | P transport protocol with m ninmal changes to i SCSI protoco
operation, protocol data unit (PDU) structures and formats. Although
not widely inplenmented today, SCTP has nany design features that nake
it a desirable choice for future i SCSI enhancenent.

6.2. SCsl
In order to be considered a SCSI transport, the i SCSI standard nust
conply with the requirenments of the SCSI Architecture Mdel [SAM 2]

for a SCSI transport. Any feature SAM2 requires in a valid transport
mappi ng MUST be specified by i SCSI. The i SCSI protocol docunent MJST
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specify for each feature whether it is OPTI ONAL, RECOVMENDED or
REQUI RED to inpl ement and/or use.

The SCSI Architectural Mdel [SAM 2] indicates an expectation that
the SCSI transport provides ordering of commands on an initiator
target-LUN granularity. There has been much di scussion on the IPS
reflector and in working group neetings regarding the neans to ensure
this ordering. The rough consensus is that iSCSI MJST specify
strictly ordered delivery of SCSI commands over an i SCSI session
between an initiator/target pair, even in the presence of transport
errors. This comand ordering mechani sm SHOULD seek to m nimze the
amount of communi cation necessary across nultiple adapters doing

transport off-load. |If an i SCSI inplenentation does not require
ordering it can instantiate nultiple sessions per initiator-target
pair.

i SCSI is intended to be a new SCSI "transport™ [SAM2]. As a mapping
of SCSI over TCP, iSCSI requires interaction with both T10 and | ETF.
However, the i SCSI protocol MJUST NOT require changes to the SCSI-3
comand sets and SCSI client code except where SCSI specifications
point to "transport dependent" fields and behavior. For exanple,

changes to SCSI docunents will be necessary to reflect |engthier
i SCSI target nanes and potentially lengthier tineouts. Coll aboration
with T10 will be necessary to achieve this requirenent.

The i SCSI protocol SHOULD track changes to SCSI and the SCS
Architecture Mdel.

The i SCSI protocol MJST be capabl e of supporting all SCSI-3 commuand
sets and device types. The prinmary focus is on supporting 'larger’
devi ces: host conputers and storage controllers (disk arrays, tape
libraries). However, other command sets (printers, scanners) nust be
supported. These requirenents MJST NOT be construed to nean that

i SCSI must be natively inplenentable on all of today’'s SCSI devi ces,
whi ch mght have |limted processing power or nenory.

ACA (Auto Contingent Allegiance) is an optional SCSI nechani smthat
stops execution of a sequence of dependent SCSI commands when one of
themfails. The situation surrounding it is conplex - T10 specifies
ACA in SAM2, and hence i SCSI nust support it and endeavor to make
sure that ACA gets inmplenented sufficiently (two i ndependent

i nteroperabl e inplenentations) to avoid dropping ACA in the
transition from Proposed Standard to Draft Standard. This inplies

i SCSI SHOULD support ACA inpl ementation

The i SCSI protocol MUST allow for the construction of gateways to

ot her SCSI transports, including parallel SCSI [SPI-X] and to SCS
FCP[ FCP, FCP-2]. It MJST be possible to construct "translating"
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gat eways so that i SCSI hosts can interoperate with SCSI- X devices; so
that SCSI-X devices can comuni cate over an i SCSI network; and so
that SCSI-X hosts can use i SCSI targets (where SCSI-X refers to
paral l el SCSI, SCSI-FCP, or SCSI over any other transport). This
requirenment is inplied by support for SAM 2, but is worthy of
enphasis. These are true application protocol gateways, and not just
bridge/routers. The different standards have only the SCSI-3 comand
set layer in common. These gateways are not nere packet forwarders.

The i SCSI protocol MUST reliably transport SCSI commands fromthe
initiator to the target. According to [SAM2, p. 17.] "The function
of the service delivery subsystemis to transport an error-free copy
of the request or response between the sender and the receiver"
[SAM 2, p. 22]. The iSCSlI protocol MUIST correctly deal with i SCS
packet drop, duplication, corruption, stale packets, and re-ordering.

7. Security Considerations

In the past, directly attached storage systens have inpl enented

m ni mal security checks because the physical connection offered
little chance for attack. Transporting block storage (SCSI) over |IP
opens a whol e new opportunity for a variety of malicious attacks.
Attacks can take the active form (identity spoofing, man-in-the-

m ddl e) or the passive form (eavesdropping).

7.1. Extensible Security

The security services required for comruni cati ons depends on the

i ndi vi dual network configurations and environments. Organizations
are setting up Virtual Private Networks(VPN), also known as
Intranets, that will require one set of security functions for
conmuni cations within the VPN and possibly nmany different security
functions for conmunications outside the VPN to support

geogr aphi cal | y separate components. The i SCSI protocol is applicable
to a wide range of internet working environments that may enpl oy

di fferent security policies. iSCSI MJST provide for strong

aut henti cation when increased security is required. The protoco
SHOULD require m nimal configuration and overhead in the insecure
operation, and allow integration of new security nechani sns w t hout
br eaki ng backwards conpati bl e operati on.

7.2. Authentication
The i SCSI protocol MAY support various |evels of authentication
security, ranging fromno authentication to secure authentication

using public or private keys.

The i SCSI protocol MJUST support private authenticated |ogin
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Aut henticated login aids the target in blocking the unauthorized use
of SCSI resources. "Private" authenticated | ogin nmandates protected
identity exchange (no clear text passwords at a mininum. Since

bl ock storage confidentiality is considered critical in enterprises
and many | P networks may have access hol es, organizations wll want
to protect their i SCSI resources.

The i SCSI aut henticated | ogin MIST be resilient against attacks since
many | P networks are vul nerable to packet inspection

In addition, the i SCSI protocol MJST support data origin

aut hentication of its comunications; data origin authentication MAY
be optional to use. Data origin authentication is critical since IP
networ ks are vul nerable to source spoofing, where a nalicious third
party pretends to send packets fromthe initiator’s |IP address. These
requi rements should be net using standard Internet protocols such as
| Psec or TLS. The endpoints nay negotiate the authentication nethod,
optionally none.

7.3. Data Integrity

The i SCSI protocol SHOULD NOT preclude use of additional data
integrity protection protocols (IPSec, TLS)

7.4. Data Confidentiality

Bl ock storage is used for storing sensitive information, where data
confidentiality is critical. An application may encrypt the data
bl ocks before witing themto storage - this provides the best
protection for the application. Even if the storage or
conmuni cati ons are conprom sed, the attacker will have difficulty
readi ng the data

In certain environments, encryption may be desired to provide an
extra assurance of confidentiality. An iSCSI inplenentation MJST
provide for the use of a data encryption protocol such as TLS or
| Psec ESP to provide data confidentiality between i SCSI endpoints.

8. Managenent

i SCSI i nplementations SHOULD be manageabl e usi ng standard | P-based
managenent protocols. However, the i SCSI protocol docunent MJST NOT
define the managenent architecture for i SCSI within the network
infrastructure. 1iSCSI will be yet another resource service within a
conpl ex environnent of network resources (printers, file servers,
NAS, application servers, etc). There will certainly be efforts to
desi gn how the "bl ock storage service" that i SCSI devices provide is
integrated into a conprehensive, shared nodel, network managenent
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environnent. A "network administrator" (or "storage administrator")
will desire to have integrated applications for assigning user nanes,
resource names, etc. and indicating access rights. iSCSlI devices
presumably will want to interact with these integrated network
management applications. The iSCSI protocol docunment will not
attenpt to solve that set of problens, or specify neans for devices
to provide nanagenent agents. |In fact, there should be no nention of
M Bs or any ot her neans of managi ng i SCSI devices as explicit
references in the i SCSI protocol document, because managenent data
and protocols change with the needs of the environment and the

busi ness nodel s of the nanagenment applications.

8.1. Nam ng

Whenever possible, i SCSI MJST support the nam ng architecture of
SAM 2. Deviations and uncertainties MJST be nmade explicit, and

comments and resol uti ons worked out between ANSI T10 and the IPS
wor ki ng group.

The means by which an i SCSI resource is |ocated MJST use or extend
exi sting Internet standard resource |ocation nethods. RFC 2348 [12]
specifies URL syntax and senmantics which should be sufficiently
extensi bl e for the i SCSI resource.

The i SCSI protocol MJST provide a neans of identifying an i SCSI
storage device by a unique identifier that is independent of the path
on which it is found. This nane will be used to correlate alternate
paths to the sane device. The format for the i SCSI nanes MJST use
exi sting namng authorities, to avoid creating new centra
administrative tasks. An i SCSI nane SHOULD be a hunman readabl e
string in an international character set encoding.

Standard Internet | ookup services SHOULD be used to resol ve nanes.
For exanple, Domain Name Services (DNS) MAY be used to resolve the
<hostnane> portion of a URL to one or nultiple I P addresses. Wen a
host nane resolves to nmultiple addresses, these addresses should be
equi val ent for functional (possibly not perfornmance) purposes. This
neans that the addresses can be used interchangeably as |long as
performance isn’t a concern. For exanple, the sane set of SCS
targets MUST be accessible fromeach of these addresses.

An i SCSI device nam ng schenme MJST interact correctly with the
proposed SCSI security architecture [99-245r9]. Particular attention
nmust be directed to the proxy nami ng architecture defined by the new
security nodel. In this new nodel, a host is identified by an
Access I D, and SCSI Logical Unit Nunmbers (LUNs) can be mapped in a
manner that gives each AccesslD a unique LU map. Thus, a given LU
within a target nay be addressed by different LUNs.
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The i SCSI nam ng architecture MJST address support of SCSI 3rd party
operations such as EXTENDED COPY. The key issue here relates to the
nanmi ng architecture for SCSI LUs - iSCSI must provide a neans of
passi ng a name or handl e between parties. iSCSI nust specify a neans
of providing a nane or handl e that could be used in the XCOPY conmmand
and fit within the avail abl e space allocated by that command. And it
nust be possible, of course, for the XCOPY target (the third party)
to de-reference the name to the correct target and LU

8.2. Discovery

9.

i SCSI MJST have no inpact on the use of current |IP network discovery
techni ques. Network nanagenent platforns di scover |P addresses and
have various nethods of probing the services avail able through these
| P addresses. An i SCSI service should be evident using sinilar

t echni ques.

The i SCSI specifications MIST provide sone neans of determning
whet her an i SCSI service is available through an IP address. It is
expected that iSCSI will be a point of service in a host, just as
SNWP, etc are points of services, associated with a well known port
nunber .

SCSI protocol -dependent techni ques SHOULD be used for further

di scovery beyond the i SCSI |layer. Discovery is a conplex, nmulti-

| ayered process. The SCSI protocol specifications provide specific
conmands for discovering LUs and the commands associated with this
process will also work over i SCSI

The i SCSI protocol MJUST provide a nmethod of discovering, given an IP
end point on its well-known port, the list of SCSI targets avail able
to the requestor. The use of this discovery service MJIST be
opt i onal

Further discovery guidelines are outside the scope of this docunent
and may be addressed in separate Informational docunents.

Internet Accessibility

9.1. Denial of Service

As with all services, the denial of service by either incorrect

i npl enentations or nalicious agents is always a concern. All aspects
of the i SCSI protocol SHOULD be scrutinized for potential denial of
service issues, and guarded agai nst as much as possi bl e.
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9.2. NATs, Firewalls and Proxy servers

NATs (Network Address Translator), firewalls, and proxy servers are a
reality in today’s Internet. These devices present a number of
chal | enges to device access nethods bei ng devel oped for iSCSI. For
exanpl e, specifying a URL syntax for i SCSI resource connection all ows
an initiator to address an i SCSI target device both directly and
through an i SCSI proxy server or NAT. iSCSI SHOULD al | ow depl oynent
where functional and optim zing m ddl e-boxes such as firewalls, proxy
servers and NATs are present.

The i SCSI protocol’s use of | P addressing and TCP port nunbers MJST
be firewall friendly. This neans that all connection requests should
normal |y be addressed to a specific, well-known TCP port. That way,
firewalls can filter based on source and destination |IP addresses,
and destination (target) port number. Additional TCP connections
woul d require different source port nunbers (for uni queness), but
could be opened after a security dial ogue on the control channel

It’s inportant that i SCSI operate through a firewall to provide a
possi bl e means of defendi ng agai nst Denial of Service (DoS) assaults
fromless-trusted areas of the network. It is assunmed that a
firewall will have nmuch greater processing power for dism ssing bogus
connection requests than end nodes.

9.3. Congestion Control and Transport Sel ection

10.

The i SCSI protocol MJST be a good network citizen with proven
congestion control (as defined in [RFC2914]). In addition, iSCS

i mpl enentati ons MJUST NOT use nultiple connections as a neans to avoid
transport-layer congestion control

Definitions

Certain definitions are offered here, with references to the origina
docunent where applicable, in order to clarify the discussion of
requirements. Definitions without references are the work of the
aut hors and reviewers of this document.

Logical Unit (LU): A target-resident entity that inplenents a device
nodel and executes SCSI conmands sent by an application client [SAM
2, sec. 3.1.50, p. 7].

Logi cal Unit Number (LUN): A 64-bit identifier for a |ogical unit
[SAM 2, sec. 3.1.52, p. 7].
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11.

SCSI Device: A device that is connected to a service delivery
subsystem and supports a SCSI application protocol [SAM 2, sec.
3.1.78, p. 9].

Service Delivery Port (SDP): A device-resident interface used by the
application client, device server, or task manager to enter and

retrieve requests and responses fromthe service delivery subsystem
Synonymous with port (SAM2 sec. 3.1.61) [SAM 2, sec. 3.1.89, p. 9].

Target: A SCSI device that receives a SCSI command and directs it to
one or nore logical units for execution [ SAM2 sec. 3.1.97, p. 10].

Task: An object within the logical unit representing the work
associated with a conmand or a group of |inked comrands [ SAM 2, sec.
3.1.98, p. 10].

Transaction: A cooperative interaction between two objects, involving
the exchange of information or the execution of sone service by one
obj ect on behal f of the other [ SAM2, sec. 3.1.109, p. 10].
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