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Abstract

This meno defines a transport napping for

using the Sinple Network

Managenent Protocol (SNWMP) over TCP. The transport nappi ng can be

used with any version of SNWP.

mappi ngs defined in STD 62, RFC 3417.
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1. Introduction

This menmo defines a transport napping for using the Sinple Network
Management Protocol (SNWP) [1] over TCP [2]. The transport napping
can be used with any version of SNMP. This docunment extends the
transport mappi ngs defined in STD 62, RFC 3417 [3].

The SNWVP over TCP transport mapping is an optional transport mapping.
SNMP protocol engines that inplement the SNVP over TCP transport
mappi ng MJUST al so i mpl enent the SNWMP over UDP transport mapping as
defined in STD 62, RFC 3417 [3].

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in BCP 14, RFC 2119 [4].

2. SNWP over TCP

SNVP over TCP is an optional transport mapping. It is primarily
defined to support nore efficient bulk transfer nmechanisns within the
SNWP framework [5].

The originator of a request-response transacti on chooses the
transport protocol for the entire transaction. The transport
protocol MJST NOT change during a transaction

In general, originators of request/response transactions are free to
use the transport they assume is the best in a given situation.
However, since TCP has a larger footprint on resource usage than UDP
engi nes using SNVWP over TCP nay choose to switch back to UDP by
refusi ng new TCP connecti ons whenever necessary (e.g. too many open
TCP connecti ons).

VWen selecting the transport, it is useful to consider how SNWP
interacts with TCP acknow edgnments and tiners. |n particular

i nfrequent SNWVP interactions over TCP may lead to additional IP
packets carrying acknow edgnents for SNVP responses if there is no
chance to piggyback them Furthernore, it is recommended to
configure SNVP retransmi ssion timers to fire |later when using SNWVP
over TCP to avoid application specific tineouts before the TCP tiners
have expired

2.1 Serialization
Each instance of a nessage is serialized into a single BER-encoded

nmessage, using the algorithmspecified in Section 8 of STD 62, RFC
3417 [3]. The BER-encoded nessage is then sent over a TCP
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connection. An SNWMP engine MUST NOT interleave SNVP nessages within
the TCP byte stream

Al the bytes of one SNWP nessage nust be sent before any bytes of a
di fferent SNVP nessage.

It is possible to exchange nmultiple SNMP request/response pairs over
a single (persistent) TCP connection. TCP connections are by default
full-duplex and data can travel in both directions at different
speeds. It is therefore possible to send multiple SNVP nessages to a
renote SNMP engi ne before receiving responses fromthe sane SNWP
engine. Note that an SNVWP engine is not required to return responses
in the same order as it received the requests.

It is possible that the underlying TCP i npl ementation delivers byte
sequences that do not align with SNMP nessage boundaries. A

recei ving SNVP engi ne MJUST therefore use the length field in the

BER- encoded SNMP nessage to separate multiple requests sent over a
single TCP connection (framng). An SNVWP engi ne which | ooses fram ng
(for example due to ASN. 1 parse errors) SHOULD cl ose the TCP
connection. The connection initiator will then be responsible for
establ i shing a new TCP connecti on.

2.2 Wl | -Known Val ues

It is RECOWENDED that administrators configure their SNVP entities
cont ai ni ng conmmand responders to listen on TCP port 161 for incom ng
connections. It is also RECOMVENDED that SNMP entities containing
notification receivers be configured to listen on TCP port 162 for
connection requests.

SNVP over TCP transport addresses are identified by using the generic
TCP transport domain and address definitions provided by RFC 3419
[6], which cover TCP over |Pv4 and | Pvé6.

When an SNVWP entity uses the TCP transport mapping, it MJST be
capabl e of accepting and generating nessages that are at | east 8192
octets in size. |Inplenentation of |arger values is encouraged
whenever possi bl e.

2.3 Connection Managenent
The use of TCP connections introduces costs [7]. Connection
est abl i shnent and teardown cause additional network traffic.

Furthernore, maintaining open connections binds resources in the
network | ayer of the underlying operating system
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SNVMP over TCP is intended to be used when the size of the transferred
data is large since TCP offers flow control and efficient
segnentation. The transport of |arge amounts of managenent data via
SNVP over UDP requires many request/response interactions with
smal | -si zed SNVP over UDP nessages, which causes | atency to increase
excessi vel y.

TCP connections are established on behalf of the SNMP applications
which initiate a transaction. |In particular, conmand generator
applications are responsible for opening TCP connections to conmmand
responder applications and notification originator applications are
responsi ble for initiating TCP connections to notification receiver
applications, which are selected as described in Section 3 of STD 62,
RFC 3413 [8]. |If the TCP connection cannot be established, then the
transaction is aborted and reported to the application as a tinmeout
error condition. Alternative connection establishment procedures are
di scussed in Appendi x A but are not part of this specification

Al SNWP entities (whether in an agent role or nanager role) can

cl ose TCP connections at any point in tinme. This ensures that SNW
entities can control their resource usage and shut down TCP
connections that are not used. Note that SNWMP engi nes are not
required to process SNWP nessages if the incomng half of the TCP
connection is closed while the outgoing half remains open

The processing of any outstandi ng SNMP requests when both sides of
the TCP connection have been closed is inplenentati on dependent. The
sendi ng SNMP entity SHOULD therefore not make assunpti ons about the
processi ng of outstanding SNVP requests once a TCP connection is
closed. A tinmeout error condition SHOULD be signaled for confirned
operations if the TCP connection is closed before a response has been
received.

2.4 Reliable Transport versus Confirned Operations

The transport of SNMP nessages over TCP results in a reliable
exchange of SNWP nessages between SNMP engines. |In particular, TCP
guarantees (in the absence of security attacks) that the delivered
data is not damaged, |ost, duplicated, or delivered out of order [2].

The SNVP prot ocol has been designed to support confirned as well as
unconfirmed operations [9]. The informrequest protocol operation is
an exanple for a confirmed operation while the snnpV2-trap operation
is an exanmple for an unconfirmed operation
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There is an inmportant difference between an unconfirmed protoco
operation sent over a reliable transport and a confirmed protoco
operation. A reliable transport such as TCP only guarantees that
delivered data is not damaged, |ost, duplicated, or delivered out of
order. It does not guarantee that the delivered data was actually
processed in any way by the application process. Furthernore, even a
reliable transport such as TCP cannot guarantee that data sent to a
renote systemis eventually delivered on the renpte system Even a
graceful close of the TCP connection does not guarantee that the
recei ving TCP engi ne has actually delivered all the data to an
application process.

Wth a confirned SNVP operation, the receiving SNVWP engi ne

acknow edges that the data was actually received. Depending on the
SNMP protocol operation, a confirmation may indicate that further
processi ng was done. For exanple, the response to an informrequest
protocol operation indicates to the notification originator that the
notification passed the transport, the security nodel and that it was
queued for delivery to the notification receiver application
Simlarly, the response to a set-request indicates that the data
passed the transport, the security nodel and that the wite request
was actually processed by the conmand responder

Areliable transport is thus only a poor approxi mation for confirnmed
operations. Applications that need confirnmation of delivery or
processi ng are encouraged to use the confirmed operations, such as
the i nformrequest, rather than using unconfirmed operations, such as
snmpV2-trap, over a reliable transport.

3. Security Considerations

It is RECOWENDED that inplementors consider the security features as
provi ded by the SNMPv3 framework in order to provide SNWP security.
Specifically, the use of the User-based Security Mdel STD 62, RFC
3414 [10] and the Vi ew based Access Control Mdel STD 62, RFC 3415
[11] is RECOMVENDED

It is then a custoner/user responsibility to ensure that the SNWP
entity giving access to a MB is properly configured to give access
to the objects only to those principals (users) that have legitimte
rights to indeed GET or SET (change) them

The SNMP over TCP transport mappi ng does not have any inmpact on the
security nechani sns provided by SNWPv3. However, SNWP over TCP may
i ntroduce new vulnerabilities to denial of service attacks (such as
TCP syn flooding) that do not exist in this formin other transport
mappi ngs.
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Appendi x A. Connection Establishnment Alternatives

This meno defines a sinple connection establishnment schene where the
notification originator or comrand generator application is
responsi bl e for establishing TCP connections to notification receiver
or command responder applications. The purpose of this sectionis to
document variations or alternatives of this scheme which have been

di scussed during the devel opnent of this specification. The

di scussi on bel ow focuses on notification originator applications
since this is case where people seemto have diverging viewpoints.
The di scussi on bel ow al so assunes that the reader is famliar with
the SNWPv3 notification forwardi ng nodel as defined in STD 62, RFC
3413 [8].

The vari ations that have been di scussed are basically driven by the

i dea of providing fallback mechani snms in cases where TCP connection
establishnent fromthe notification originator to the notification
receiver fails. The approach specified in this nmeno sinply drops
notifications if the TCP connection cannot be established. This
inmplies that notification originators which need reliable
notification delivery rmust inplement a local notification log in
order to keep a history of notifications that could not be delivered.

Anot her option is to deliver notifications via UDP in case TCP
connection establishnent fails. This mght require augnenting the
snnpTarget Tabl e with col ums that provide information about the

alternate UDP transport donmain and address. |In general, this
approach only helps to deliver notifications in cases where the
notification receiver is unable to accept nore TCP connections. In

other fault scenarios (e.g. routing problens in the network), the UDP
packet woul d have no or only marginally better chances to reach the
notification receiver. This inplies that notification originators
whi ch need reliable notification delivery still need to inplement a

| ocal notification log in order to keep a history of notifications in
case the UDP packets do not reach the destination

A generalization of this approach leads to the idea of a sparse
augnent ati on of the snnpTarget Tabl e which lists alternate fall back
transport endpoints of arbitrary transport domains. Miltiple

fall backs may be possible by using a tag |list approach. This

provi des a generic transport independent fallback nmechani smwhich is
i ndependent of the TCP transport mapping defined in this neno.
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Anot her alternative is to nake the notification originator
responsi ble for retrying connection establishment. This could be
acconpl i shed by augrenting the snnpTarget Tabl e with additiona

colums that specify retry counts and timeouts or by adapting the

exi sting snnpTar get Addr Ti neout and snnpTar get Addr Ret r yCount col umms
in the snnmpTarget Table. But even this approach requires a |oca
notification log in order to handl e situations where all retries have
fail ed.

A fundanental ly different approach is to make the notification

recei ver responsible for establishing the TCP connection to the
notification originator. This approach has the advantage that the
notification originator does not necessarily need a |ist of
pre-configured notification receiver transport addresses. The
current notification forwarding nodel however relies on the
snnmpTarget Table to identify notification targets. So the question
cones up whether (a) new entries are added to the snnpTarget Tabl e
when a connection is established or whether (b) connections are only
accepted if they match pre-configured snnpTarget Table entries. Note
that the target selection logic relies on a tag |ist which can not be
reasonably popul ated when a connection is accepted. So only option
(b) seens to be compliant with the current notification forwarding
logic. Another issue to consider is the vulnerability to denial of
service attacks. A notification originator can be easily attacked by
syn-flooding attacks if it |listens for inconm ng TCP connecti ons.
Finally, in order to let notification originator and notification
recei ver applications coexist easily on a single system it would be
necessary to assign new default port nunbers on which notification
originators listen for incom ng TCP connecti ons.
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Ful | Copyright Statenent
Copyright (C The Internet Society (2002). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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