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Abstract

Thi s docunent presents an object-oriented information nodel for
representing Quality of Service (QS) network managenent poli cies.
Thi s docunent is based on the IETF Policy Core Information Mdel and
its extensions. It defines an information nodel for QS enforcenent
for differentiated and integrated services using policy. It is
important to note that this docunent defines an information nodel,

which by definition is independent of any particul ar data storage
nmechani sm and access protocol
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1

1

| ntroducti on

The QoS Policy Information Model (QPIM establishes a standard
framewor k and constructs for specifying and representing policies
that adm ni ster, manage, and control access to network QoS resources.

Such policies will be referred to as "QS policies" in this docunent.
The framework consists of a set of classes and relationships that are
organi zed in an object-oriented information nmodel. It is agnostic of

any specific Policy Decision Point (PDP) or Policy Enforcenment Point
(PEP) (see [TERMVS] for definitions) inplenentation, and independent
of any particular QoS inplenmentati on mechani sm

QPIMis designed to represent QoS policy infornmation for |arge-scale
policy domains (the term"policy donmain" is defined in [TERMS]). A
primary goal of this information nodel is to assist human

adm nistrators in their definition of policies to control QS
resources (as opposed to individual network el enent configuration).
The process of creating QPI M data instances is fed by business rules,
net wor k t opol ogy and QoS net hodol ogy (e.g., Differentiated Services).

Thi s docunent is based on the IETF Policy Core Information Mddel and
its extensions as specified by [PCIM and [PCI Me]. QPIM builds upon
these two docunents to define an information nodel for QS
enforcenent for differentiated and integrated services ([D FFSERV]
and [ I NTSERV], respectively) using policy. It is inportant to note
that this document defines an information nodel, which by definition
i s i ndependent of any particul ar data storage mechani sm and access
protocol. This enables various data nmodels (e.g., directory
schemata, rel ational database schemata, and SNMP M Bs) to be desi gned
and i npl enented according to a single uniform nodel.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ KEYWORDS] .

1. The Process of QS Policy Definition

This section describes the process of using QPIMfor the definition
QS policy for a policy domain. Figure 1 illustrates information
fl ow and not the actual procedure, which has several |oops and

f eedback not depicted.

Snir, et al. St andards Track [ Page 5]
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Figure 1: The QoS definition information flow

The process of QoS policy definition is dependent on three types of

i nformati on:

the particular type of QS nethodol ogy used (e.g.

the topol ogy of the network devi ces under nmanagenent,

DiffServ) and the

busi ness rul es and requirenents for specifying service(s) [ TERVS]

delivered by the network.
out side the scope of QPIM  However,
known and understood for correctly specifying the QS policy.

Typi cal ly,

the process of QoS policy definition relies on a

Bot h topol ogy and business rules are
i nportant facets of both nust be

net hodol ogy based on one or nore QoS net hodol ogi es. For exanple, the
Di ff Serv met hodol ogy may be enployed in the QS policy definition
process.

The topol ogy of the network consists of an inventory of the network
el ements that make up the network and the set of paths that traffic
may take through the network. For exanple, a network adm nistrator
may decide to use the DiffServ architectural nodel [D FFSERV] and
classify network devices using the roles "boundary" and "core" (see
[TERVS] for a definition of role, and [PCIM for an expl anation of

Snir,

et al.
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how they are used in the policy framework). Wile this is not a
conpl ete topol ogi cal view of the network, many tinmes it may suffice
for the purpose of QS policy definition.

Busi ness rules are informal sets of requirements for specifying the
behavi or of various types of traffic that may traverse the network.
For exanple, the admi nistrator nay be instructed to inplenent policy
such that VolP traffic manifests behavior that is simlar to | egacy
voice traffic over tel ephone networks. Note that this business rule
(indirectly) prescribes specific behavior for this traffic type

(Vol P), for exanple in terms of mnimal delay, jitter and | oss.

Q her traffic types, such as WEB buyi ng transactions, system backup
traffic, video streaming, etc., will express their traffic
conditioning requirenents in different terns. Again, this
information is required not by QPIMitself, but by the overall policy
management systemthat uses QPIM QPIMis used to help map the
business rules into a formthat defines the requirenents for
conditioning different types of traffic in the network.

The topol ogy, QoS net hodol ogy, and busi ness rul es are necessary
prerequisites for defining traffic conditioning. QPIMenables a set
of tools for specifying traffic conditioning policy in a standard
manner. Using a standard QoS policy information nodel such as QPI M

i s needed al so because different devices can have markedly different
capabilities. Even the sanme nodel of equipnent can have different
functionality if the network operating systemand software running in
those devices is different. Therefore, a neans is required to
specify functionality in a standard way that is independent of the
capabilities of different vendors’ devices. This is the role of

PIM

In a typical scenario, the administrator would first determ ne the
rol e(s) that each interface of each network el enent plays in the
overall network topol ogy. These roles define the functions supplied
by a given network el ement independent of vendor and device type.
The [PCIM and [PCl Me] docunents define the concept of a role. Roles
can be used to identify what parts of the network need which type of
traffic conditioning. For exanple, network interface cards that are
categorized as "core" interfaces can be assigned the role name
"core-interface". This enables the adm nistrator to design policies
to configure all interfaces having the role "core-interface"

i ndependent of the actual physical devices thenselves. QPIM uses
roles to help the admi nistrator map a given set of devices or
interfaces to a given set of policy constructs.

Snir, et al. St andards Track [ Page 7]
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The policy constructs define the functionality required to perform
the desired traffic conditioning for particular traffic type(s). The
functions thensel ves depend on the particular type of networking
technol ogi es chosen. For exanple, the DiffServ nethodol ogy
encourages us to aggregate simlar types of traffic by assigning to
each traffic class a particular per-hop forwardi ng behavior on each
node. RSVP enabl es bandwi dth to be reserved. These two

net hodol ogi es can be used separately or in conjunction, as defined by
the appropriate business policy. QPIMprovides specific classes to
enable DiffServ and RSVP conditioning to be nodel ed.

The QPIMclass definitions are used to create instances of various
policy constructs such as QoS actions and conditions that may be

hi erarchically organized in rules and groups (PolicyG oup and
PolicyRule as defined in [PCIM and [PCIMe]). Exanples of policy
actions are rate limting, jitter control and bandw dth allocation.
Policy conditions are constructs that can select traffic according to
a conpl ex Bool ean expression

A hierarchical organization was chosen for two reasons. First, it
best reflects the way humans tend to think about conplex policy.
Second, it enables policy to be easily mapped onto admnistrative
organi zations, as the hierarchical organization of policy mrrors
nost admi nistrative organizations. It is inmportant to note that the
policy definition process described here is done independent of any
specific device capabilities and configuration options. The policy
definition is conpletely independent fromthe details of the

i mpl enentati on and the configuration interface of individual network
el ements, as well as of the nechanisns that a network el ement can use
to condition traffic.

1.2. Design Goals and Their Ranifications

This section explains the QPI M design goals and how these goal s are
addressed in this docunment. This section also describes the

ram fications of the design goals and the design decisions made in
devel opi ng QPI M

1.2.1. Policy-Definition Oriented

The primary design goal of QPIMis to nodel policies controlling QS
behavior in a way that as closely as possible reflects the way humans
tend to think about policy. Therefore, QI Mis designed to address
the needs of policy definition and managenent, and not devi ce/ network
configurati on.

Snir, et al. St andards Track [ Page 8]



RFC 3644 Policy QoS Information Mdel Noverber 2003

There are several ramfications of this design goal. First, QPIM
uses rules to define policies, based on [PCIM and [PCIMe]. Second
QPI M uses hierarchi cal organi zations of policies and policy

i nformati on extensively. Third, QPI M does not force the policy
witer to specify all inplementation details; rather, it assumes that
configuration agents (PDPs) interpret the policies and match themto
suit the needs of device-specific configurations.

1.2.1.1. Rule-based Mdeling

Policy is best described using rul e-based nodeling as expl ai ned and

described in [PCIM and [PCIMe]. A QS policy rule is structured as
a condition clause and an action clause. The senmantics are sinple:

if the condition clause evaluates to TRUE, then a set of QoS actions
(specified in the action clause) can be executed. For exanple, the
rul e:

"WEB traffic should receive at | east 50% of the avail abl e
bandwi dt h resources or nore, when nore is avail abl e"

can be fornmmlized as:
"<If protocol == HITTP> then <m ni num BW = 50%"

where the first angle bracketed clause is a traffic condition and the
second angl e bracketed clause is a QS action

Thi s approach differs fromdata path nodeling that describes the
mechani sns that operates on the packet flows to achieve the desired
ef fect.

Note that the approach taken in QPIMspecifically did NOT subcl ass
the PolicyRule class. Rather, it uses the SinplePolicyCondition
ConpoundPol i cyCondi ti on, SinplePolicyAction, and ConpoundPol i cyAction
cl asses defined in [PCIM], as well as defining subclasses of the
followi ng classes: Policy, PolicyAction, SinplePolicyAction
PolicylnplicitVariable, and PolicyValue. Subclassing the PolicyRule
class woul d have nade it nore difficult to conbine actions and

condi tions defined within different functional domains [PCIM] within
the sane rul es.

1.2.1.2. Oganize Information Hi erarchically
The organi zation of the information represented by QPIMis designed
to be hierarchical. To do this, QPIMutilizes the PolicySet Conponent

aggregation [PCIMe] to provide an arbitrarily nested organi zati on of
policy information. A policy group functions as a container of

Snir, et al. St andards Track [ Page 9]



RFC 3644 Policy QoS Information Mdel Noverber 2003

policy rules and/or policy groups. A policy rule can also contain
policy rules and/or groups, enabling a rule/sub-rule relationship to
be realized

The hierarchical design decision is based on the realization that it
is natural for humans to organize policy rules in groups. Breaking
down a conplex policy into a set of sinple rules is a process that
follows the way people tend to think and anal yze systems. The
conplexity of the abstract, business-oriented policy is sinplified
and nmade into a hierarchy of sinple rules and grouping of sinmple

rul es.

The hierarchical infornation organization helps to sinplify the
definition and readability of data instances based on QPIM

Hi erarchies can also serve to carry additional semantics for QS
actions in a given context. An exanple, detailed in section 2.3,
denonstrates how hi erarchical bandw dth all ocation policies can be
specified in an intuitive form w thout the need to specify conpl ex
schedul er structures.

1.2.1.3. GCoal-Oiented Policy Definition

QPIMfacilitates goal -oriented QoS policy definition. This means
that the process of defining QS policy is focused on the desired
ef fect of policies, as opposed to the neans of inplenenting the
policy on network el ements.

QPIMis intended to define a mninal specification of desired network
behavior. It is the role of device-specific configuration agents to
interpret policy expressed in a standard way and fill in the
necessary configuration details that are required for their
particul ar application. The benefit of using QPIMis that it

provi des a conmon |ingua franca that each of the device- and/or
vendor -speci fic configuration agents can use. This helps ensure a
conmon interpretation of the general policy as well as aid the

adm nistrator in specifying a cormon policy to be inplenented across
di fferent devices. This is anal ogous to the fundanental object-
oriented paradi gm of separating specification frominplenentation
Using QPIM traffic conditioning can be specified in a general manner
that can help different inplenentations satisfy a conmon goal

For exanple, a valid policy may include only a single rule that

speci fies that bandw dth should be reserved for a given set of
traffic flows. The rule does not need to include any of the various
other details that may be needed for inplenenting a schedul er that
supports this bandwi dth allocation (e.g., the queue length required).
It is assumed that a PDP or the PEPs would fill in these details
using (for exanple) their default queue length settings. The policy

Snir, et al. St andards Track [ Page 10]
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witer need only specify the nmain goal of the policy, making sure
that the preferred application receives enough bandwi dth to operate
adequatel y.

1.2.2. Policy Domain Mde

An inportant design goal of QPIMis to provide a neans for defining
policies that span nunerous devices. This goal differentiates QP M
from devi ce-1level information nodels, which are designed for nodeling
policy that controls a single device, its nechani sns and
capabilities.

Thi s design goal has several ranmifications. First, roles [PCIM are
used to define policies across nultiple devices. Second, the use of
abstract policies frees the policy definition process fromhaving to
deal with individual device peculiarities, and |l eaves interpretation
and configuration to be nodel ed by PDPs or other configuration
agents. Third, QPIMallows extensive reuse of all policy building

bl ocks in nmultiple rules used within different devices.

1.2.2.1. Mdel QS Policy in a Device- and Vendor-| ndependent Manner

QPI M nmodel s QoS policy in a way designed to be independent of any
particul ar device or vendor. This enables networks nade up of

di fferent devices that have different capabilities to be managed and
controll ed using a single standard set of policies. Using such a
single set of policies is inportant because otherw se, the policy
will itself reflect the differences between different device

i mpl enent ati ons.

1.2.2.2. Use Roles for Mapping Policy to Network Devices

The use of roles enables a policy definition to be targeted to the
network function of a network element, rather than to the element’s
type and capabilities. The use of roles for mapping policy to
network el ements provides an efficient and sinple nmethod for conpact
and abstract policy definition. A given abstract policy may be
mapped to a group of network el ements without the need to specify
configuration for each of those el enents based on the capabilities of
any one individual elenent.

The policy definition is designed to allow aggregating nmultiple
devices within the sane role, if desired. For example, if two core
network interfaces operate at different rates, one does not have to
define two separate policy rules to express the very sanme abstract
policy (e.g., allocating 30%of the interface bandwidth to a given

Snir, et al. St andards Track [ Page 11]
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preferred set of flows). The use of hierarchical context and
relative QoS actions in QPIM addresses this and other rel ated
pr obl ens.

1.2.2.3. Reusability

Reusabl e obj ects, as defined by [PCIM and [PCIMe], are the neans for
sharing policy building blocks, thus allowi ng central nanagenent of
gl obal concepts. QPIMprovides the ability to reuse all policy
bui I di ng bl ocks: variabl es and val ues, conditions and acti ons,
traffic profiles, and policy groups and policy rules. This provides
the required flexibility to manage | arge sets of policy rules over

| arge policy donains.

For exanple, the follow ng rule makes use of centrally defined
obj ects being reused (referenced):

I f <Destinati onAddress == Fi nanceSubNet > t hen <DSCP =
M ssionCritical >

In this rule, the condition refers to an object naned Fi nanceSubNet,
which is a value (or possibly a set of values) defined and mai ntai ned
in a reusabl e objects container. The QoS action nakes use of a val ue
nanmed M ssionCritical, which is also a reusable object. The

advant age of specifying a policy in this way is its inherent
flexibility. Gven the above policy, whenever business needs require
a change in the subnet definition for the organization, all that’s
required is to change the reusabl e val ue Fi nanceSubNet centrally.

Al referencing rules are imedi ately affected, without the need to
nodi fy themindividually. Wthout this capability, the repository
that is used to store the rules would have to be searched for al
rules that refer to the finance subnet, and then each matching rule’'s
condi tion would have to be individually updated. This is not only
much | ess efficient, but also is nore prone to error

For a conplete description of reusable objects, refer to [PCM and
[ PCI Me] .

1.2.3. Enforceable Policy

Policy defined by QPI M should be enforceable. This neans that a PDP
can use QPIMs policy definition in order to make the necessary

deci sions and enforce the required policy rules. For exanple, RSVP
admi ssi on deci sions shoul d be nade based on the policy definitions
specified by QPIM A PDP should be able to map QPI M policy
definitions into PEP configurations, using either standard or
proprietary protocols.

Snir, et al. St andards Track [ Page 12]
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QPIMis designed to be agnostic of any particul ar, vendor-dependent
technol ogy. However, QPIMs constructs SHOULD al ways be interpreted
so that policy-conpliant behavior can be enforced on the network
under managenment. Therefore, there are three fundanenta

requi rements that QPI M nust satisfy:

1. Policy specified by QPI M nust be able to be mapped to actua
network el enments.

2. Policy specified by Q°l M nust be able to control QoS network
functions wi thout making reference to a specific type of device or
vendor .

3. Policy specified by QPI M nust be able to be translated into
networ k el enent configuration

QPI M satisfies requirenents #1 and #2 above by using the concept of

roles (specifically, the PolicyRoles property, defined in PCCM. By
mat ching rol es assigned to policy groups and to network el ements, a

PDP (or other enforcenent agent) can determ ne what policy should be
applied to a given device or devices.

The use of roles in mapping policy to network el ements supports node
scalability. QPIMpolicy can be mapped to | arge-scal e policy donains
by assigning a single role to a group of network el enents. This can
be done even when the policy donmain contains heterogeneous devices.
So, a snmall set of policies can be deployed to | arge networks wi thout
having to re-specify the policy for each device separately. This
QPI M property is inmportant for QoS policy managenent applications
that strive to ease the task of policy definition for large policy
donai ns.

Requi rement #2 is also satisfied by naking QPI M domai n-oriented (see
[TERVS] for a definition of "domain"). |In other words, the target of
the policy is a domain, as opposed to a specific device or interface.

Requirenent #3 is satisfied by nbdeling QS conditions and actions
that are conmonly configured on various devices. However, QPIMis
extensible to all ow nodeling of actions that are not included in

PIM

It is inmportant to note that different PEPs will have different
capabilities and functions, which necessitate different individua
configurations even if the different PEPs are controlled by the sane

policy.
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1.2.4. QI M Covers Both Signaled And Provisioned QS

The two predom nant standards-based QS net hodol ogi es devel oped so
far are Differentiated Services (DiffServ) and Integrated Services
(IntServ). The DiffServ provides a way to enforce policies that
apply to a large nunber of devices in a scalable nanner. QPIM
provi des actions and conditions that control the classification
pol i ci ng and shaping done within the differentiated service donain
boundari es, as well as actions that control the per-hop behavi or
within the core of the DiffServ network. QPIM does not nmandate the
use of DiffServ as a policy nethodol ogy.

Integrated services, together with its signaling protocol (RSVP)
provides a way for end nodes (and edge nodes) to request QS fromthe
network. QPI M provides actions that control the reservation of such
requests within the network.

As bot h net hodol ogi es continue to evolve, QPIMdoes not attenpt to
provide full coverage of all possible scenarios. Instead, QPIM ains
to provide policy control nodeling for all mmjor scenarios. QIMis
designed to be extensible to allow for incorporation of control over
new y devel oped QoS mechani sis.

1.2.5. Interoperability for PDPs and Managenent Applications

Anot her design goal of QPIMis to facilitate interoperability anong
policy systems such as PDPs and policy nanagenment applications. QPIM
acconplishes this interoperability goal by standardi zing the
representation of policy. Producers and consumers of QoS policy need
only rely on QPlI Mbased schemata (and resulting data nodels) to
ensure nutual understanding and agreenent on the senmantics of QS

policy.

For exanpl e, suppose that a QoS policy nanagenment application, built
by vendor A wites its policies based on the LDAP schema that maps
fromQIMto a directory inplenentation using LDAP. Now assune that
a separately built PDP fromvendor B also relies on this sane LDAP
schema derived from Q1M Even though these are two vendors with two
di fferent PDPs, each may read the schenma of the other and
"understand" it. This is because both the managenent application and
the PDP were architected to comply with the QPI M specification. The
sanme is true with two policy managenent applications. For exanple,
vendor B's policy application may run a validation tool that conputes
whet her there are conflicts within rules specified by the other
vendor’s policy nmanagenment application
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Interoperability of QPIM producers/consuners is by definition at a
hi gh | evel, and does not guarantee that the same policy will result
in the same PEP configuration. First, different PEPs will have

di fferent capabilities and functions, which necessitate different

i ndi vidual configurations even if the different PEPs are controlled
by the same policy. Second, different PDPs will also have different
capabilities and functions, and may choose to translate the high-
level QPIMpolicy differently depending on the functionality of the
PDP, as well as on the capabilities of the PEPs that are being
controlled by the PDP. However, the different configurations should
still result in the sane network behavior as that specified by the
policy rules.

1.3. Modeling Abstract QS Policies

This section provides a discussion of QoS policy abstraction and the
way QPI M addresses this issue.

As described above, the nain goal of the QPIMis to create an

i nformati on nodel that can be used to help bridge part of the
conceptual gap between a human policy naker and a network el enent
that is configured to enforce the policy. Cearly this wi de gap
inmplies several translation levels, fromthe abstract to the
concrete. At the abstract end are the business QS policy rules.
Once the business rules are known, a network adm ni strator nust
interpret themas network QoS policy and represent this QS policy by
using QPI M constructs. QI Mfacilitates a formal representation of
QS rules, thus providing the first concretization level: formally
representing humanly expressed QoS policy.

When a human busi ness executive defines network policy, it is usually
done using informal business terms and | anguage. For exanple, a
human may utter a policy staterment that reads:

"human resources applications should have better QoS than sinmple
web applications”

This mght be translated to a slightly nore sophisticated form such
as:

"traffic generated by our human resources applications should have
a higher probability of comrunicating with its destinations than
traffic generated by people browsing the WEB using non-nission-
critical applications"

VWile this statenent clearly defines QS policy at the business

level, it isn't specific enough to be enforceable by network
el ements. Translation to "network terns and | anguage" is required.
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On the other end of the scale, a network el enment functioning as a
PEP, such as a router, can be configured with specific commands t hat
determ ne the operational paraneters of its inner working QS

mechani sns. For exanple, the (imaginary) command "out put-queue-depth
= 100" may be an instruction to a network interface card of a router
to allow up to 100 packets to be stored before subsequent packets are
di scarded (not forwarded). On a different device within the sane
network, the sane instruction may take another form because a
different vendor built that device or it has a different set of
functions, and hence inplenentation, even though it is fromthe sane
vendor. In addition, a particular PEP may not have the ability to
create queues that are longer than, say, 50 packets, which may result
inadifferent instruction inplenenting the sane QS policy.

The first exanple illustrates 'abstract policy’, while the second
illustrates 'concrete configuration’ . Furthernmore, the first exanple
illustrates end-to-end policy, which covers the conditioning of
application traffic throughout the network. The second exanple
illustrates configuration for a particular PEP or a set thereof.
Wil e an end-to-end policy statenent can only be enforced by
configuration of PEPs in various parts of the network, the

i nformati on model of policy and that of the nechani sns that a PEP
uses to inplenent that policy are vastly different.

The transl ati on process from abstract business policy to concrete PEP
configuration is roughly expressed as foll ows:

1. Informal business QS policy is expressed by a human policy maker
(e.g., "All executives’ WEB requests should be prioritized ahead
of other enployees’ VEB requests")

2. A network adnministrator anal yzes the policy donmain’s topol ogy and
determ nes the roles of particular device interfaces. A role nmay
be assigned to a large group of elements, which will result in
mappi ng a particular policy to a |large group of device interfaces.

3. The network adm nistrator nodels the informal policy using QP M
constructs, thus creating a formal representation of the abstract
policy. For exanple, "If a packet’s protocol is HITP and its
destination is in the ' EXECUTI VES user group, then assign IPP 7
to the packet header”.

4. The network adninistrator assigns roles to the policy groups

created in the previous step matching the network el enents’ roles
assigned in step #2 above.
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5. A PDP translates the abstract policy constructs created in step #3
into device-specific configuration comrmands for all devices
effected by the new policy (i.e., devices that have interfaces
that are assigned a role matching the new policy constructs’
roles). In this process, the PDP consults the particul ar devices’
capabilities to determne the appropriate configurati on comands
i mpl enenting the policy.

6. For each PEP in the network, the PDP (or an agent of the PDP)
i ssues the appropriate device-specific instructions necessary to
enforce the policy.

QPIM PCIMand PCI Me are used in step #3 above.
1.4. Rule Hierarchy

Policy is described by a set of policy rules that may be grouped into
subsets [PCIMe]. Policy rules and policy groups can be nested within
other policy rules, providing a hierarchical policy definition

Nested rules are also called sub-rules, and we use both terms in this
docunent interchangeably. The aggregati on PolicySet Conponent
(defined in [PCIMe] is used to represent the nesting of a policy rule
or group in another policy rule.

The hierarchical policy rule definition enhances policy readability
and reusability. Wthin the QS policy information nodel, hierarchy
is used to nodel context or scope for the sub-rule actions. Wthin
QPIM bandwi dth all ocation policy actions and drop threshold actions
use this hierarchal context. First we provide a detail ed exanple of
the use of hierarchy in bandwi dth allocation policies. The

di fferences between flat and hierarchical policy representation are
di scussed. The use of hierarchy in drop threshold policies is
described in a foll owi ng subsection. Last but not |east, the
restrictions on the use of rule hierarchies within QPIM are

descri bed.

1.4.1. Use of Hi erarchy Wthin Bandwi dth Allocation Policies
Consi der the foll owi ng exanpl e where the informal policy reads:
On any interface on which these rules apply, guarantee at |east
30% of the interface bandwi dth to UDP flows, and at |east 40% of
the interface bandwi dth to TCP fl ows.
The QoS Policy information nodel follows the Policy Core information
nodel by using roles as a way to specify the set of interfaces on

which this policy applies. The policy does not assune that al
interfaces are run at the sane speed, or have any other property in
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conmon apart from being able to forward packets. Bandwidth is

al |l ocated between UDP and TCP flows using percentages of the

avail abl e interface bandw dth. Assume that we have an avail abl e
interface bandwi dth of 1 Mits/sec. Then this rule will guarantee
300Kbits/sec to UDP flows. However, if the interface bandw dth was
i nstead only 64kbits/sec, then this rule would correspondingly

guar antee 19. 2kb/ sec.

This policy is nmodeled within QPIMusing two policy rules of the
form

If (1P protocol is UDP) THEN (guarantee 30% of available BW (1)

If (1P protocol is TCP) THEN (guarantee 40% of avail able BW (2)
Assume that these two rules are grouped within a PolicySet [PC M]
carrying the appropriate role conmbination. A possible inplementation
of these rules within a PEP woul d be to use a Wi ght ed- Round- Robi n
schedul er with 3 queues. The first queue would be used for UDP
traffic, the second queue for TCP traffic and the third queue for the
rest of the traffic. The weights of the Wi ghted- Round- Robin
schedul er would be 30% for the first queue, 40%for the second queue
and 30% for the |ast queue.

The actions specifying the bandw dth guarantee inplicitly assune that
the bandwi dth resource being guaranteed is the bandw dth avail abl e at
the interface level. A PolicyRoleCollection is a class defined in

[ PCl Me] whose purpose is to identify the set of resources (in this
exanpl e, interfaces) that are assigned to a particular role. Thus,
the type of managed el enents aggregated within the

Pol i cyRol eCol | ection defines the bandw dth resource being controll ed.
In our exanple, interfaces are aggregated within the

Pol i cyRol eCol | ection. Therefore, the rules specify bandw dth
allocation to all interfaces that match a given role. Oher behavior
could be simlarly defined by changi ng what was aggregated wi thin the
Pol i cyRol eCol | ecti on.

Normal Iy, a full specification of the rules would require indicating
the direction of the traffic for which bandwi dth allocation is being
made. Using the direction variable defined in [PCIMe], the rules can
be specified in the followi ng form

If (direction is out)
If (1P protocol is UDP) THEN (guarantee 30% of avail able BW
If (1P protocol is TCP) THEN (guarantee 40% of avail able BW

where indentation is used to indicate rule nesting. To save space,
we omit the direction condition fromfurther discussion
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Rul e nesting provides the ability to further refine the scope of
bandwi dth al location within a given traffic class forwarded via these
interfaces. The exanple bel ow adds two nested rules to refine

bandwi dt h all ocation for UDP and TCP applications.

If (1P protocol is UDP) THEN (guarantee 30% of available BW (1)
If (protocol is TFTP) THEN (guarantee 10% of available BW (1a)
If (protocol is NFS) THEN (guarantee 40% of avail able BW (1b)

If (1P protocol is TCP) THEN (guarantee 40% of avail able BW (2)
If (protocol is HITP) THEN guarantee 20% of avail able BW (2a)
If (protocol is FTP) THEN (guarantee 30% of avail able BW (2b)

Subrul es l1a and 1b specify bandw dth all ocation for UDP applications.
The total bandwi dth resource being partitioned among UDP applications
is the bandwi dth available for the UDP traffic class (i.e., 30%, not
the total bandwi dth available at the interface |level. Furthernore,
TFTP and NFS are guaranteed to get at |east 10% and 40% of the total
avai | abl e bandwi dth for UDP, while other UDP applications aren’t
guaranteed to receive anything. Thus, TFTP and NFS are guaranteed to
get at least 3% and 12% of the total bandwidth. Sinilar logic
applies to the TCP applications.

The point of this section will be to show that a hierarchical policy
representation enables a finer level of granularity for bandw dth
allocation to be specified than is otherw se avail abl e using a non-

hi erarchical policy representation. To see this, let’s conpare this
set of rules with a non-hierarchical (flat) rule representation. In
the non-hi erarchical representation, the guaranteed bandw dth for
TFTP flows is cal cul ated by taking 10% of the bandw dth guaranteed to
UDP flows, resulting in 3% of the total interface bandwi dth

guar ant ee.

If (UDP AND TFTP) THEN (guarantee 3% of available BW (1la)

If (UDP AND NFS) THEN (guarantee 12% of avail able BW (1b)

If (other UDP APPs) THEN (guarantee 15% of avail able BW (1lc)

If (TCP AND HTTP) THEN guarantee 8% of avail able BW (2a)

If (TCP AND FTP) THEN (guarantee 12% of avail able BW (2b)

If (other TCP APPs) THEN (guarantee 20% of available BW (2c)
Are these two representations identical? No, bandwidth allocation is
not the sane. For exanple, within the hierarchical representation,
UDP applications are guaranteed 30% of the bandwi dth. Suppose a
single UDP flow of an application different fromNFS or TFTP is
running. This application would be guaranteed 30% of the interface
bandwi dth in the hierarchical representation but only 15% of the
interface bandwidth in the flat representation.
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A two stage schedul er is best nodel ed by a hierarchica
representati on whereas a flat representation may be realized by a
non- hi erarchi cal schedul er

A schematic hierarchical Wi ghted- Round- Robi n schedul er
i npl enentation that supports the hierarchical rule representation is
descri bed bel ow.

--UDP AND TFTP queue--10%
--UDP AND NFS queue--40% Schedul er-30% - +
--Q her UDP gueue- - 50% Al |

|
--TCP AND HTTP queue--20% |
--TCP AND FTP queue--30% Schedul er-40% - Schedul er--1nterface
--Qther TCP queue- - 50% A2 | B

|
------------ Non UDP/ TCP traffic-----30% -+

Schedul er Al extracts packets fromthe 3 UDP queues according to the
wei ght specified by the UDP sub-rule policy. Scheduler A2 extracts
packets fromthe 3 TCP queues specified by the TCP sub-rule policy.
The second stage schedul er B schedul es between UDP, TCP and all other
traffic according to the policy specified in the top nost rule |evel.

Anot her difference between the flat and hierarchical rule
representation is the actual division of bandwi dth above the ninina
bandwi dt h guarantee. Suppose two high rate streans are being
forwarded via this interface: an HITP stream and an NFS stream
Suppose that the rate of each flowis far beyond the capacity of the
interface. In the flat scheduler inplenentation, the ratio between
the weights is 8:12 (i.e., HITP:NFS), and therefore HTTP stream woul d
consume 40% of the bandwi dth while NFS woul d consunme 60% of the
bandwi dth. I n the hierarchical schedul er inplenentation the only
schedul er that has two queues filled is scheduler B, therefore the
rati o between the HITP (TCP) stream and the NFS (UDP) stream woul d be
30:40, and therefore the HTTP stream woul d consune approxi mately 42%
of the interface bandw dth while NFS woul d consunme 58% of the

i nterface bandwidth. |In both cases both HTTP and NFS streans got
nore than the mininmal guaranteed bandw dth, but the actual rates
forwarded via the interface differ.

The conclusion is that hierarchical policy representation provides
addi ti onal structure and context beyond the flat policy
representation. Furthernore, policies specifying bandw dth

al l ocation using rule hierarchies should be enforced using

hi erarchi cal schedul ers where the rule hierarchy level is mapped to
the hierarchical scheduler |evel.
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1.4.2. Use of Rule Hierarchy to Describe Drop Threshold Policies

Two mmj or resources govern the per hop behavior in each node. The
bandwi dt h al |l ocati on resource governs the forwardi ng behavi or of each
traffic class. A scheduler priority and weights are controlled by
the bandwi dth allocation policies, as well as the (mninmal) nunber of
gueues needed for traffic separation. A second resource, which is
not controlled by bandwi dth allocation policies, is the queuing

| ength and drop behavior. For this purpose, queue |ength and
threshol d policies are used.

Rul e hierarchy is used to describe the context on which threshol ds
act. The policy rule’'s condition describes the traffic class and the
rule’s actions describe the bandwi dth allocation, the forwarding
priority and the queue length. If the traffic class contains

di fferent drop precedence sub-classes that require different
thresholds within the sane queue, the sub-rules actions describe

t hese threshol ds.

Bel ow i s an exanpl e of the use of rule nesting for threshold contro
purposes. Let’s look at the follow ng rules:

If (protocol is FTP) THEN (guarantee 10% of avail abl e BW
(queue | ength equal s 40 packets)
(drop technique is random

if (src-ipis fromnet 2.x.x.x) THEN nmin threshold = 30%
max threshold = 70%
if (src-ipis fromnet 3.x.x.x) THEN min threshold = 40%
max threshold = 90%
if (all other) THEN min threshold = 20%

max threshold = 60%

The rul e describes the bandwi dth allocation, the queue |length and the
drop techni que assigned to FTP flows. The sub-rul es describe the
drop threshold priorities within those FTP flows. FTP packets
received fromall networks apart fromnetworks 2.x.x.x and 3.Xx.X.X
are randomy dropped when the queue threshold for FTP fl ows

accunul ates to 20% of the queue length. Once the queue fills to 60%
all these packets are dropped before queuing. The two other sub

rul es provide other thresholds for FTP packets com ng fromthe
specified two subnets. The Assured Forwardi ng per hop behavi or (AF)
i s another good exanple of the use of hierarchy to describe the
different drop preferences within a traffic class. This example is
provided in a later section
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1.4.3. Restrictions of the Use of H erarchy Wthin QPIM
Rul e nesting is used within QPI Mfor two inportant purposes:
1) Enhance clarity, readability and reusability.
2) Provide hierarchical context for actions.

The second point captures the ability to specify context for
bandwi dt h all ocation, as well as providing context for drop threshold
pol i ci es.

When is a hierarchy |evel supposed to specify the bandw dth

all ocation context, when is the hierarchy used for specifying the
drop threshol d context, and when is it used nmerely for clarity and
reusability? The answer depends entirely on the actions. Bandw dth
control actions within a sub-rule specify how the bandw dth all ocated
to the traffic class determned by the rule’s condition clause should
be further divided anong the sub-rules. Drop threshold actions
control the traffic class’s queue drop behavior for each of the sub-
rules. The bandwi dth control actions have an inplicit pointer
saying: the bandwi dth allocation is relative to the bandw dth
resources defined by the higher level rule. Drop threshold actions
have an inplicit pointer saying: the thresholds are taken fromthe
gueue resources defined by the higher level rule. her actions do
not have such an inplicit pointer, and for these actions hierarchy is
used only for reusability and readability purposes.

Each rul e that includes a bandw dth allocation action inplies that a
gueue should be allocated to the traffic class defined by the rule's
condition clause. Therefore, once a bandw dth allocation action
exists within the actions of a sub-rule, a threshold action within
this sub-rule cannot refer to thresholds of the parent rule s queue.
Instead, it nmust refer to the queue of the sub-rule itself.
Therefore, in order to have a clear and unanbi guous definition
refinement of threshol ds and refinenents of bandwi dth allocations

wi thin sub-rules should be avoided. |If both refinements are needed
for the same rule, threshold refinenments and bandw dth refinenents
rul es should each be aggregated to a separate group, and these groups
shoul d be aggregated under the policy rule, using the

Pol i cySet Conmponent aggr egati on.
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1

2.

5. Intended Audi ences

QPIMis intended for several audiences. The following lists sonme of

the i ntended audi ences and their respective uses:

1. Devel opers of QoS policy managenent applications can use this
nodel as an extensible franework for defining policies to contro
PEPs and PDPs in an interoperabl e manner

2. Devel opers of Policy Decision Point (PDP) systenms built to contro
resource all ocation signaled by RSVP requests.

3. Devel opers of Policy Decision Points (PDP) systens built to create
QoS configuration for PEPs.

4. Builders of |arge organization data and know edge bases who deci de
to conbine QoS policy information with other networking policy
i nformation, assuming all nodeling is based on [PCIM and [PCl Me] .

5. Authors of various standards may use constructs introduced in this
docunent to enhance their work. Authors of data nodels wishing to
map a storage specific technology to QPI M must use this docunent
as wel | .

Cl ass Hierarchies
1. Inheritance Hierarchy

QPIMs class and associ ation inheritance hierarchies are rooted in
[PCM and [PCIMe]. Figures 2 and 3 depict these QPIMinheritance
hi erarchies, while noting their relationships to [PCM and
[PCl Me] cl asses. Note that many other classes used to form QPI M
policies, such as SinplePolicyCondition, are defined in [PCIM and
[PCIMe]. Thus, the followi ng figures do NOT represent ALL necessary
cl asses and rel ationships for defining Q°I M policies. Rather, the
desi gner using QPI M should use appropriate classes and rel ati onshi ps
from[PCIM and [PCIMe] in conjunction with those defined bel ow.
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(continued fromthe previous page)
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Figure 2. The QPIM d ass Inheritance Hierarchy
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2.

3.

3.

2. Relationship Hi erarchy
Figure 3 shows the QPI M relationship hierarchy.

[unrooted] (abstract, PCIM
|

+- - - Dependency (abstract)

I +--- QoSPol i cyTrfcProfl nAdmi ssionAction (QPIM
I L--- QoSPol i cyConf ormAction (QPIM

I L--- QoSPol i cyExceedAction (QPIM

I L--- QoSPol i cyVi ol at eAction (QPIM

I L--— Pol i cyVari abl el nSi npl ePol i cyActi on

|

| |
| + QoSPol i cyRSVPVar i abl el nRSVPSI npl ePol i cyActi on

Figure 3. The QPI M Associ ation C ass |Inheritance H erarchy
QS Actions

This section describes the QoS actions that are nodeled by QPIM QS
actions are policy enforced network behaviors that are specified for
traffic selected by QS conditions. QS actions are nodel ed using
the classes PolicyAction (defined in [PCIM), SinplePolicyAction
(defined in [PCIMe]) and several QoS actions defined in this docunent
that are derived fromboth of these classes, which are described

bel ow.

Note that there is no discussion of PolicyRule, PolicyG oup, or
di fferent types of PolicyCondition classes in this document. This is
because these classes are fully specified in [PCM and [PC Me].

1. Overview

QS policy based systens allow the network administrator to specify a
set of rules that control both the selection of the flows that need
to be provided with a preferred forwarding treatnment, as well as
specifying the specific set of preferred forwardi ng behaviors. QPIM
provides an information nodel for specifying such a set of rules.

QoS policy rules enable controlling environnents in which RSVP
signaling is used to request different forwardi ng treatnent for
different traffic types fromthe network, as well as environments
where no signaling is used, but preferred treatnent is desired for
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sonme (but not all) traffic types. QoS policy rules also allow
controlling environments where strict QoS guarantees are provided to
i ndi vidual flows, as well as environnents where QS is provided to

fl ow aggregates. QoS actions allow a PDP or a PEP to determ ne which
RSVP requests should be adnmitted before network resources are

all ocated. QoS actions allow control of the RSVP signaling content
itself, as well as differentiation between priorities of RSVP
requests. QoS actions allow controlling the Differentiated Service
edge enforcement including policing, shaping and marking, as well as
the per-hop behaviors used in the network core. Finally, QoS actions
can be used to control mapping of RSVP requests at the edge of a
differentiated service cloud into per hop behaviors.

Four groups of actions are derived fromaction classes defined in
[PCOM and [PCIMe]. The first QoS action group contains a single
action, QSPolicyRSVPSI npl eAction. This action is used for both RSVP
signal control and install actions. The second QoS action group
determ nes whether a flow or class of flows should be admtted. This
i s done by specifying an appropriate traffic profile using the
QoSPol i cyTrfcProf class and its subclasses. This set of actions al so
i ncl udes QS adm ssion control actions, which use the

QoSPol i cyAdmi ssi onAction class and its subclasses. The third group
of actions control bandw dth all ocati on and congestion contro

di fferentiations, which together specify the per-hop behavi or
forwarding treatnent. This group of actions includes the
QoSPol i cyPHBAction class and its subclasses. The fourth QS action
is an unconditional packet discard action, which uses the

QoSPol i cyDi scardAction class. This action is used either by itself
or as a building block of the QoSPolicyPoliceAction

Note that some QoS actions are not directly nodeled. |Instead, they
are nodel ed by using the class SinplePolicyAction with the
appropriate associations. For exanple, the three marking actions
(DSCP, 1 PP and CoS) are nodel ed by using the SinplePolicyAction

cl ass, and associating that class with variables and val ues of the
appropriate type defined in [PCl M].

3.2. RSVP Policy Actions

There are three types of decisions a PDP (either rembte or within a
PEP) can make when it eval uates an RSVP request:

1. Adnmit or reject the request

2. Add or nodify the request admi ssion paraneters
3. Modify the RSVP signaling content
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The COPS for RSVP [ RFC2749] specification uses different Decision

obj ect types to nodel each of these decisions. QPIMfollows the COPS
for RSVP specification and nodels each decision using a different
action class.

The QoSPol i cyRSVPAdm ssi onAction controls the Decision Command and
Deci sion Flags objects used within COPS for RSVP. The

QoSPol i cyRSVPAdNi ssi onAction class, with its associated

QoSPol i cyl nt ServTrfcProf class, is used to determ ne whether to
accept or reject a given RSVP request by conparing the RSVP request’s
TSPEC or RSPEC paraneters against the traffic profile specified by
the QoSPolicylntServTrfcProf. For a full description of the
conpari son nmethod, see section 4. Follow ng the COPS for RSVP
specification, the adm ssion decision has an option to both accept
the request and send a warning to the requester. The

QoSPol i cyRSVPAdnNi ssi onAction can be used to limt the nunber of
admtted reservations as well.

The cl ass QoSPol i cyRSVPSI npl eAction, which is derived fromthe

Pol i cySi npl eAction class [PCIMe], can be used to control the two

ot her COPS RSVP deci sion types. The property gqpRSVPActionType
designates the instance of the class to be either of type ' REPLACE

" STATELESS', or both (' REPLACEANDSTATELESS ). For instances carrying
a gpRSVPActionType property value of "REPLACE , the action is
interpreted as a COPS Repl ace Decision, controlling the contents of
the RSVP nessage. For instances carrying a qpRSVPActi onType property
val ue of ' STATELESS' , the action is interpreted as a COPS Statel ess
Deci sion, controlling the adm ssion parameters. |If both of these
actions are required, this can be done by assigning the val ue
REPLACEANDSTATELESS to the gpRSVPActi onType property.

This class is nbdeled to represent the COPS for RSVP Replace and
Statel ess decisions. This simlarity allows future use of these COPS
decisions to be directly controlled by a QoSPolicySi mpl eAction. The
only required extension mght be the definition of a new RSVP

vari abl e.

3.2.1. Example: Controlling COPS Statel ess Decision

The QoSPol i cyRSVPSI npl eAction all ows the specification of adm ssion
paranmeters. It allows specification of the preenption priority

[ RFC3181] of a given RSVP Reservation request. Using the preenption
priority value, the PEP can determ ne the inportance of a Reservation
conpared with already adnitted reservations, and if necessary can
preenpt lower priority reservations to nake room for the higher
priority one. This class can also be used to control mappi ng of RSVP
requests to a differentiated services domain by setting the
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QoSPol i cyRSVPDCLASSVariable to the required value. This instructs
the PEP to nark traffic nmatching the Session and Sender
specifications carried in an RSVP request to a given DSCP val ue.

3.2.2. Exanple: Controlling the COPS Repl ace Deci si on

A Policy systemshould be able to control the information carried in
the RSVP nessages. The QoSPol i cyRSVPSI npl eAction allows control of
the content of RSVP signaling nmessages. An RSVP nessage can carry a
preenption policy object [RFC3181] specifying the priority of the
reservation request in conparison to other requests. An RSVP nessage
can also carry a policy object for authentication purposes. An RSVP
nessage can carry a DCLASS [ DCLASS] object that specifies to the
recei ver or sender the particular DSCP val ue that should be set on
the data traffic. A COPS for RSVP Repl acenent Data Decision controls
the content of the RSVP nessage by specifying a set of RSVP objects
repl aci ng or renoving the existing ones.

3.3. Provisioning Policy Actions

The differentiated Service Architecture [ DI FFSERV] was designed to
provide a scal able QS differentiation without requiring any
signaling protocols running between the hosts and the network. The
QoS actions nodeled in QPIMcan be used to control all of the
buil di ng bl ocks of the Differentiated Service architecture, including
per - hop behavi ors, edge classification, and policing and shaping,

wi thout a need to specify the datapath nechani sns used by PEP

i mpl enentations. This provides an abstraction |evel hiding the
unnecessary details and allowi ng the network adm nistrator to wite
rul es that express the network requirenments in a nore natural form
In this architecture, as no signaling between the end host and the
network occurs before the sender starts sending information, the QS
mechani sns should be set up in advance. This usually neans that PEPs
need to be provisioned with the set of policy rules in advance.

Pol i ci ng and Shapi ng actions are nodel ed as subcl asses of the QS
admi ssion action. DSCP and CoS marki ng are nodel ed by using the

Si npl ePol i cyAction ([ PCIMe]) class associated with the appropriate
vari abl es and val ues. Bandwi dth all ocati on and congestion contro
actions are nodel ed as subcl asses of the QQPol i cyPHBActi on, which is
itself a subclass PolicyAction class ([PCIM)

3.3.1. Admssion Actions: Controlling Policers and Shapers

Admi ssi on Actions (QoSPol i cyAdm ssionAction and its subcl asses) are
used to police and/or shape traffic.
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Each Admi ssion Action is bound to a traffic profile
(QoSPol i cyTrfcProf) via the QSPolicyTrfcProfl nAdni ssi onActi on
association. The traffic profile is used to nmeter traffic for
pur poses of policing or shaping.

An Admi ssion Action carries a scope property (gpAdn ssionScope) that
is used to determ ne whether the action controls individual traffic
flows or aggregate traffic classes. The concepts of "flow' and
"traffic class" are explained in [DI FFSERV] using the terns
"mcroflow and 'traffic streami. Roughly speaking, a flowis a set
of packets carrying an |IP header that has the sane val ues for source
| P, destination IP, protocol and |layer 4 source and destination
ports. Atraffic class is a set of flows. In QPIM sinple and
conpound conditions can identify flows and/or traffic classes by
usi ng Bool ean termnms over the values of |IP header fields, including
the val ue of the ToS byte.

Thus, the interpretation of the scope property is as follows: If the
val ue of the scope property is 0 (per-flow), each (mcro) flow that
can be positively matched with the rule’s condition is netered and
policed individually. |If the value of the scope property is 1 (per-
class), all flows matched with the rule’s condition are netered as a
singl e aggregate and policed together

The following exanple illustrates the use of the scope property.
Using two provisioned policing actions, the follow ng policies can be
enf or ced:

- Make sure that each HTTP flow will not exceed 64kb/s

- Make sure that the aggregate rate of all HITP flows will not
exceed 512Kb/s

Both policies are nodel ed using the same class QoSPol i cyPoliceAction
(derived from QoSPol i cyAdm ssionAction). The first policy has its
scope property set to 'flow, while the second policy has its scope
property set to 'class’. The two policies are nodeled using a rule
with two police actions that, in a pseudo-fornal definition, |ooks
i ke the follow ng:

If (HTTP) Actionl=police, Traffic Profil el=64kb/s, Scopel=flow
Action2=police, Traffic Profile2=512kb/s, Scope2=cl ass

The provisioned policing action QoSPol i cyPoliceAction has three

associ ati ons, QoSPol i cyConformActi on, QoSPol i cyExceedActi on and
QoSPol i cyVi ol at eActi on.

Snir, et al. St andards Track [ Page 30]



RFC 3644 Policy QoS Information Mdel Noverber 2003

To acconplish the desired result stated above, two possible nodeling
techni ques nay be used: The two actions can be part of a single
policy rule using two PolicyActionlnPolicyRule [PCIM associations.
In this case the ExecutionStrategy property of the PolicyRule class
[ PCl Me] SHOULD be set to "Do All" so that both individual flows and
aggregate streans are policed.

Al ternatively, Actionl and Action2 could be aggregated in a
ConpundPol i cyActi on instance using the PolicyActionlnPolicyAction
aggregations [PCIMe]. In this case, in order for both individua
flows and aggregate traffic classes to be policed, the

Executi onStrategy property of the ConpoundPolicyAction class [PCl Me]
SHOULD be set to "Do All".

The policing action is associated with a three-1evel token bucket
traffic profile carrying rate, burst and excess-burst paraneters.
Traffic measured by a neter can be classified as conformng traffic
when the netered rate is below the rate defined by the traffic
profile, as excess traffic when the netered traffic is above the
normal burst and bel ow the excess burst size, and violating traffic
when rate i s above the maxi num excess burst.

The [DIFF-M B] defines a two-level neter, and provides a means to
conbine two-level nmeters into nore conplex neters. |In this docunent,
a three-level traffic profile is defined. This allows construction
of both two-1evel nmeters as well as providing an easier definition
for three-level neters needed for creating AF [AF] provisioning
actions.

A policing action that nodels three-level policing MJST associ ate
three separate actions with a three-level traffic profile. These
actions are a conform ng action, an exceeding action and a violating
action. A policing action that nodels two-1|evel policing uses a
two-1evel traffic profile and associates only conform ng and
exceedi ng actions. A policing action with a three-level traffic
profile that specifies an exceed action but does not specify a
violate action inplies that the action taken when the traffic is
above the maxi mum excess burst is identical to the action taken when
the traffic is above the normal burst. A policer determ nes whether
the profile is being net, while the actions to be perforned are
determ ned by the associati ons QoSPol i cyXXXAct i on

Shapers are used to delay sone or all of the packets in a traffic
stream in order to bring the streaminto conpliance with a traffic
profile. A shaper usually has a finite-sized buffer, and packets may
be discarded if there is not sufficient buffer space to hold the

del ayed packets. Shaping is controlled by the QoSPolicyShapeAction
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class. The only required association is a traffic profile that
specifies the rate and burst paraneters that the outgoing flows
shoul d conformwi th.

3.3.2. Controlling Markers

Three types of marking control actions are nodeled in QPI M
Differentiated Services Code Point (DSCP) assignment, |P Precedence
(I'PP) assignnent and |layer-2 O ass of Service (CoS) assignment.
These assignnent actions thensel ves are nodel ed by using the

Si npl ePol i cyAction class associated with the appropriate vari abl es
and val ues.

DSCP assi gnnment sets ("marks" or "colors") the DS field of a packet
header to a particular DS Code Point (DSCP), adding the marked packet
to a particular DS behavi or aggregate.

When used in the basic form "If <condition> then 'DCSP = dsl1'", the
assi gnment action assigns a DSCP val ue (dsl) to all packets that
result in the condition being evaluated to true.

When used in conbination with a policing action, a different

assi gnment action can be issued via each of the 'conform, ’exceed
and 'violate’ action associations. This way, one may select a PHB in
a PHB group according to the state of a neter.

The semantics of the DSCP assignment is encapsulated in the pairing
of a DSCP variable and a DSCP value within a single
Si npl ePol i cyAction instance via the appropriate associ ati ons.

| PP assignment sets the IPP field of a packet header to a particul ar
| PP val ue (0 through 7). The senantics of the |PP assignnent is
encapsul ated in the pairing of a ToS variable (PolicylPTosVari abl e)
and a bit string value () (defined in [PCIMe]) within a single

Si npl ePol i cyAction instance via the appropriate associations. The
bit string value is used in its nmasked bit string format. The mask
indicates the relevant 3 bits of the IPP sub field within the ToS
byte, while the bit string indicates the |IPP value to be set.

CoS assignnents control the nmapping of a per-hop behavior to a

| ayer-2 Class of Service. For exanple, mapping of a set of DSCP
values into a 802.1p user priority value can be specified using a
rule with a condition describing the set of DSCP val ues, and a CoS
assignment action that specifies the required mapping to the given
user priority value. The semantics of the CoS assignnent is
encapsul ated in the pairing of a CoS variable and a CoS val ue
(integer in the range of 0 through 7) within a single

Si npl ePol i cyAction instance via the appropriate associ ations.
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3.3.3. Controlling Edge Policies - Exanples

Assumi ng that the AF1 behavior aggregate is enforced within a DS
domain, policy rules on the boundaries of the network should mark
packets to one of the AFlx DSCPs, depending on the confornmance of the
traffic to a predeterm ned three-paraneter traffic profile. QPIM
nodel s such AF1 policing action as defined in Figure 4.

T + e +
| QoSPolicyPoliceAction | ====] QoSPolicyTokenBucket TrfcProf |
| scope = class | | rate = x, bc =y, be =12 |
o e e e e e e a oo + o e m e e e e e e e e +
* @ #
* @ #
* I R + T +
* @ | SinplePolicyAction |---| PolicylntegerValue -AF13
* @ +------"-"--""“"“"“"-"-"----- + o e e e e a oo o +
* @
S R S S +
* | SinplePolicyAction |---| PolicylntegerValue - AF12
L T I e +
*
o e e e oo + T +
| SinplePolicyAction |---| PolicylntegerValue - AFl1l1
R R O S +

Associ ation and Aggregation Legend:

****  (QoSPol i cyConf or mActi on

@aom QSPol i cyExceedActi on

#### QoSPol i cyVi ol at eActi on

==== (QSTrfcProf | nAdm ssi onActi on

---- PolicyVal uel nSi npl ePol i cyAction ([ PCl Me])

&&&& Pol i cyVari abl el nSi npl ePol i cyAction ([ PClI Me], not shown)

Fi gure 4. AF Pol i cing and Marking

The AF policing action is conposed of a police action, a token bucket
traffic profile and three instances of the SinplePolicyAction class.
Each of the sinple policy action instances nodels a different marking
action. Each SinplePolicyAction uses the aggregation

Pol i cyVari abl el nSi npl ePol i cyAction to specify that the associ ated

Pol i cyDSCPVariable is set to the appropriate integer value. This is
done using the PolicyVal uel nSi npl ePol i cyAction aggregation. The
three PolicyVari abl el nSi npl ePol i cyActi on aggregati ons whi ch connect
the appropriate SinplePolicyActions with the appropriate DSCP
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Vari abl es, are not shown in this figure for sinplicity. AF1l is
mar ked on detecting confornming traffic; AF12 is marked on detecting
exceeding traffic, and AF13 on detecting violating traffic.

The second exanple, shown in Figure 5, is the sinplest policing
action. Traffic below a two-paraneter traffic profile is unnodified,
while traffic exceeding the traffic profile is discarded.

T + e +
| QoSPolicyPoliceAction | ====] QoSPolicyTokenBucket TrfcProf |
| scope = class | | rate = x, bc =y |
o e e e e e e a oo + o e m e e e e e e e e +
@
@
T +
| QoSPolicyDi scardAction
o e e e e e e e +

Associ ati on and Aggregation Legend:
****  QoSPol i cyConformActi on (not used)
@agm QSPol i cyExceedActi on
#### QoSPol i cyVi ol at eActi on (not used)
==== (QSTrfcProf | nAdm ssi onActi on

Fi gure 5. A Sinple Policing Action
3.4. Per-Hop Behavior Actions

A Per-Hop Behavior (PHB) is a description of the externally
observabl e forwardi ng behavior of a DS node applied to a particul ar
DS behavi or aggregate [DI FFSERV]. The approach taken here is that a
PHB action specifies both observabl e forwarding behavior (e.g., |oss,
delay, jitter) as well as specifying the buffer and bandwi dth
resources that need to be allocated to each of the behavior
aggregates in order to achieve this behavior. That is, arule with a
set of PHB actions can specify that an EF packet nust not be del ayed
nore than 20 nsec in each hop. The sanme rule may al so specify that
EF packets need to be treated with preenptive forwarding (e.g., with
priority queuing), and specify the maxi mum bandwi dth for this class,
as well as the maxi mum buffer resources. PHB actions can therefore
be used both to represent the final requirements fromPHBs and to
provi de enough detail to be able to map the PHB actions into a set of
configuration parameters to configure queues, schedul ers, droppers
and ot her mechani sns.

The QoSPol i cyPHBActi on abstract class has two subcl asses. The

QoSPol i cyBandwi dt hAction class is used to control bandw dth, del ay
and forwardi ng behavior, while the QSPolicyCongesti onControl Acti on
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class is used to control queue size, thresholds and congestion

al gorithnms. The gpMaxPacket Size property of the QoSPol i cyPHBActi on
cl ass specifies the packet size in bytes, and is needed when
transl ati ng the bandw dth and congestion control actions into actua

i mpl enent ati on configurations. For exanple, an inplenentation
nmeasuring queue length in bytes will need to use this property to nmap
the gpQueueSi ze property into the desired queue | ength in bytes.

3.4.1. Controlling Bandwi dth and Del ay

QoSPol i cyBandwi dt hActi on all ows specifying the m nimal bandw dth that
shoul d be reserved for a class of traffic. The property

gpM nBandwi dt h can be specified either in Kb/sec or as a percentage
of the total avail able bandwi dth. The property gpBandw dthUnits is
used to deterni ne whet her percentages or fixed values are used.

The property gpForwardingPriority is used whenever preenptive
forwarding is required. A policy rule that defines the EF PHB should
i ndicate a non-zero forwarding priority. The gpForwardi ngPriority
property holds an integer value to enable multiple |l evels of
preenpti ve forwardi ng where hi gher values are used to specify higher
priority.

The property gpMaxBandwi dt h specifies the maxi num bandw dth t hat
shoul d be allocated to a class of traffic. This property nmay be
specified in PHB actions with non-zero forwarding priority in order
to guard agai nst starvation of other PHBs.

The properties gpMaxDel ay and gpMaxJitter specify limts on the per-
hop delay and jitter in mlliseconds for any given packet within a
traffic class. Enforcenent of the maxinumdelay and jitter nay
require use of preenptive forwarding as well as mini numand naxi mum
bandwi dth controls. Enforcenent of |ow max delay and jitter val ues
may al so require fragnentati on and interl eave mechani snms over | ow
speed | i nks.

The Bool ean property qgpFai rness indicates whether flows should have a
fair chance to be forwarded without drop or delay. A way to enforce
a bandwi dth action with gpFairness set to TRUE would be to build a
gqueue per flow for the class of traffic specified in the rule’s
filter. In this way, interactive flows like term nal access will not
be queued behind a bursty flow (like FTP) and therefore have a
reasonabl e response tine.

3.4.2. Congestion Control Actions

The QoSPol i cyCongesti onControl Acti on class controls queue | ength,
t hreshol ds and congestion control al gorithns.
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A PEP should be able to keep in its queues gpQueueSi ze packets

matching the rule’s condition. |In order to provide a |ink-speed
i ndependent queue size, the qpQueueSi ze property can al so be neasured
in mlliseconds. The time interval specifies the tine needed to

transmt all packets within the queue if the |ink speed is dedicated
entirely for transm ssion of packets within this queue. The property
gpQueueSi zeUnit det erm nes whet her queue size is neasured i n nunber
of packets or in mlliseconds. The property gpDropMethod sel ects
either tail-drop, head-drop or randomdrop algorithms. The set of
maxi mum and m ni mum t hreshol d val ues can be specified as well, using
gpDr opM nThr eshol dVal ue and gpDr opMaxThr eshol dval ue properti es,
either in packets or in percentage of the total avail able queue size
as specified by the gpDropThreshol dUnits property.

3.4.3. Using Hierarchical Policies: Exanples for PHB Actions

Hi erarchical policy definition is a primary tool in the QS Policy
information nmodel. Rule nesting introduced in [PCI Me] allows
specification of hierarchical policies controlling RSVP requests,
hi erar chi cal shaping, policing and narking actions, as well as

hi erarchi cal schedul ers and definition of the differences in PHB
gr oups.

Thi s exanple provides a set of rules that specify PHBs enforced
within a Differentiated Service domain. The network adm nistrator
chose to enforce the EF, AF1l and AF13 and Best Effort PHBs. For
sinplicity, AF12 is not differentiated. The set of rules takes the
form

If (EF) then do EF actions
If (AF1l) then do AFl1l actions
If (AF11) then do AF1l actions
If (AF12) then do AF12 actions
If (AF13) then do AF13 actions
If (default) then do Default actions.

EF, AF1, AF11, AF12 and AF13 are conditions that filter traffic
according to DSCP val ues. The AFl1l condition matches the entire AFl
PHB group including the AF11l, AF12 and AF13 DSCP val ues. The default
rule specifies the Best Effort rules. The nesting of the AFlx rul es
within the AF1 rule specifies that there are further refinements on
how AFlx traffic should be treated relative to the entire AFl PHB
group. The set of rules reside in a PolicyGoup with a decision
strategy property set to 'FirstMtching’

The cl ass instances bel ow specify the set of actions used to describe

each of the PHBs. Queue sizes are not specified, but can easily be
added to the exanple.
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The actions used to describe the Best Effort PHB are sinple. No
bandwi dth is allocated to Best Effort traffic. The first action
specifies that Best Effort traffic class should have fairness.

QoSPol i cyBandwi dt hActi on BE-B:
gpFai rness: TRUE

The second action specifies that the congestion algorithmfor the
Best Effort traffic class should be random and specifies the
threshol ds in percentage of the default queue size.

QoSPol i cyCongesti onControl Acti on BE-C:
gpDr opMet hod: random
gpDr opThr eshol dUnits %
gpDropM nThreshol d:  10%
gpDr opMaxThr eshol d: 70%

EF requires preenptive forwarding. The nmaxi num bandwi dth is al so
specified to make sure that the EF class does not starve the other
classes. EF PHB uses tail drop as the applications using EF are
supposed to be UDP-based and therefore would not benefit froma
random dr opper .

QoSPol i cyBandwi dt hActi on EF-B:
gpForwardi ngPriority: 1
gpBandwi dt hUnits: %
gpMaxBandwi dt h 50%
gpFai rness: FALSE

QoSPol i cyCongesti onControl Acti on EF-C:
gpDr opMet hod: tail -drop
gpDropThr eshol dUni ts packet
gpDr opMaxThreshol d: 3 packets

The AF1 actions define the bandwi dth allocations for the entire PHB
group:

QoSPol i cyBandwi dt hActi on AF1-B:
gpBandwi dt hUnits: %
gpM nBandwi dt h: 30%

The AFli actions specifies the differentiating refinenent for the
AF1x PHBs within the AF1 PHB group. The different threshold val ues
provide the difference in discard probability of the AFlx PHBs within
the AF1 PHB group.

Snir, et al. St andards Track [ Page 37]



RFC 3644 Policy QoS Information Mdel Noverber 2003

QoSPol i cyCongestionControl Action AF11-C
gpDr opMet hod: random
gpDr opThr eshol dUni ts packet
gpDr opM nThreshol d: 6 packets
gpDr opMaxThr eshol d: 16 packets

QoSPol i cyCongestionControl Action AF12-C:
gpDr opMet hod: random
gpDr opThr eshol dUni ts packet
gpDr opM nThreshol d: 4 packets
gpDr opMaxThr eshol d: 13 packets

QoSPol i cyCongestionControl Action AF13-C
gpDr opMet hod: random
gpDr opThr eshol dUni ts packet
gpDr opM nThreshol d: 2 packets
gpDr opMaxThr eshol d: 10 packets

4. Traffic Profiles

Meters nmeasure the tenporal state of a flow or a set of flows against
atraffic profile. In this docurment, traffic profiles are nodel ed by
the QoSPolicyTrfcProf class. The association QoSPolicyTrfcProf

| nAdmi ssi onAction binds the traffic profile to the adnission action
using it. Two traffic profiles are derived fromthe abstract class
QoSPolicyTrfcProf. The first is a Token Bucket provisioning traffic
profile carrying rate and burst paraneters. The second is an RSVP
traffic profile, which enables flows to be conpared with RSVP TSPEC
and FLOABPEC par aneters.

4.1. Provisioning Traffic Profiles

Provi si oned Adni ssion Actions, including shaping and policing, are
specified using a two- or three-parameter token bucket traffic
profile. The QoSPolicyTokenBucket TrfcProf class includes the

foll owi ng properti es:

1. Rate measured in kbits/sec
2. Normal burst neasured in bytes
3 Excess burst neasured in bytes

Rate determ nes the |long-term average transmssion rate. Traffic
that falls under this rate is conformng, as |long as the nornal burst
is not exceeded at any time. Traffic exceeding the nornal burst but

still below the excess burst is exceeding the traffic profile.
Traffic beyond the excess burst is said to be violating the traffic
profile.
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Excess burst size is neasured in bytes in addition to the burst size.
A zero excess burst size indicates that no excess burst is allowed.

4.2. RSVP traffic profiles

RSVP admi ssion policy can condition the decision whether to accept or
deny an RSVP request based on the traffic specification of the flow
(TSPEC) or the anmount of QoS resources requested (FLOAMSPEC). The
adni ssi on deci sion can be based on matching individual RSVP requests
against a traffic profile or by matching the aggregated sum of al
FLONSPECs (TSPECs) currently adnmitted, as determ ned by the
gpAdm ssi onScope property in an associ ated

QoSPol i cyRSVPAdNi ssi onActi on

The QoSPolicylntservTrfcProf class nmodels both such traffic profiles.
This class has the followi ng properties:

Token Rate (r) neasured in bits/sec
Peak Rate (p) neasured in bits/sec
Bucket Size (b) nmeasured in bytes

Mn Policed unit (n) neasured in bytes
Max packet size (M neasured in bytes
Resv Rate (R) measured in bits/sec
Slack term (s) neasured in mcroseconds

NoOokwNE

The first five paraneters are the traffic specification paraneters
used in the Integrated Service architecture ([INTSERV]). These
paranmeters are used to define a sender TSPEC as well as a FLOASPEC
for the Controlled-Load service [CL]. For a definition and ful
expl anati on of their neanings, please refer to [RSVP-195].

Paranmeters 6 and 7 are the additional paraneters used for
specification of the CGuaranteed Service FLOANSPEC [ GS].

A partial order is defined between TSPECs (and FLOASPECs). The TSPEC
Ais larger than the TSPEC B if and only if rA>rB, pA>pB, bA>bB

mMA<nB and MA>MB. A TSPEC (FLOWSPEC) neasured against a traffic
profile uses the sanme ordering rule. An RSVP nessage is accepted
only if its TSPEC (FLOASPEC) is either smaller or equal to the
traffic profile. Only paranmeters specified in the traffic profile
are conpared

The GS FLOANSPEC i s conpared against the rate R and the slack terms
The term R shoul d not be larger than the traffic profile R paraneter,
whil e the FLOASPEC sl ack term should not be snaller than that
specified in the slack term
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TSPECs as well as FLOMSPECs can be added. The sumof two TSPECs is
conputed by summing the rate r, the peak rate p, the bucket size b
and by taking the mnimumval ue of the mninmum policed unit mand the
maxi mum val ue of the maxi mum packet size M GS FLOAMSPECs are sumed
by adding the Resv rate and minimzing the slack terms. These rules
are used to conpute the tenporal state of admtted RSVP states
matching the traffic class defined by the rule condition. This state
is conpared with the traffic profile to arrive at an adni ssion
deci si on when the scope of the QoSPol i cyRSVPAdN ssionAction is set to
"class’.

5. Pre-Defined QoS-Rel ated Vari abl es

Pre-defined variabl es are necessary for ensuring interoperability
among policy servers and policy managenent tools fromdifferent
vendors. The purpose of this section is to define frequently used
variables in QoS policy donains.

Notice that this section only adds to the variabl e cl asses as defined
in [PCl Me] and reuses the mechani sm defined there.

The QoS policy information nodel specifies a set of pre-defined

vari abl e cl asses to support a set of fundanental QoS terms that are
commonly used to formconditions and actions and are missing fromthe
[ PCl Me]. Exanples of these include RSVP rel ated variables. Al
variabl e cl asses defined in this docunent extend the
QoSPol i cyRSVPVari abl e class (defined in this docunent), which itself
extends the PolicylnplictVariable class, defined in [PCl Me].

Subcl asses specify the data type and semantics of the policy
vari abl es.

Thi s docunent defines the follow ng RSVP vari able classes; for
details, see their class definitions:

RSVP rel ated Vari abl es:

1. QoSPol i cyRSVPSour cel Pv4Vari abl e - The source | Pv4 address of the
RSVP signaled flow, as defined in the RSVP PATH SENDER TEMPLATE
and RSVP RESV FI LTER_SPEC [ RSVP] obj ects.

2. QoSPol i cyRSVPDest i nati onl Pv4Vari abl e - The destination port of
the RSVP signaled flow, as defined in the RSVP PATH and RESV
SESSI ON [ RSVP] objects (for I1Pv4 traffic).

3. QoSPol i cyRSVPSour cel Pv6Vari abl e - The source | Pv6 address of the

RSVP signaled flow, as defied in the RSVP PATH SENDER TEMPLATE
and RSVP RESV FI LTER_SPEC [ RSVP] obj ects.
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4, QoSPol i cyRSVPDest i nati onl Pv6Vari abl e - The destination port of
the RSVP signaled flow, as defined in the RSVP PATH and RESV
SESSI ON [ RSVP] objects (for IPv6 traffic).

5. QoSPol i cyRSVPSour cePort Vari able - The source port of the RSVP
signaled flow, as defined in the RSVP PATH SENDER TEMPLATE and
RSVP RESV FI LTER _SPEC [ RSVP] obj ects.

6. QoSPol i cyRSVPDest i nati onPortVariable - The destination port of
the RSVP signaled flow, as defined in the RSVP PATH and RESV
SESSI ON [ RSVP] obj ect s.

7. QoSPol i cyRSVPI PPr ot ocol Vari able - The I P Protocol of the RSVP
signaled flow, as defined in the RSVP PATH and RESV SESSI ON
[ RSVP] obj ects.

8. QoSPol i cyRSVPI PVer si onVari abl e - The version of the |IP addresses
carrying the RSVP signaled flow, as defined in the RSVP PATH and
RESV SESSI ON [ RSVP] obj ect s.

9. QoSPol i cyRSVPDCLASSVari abl e - The DSCP val ue as defined in the
RSVP DCLASS [ DCLASS] obj ect .

10. QoSPol i cyRSVPStyl evVariable - The reservation style (FF, SE, W)
as defined in the RSVP RESV nessage [ RSVP].

11. QoSPol i cyRSVPI nt ServVariable - The type of Integrated Service
(CL, GS, NULL) requested in the RSVP Reservati on nessage, as
defined in the FLOAMSPEC RSVP (hj ect [ RSVP].

12. QoSPol i cyRSVPMessageTypeVari able - The RSVP nessage type, either
PATH, PATHTEAR, RESV, RESVTEAR, RESVERR, CONF or PATHERR [ RSVP].

13. QoSPol i cyRSVPPreenptionPriorityVariable - The RSVP reservation
priority as defined in [ RFC3181].

14. QoSPol i cyRSVPPreenptionDef PriorityVariable - The RSVP preenption
reservation defending priority as defined in [ RFC3181].

15. QoSPol i cyRSVPUser Variable - The I D of the user that initiated
the flow as defined in the User Locator string in the lIdentity
Pol i cy Object [RFC3182].

16. QoSPol i cyRSVPApplicationVariable - The ID of the application

that generated the flow as defined in the application |ocator
string in the Application policy object [RFC2872].
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17. QoSPol i cyRSVPAut hMet hodVari abl e - The RSVP Aut hentication type
used in the Identity Policy Object [RFC3182].

Each class restricts the possible value types associated with a
specific variable. For exanple, the QoSPolicyRSVPSourcePort Vari abl e
class is used to define the source port of the RSVP signaled flow.
The val ue associated with this variable is of type

Pol i cyl nt eger Val ue.

6. QoS Rel ated Val ues

Val ues are used in the informati on nodel as buil ding blocks for the
policy conditions and policy actions, as described in [PCM and
[PCIMe]. This section defines a set of auxiliary values that are
used for QoS policies as well as other policy domains.

Al'l value classes extend the PolicyValue class [PCIMe]. The
subcl asses specify specific data/value types that are not defined in
[ PCI Me] .

Thi s docunent defines the follow ng two subcl asses of the PolicyVal ue
cl ass:

QoSPol i cyDNval ue This class is used to represent a single or
set of Distingui shed Nanme [ DNDEF] val ues,
i ncluding wi Il dcards. A Distinguished Nane
is a name that can be used as a key to
retrieve an object froma directory
service. This value can be used in
conparison to reference values carried in
RSVP policy objects, as specified in
[ RFC3182]. This class is defined in
Section 8. 31.

QoSPol i cyAttri but eVal ue A condition termuses the form "Vari abl e
mat ches Val ue", and an action termuses the
form"set Variable to Value" ([PC M]).
This class is used to represent a single or
set of property values for the "Value" term
in either a condition or an action. This
val ue can be used in conjunction with
reference values carried in RSVP objects,
as specified in [RFC3182]. This class is
defined in section 8.12.

The property name is used to specify which of the properties in the

QoSPol i cyAttri buteVal ue class instance is being used in the condition
or action term The value of this property or properties will then
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be retrieved. In the case of a condition, a match (which is
dependent on the property nane) will be used to see if the condition
is satisfied or not. |In the case of an action, the semantics are
instead "set the variable to this val ue".

For exanpl e, suppose the "user" objects in the organization include
several properties, anong them

- First Nane
- Last Nane
- Logi n Nane
- Depart nent
- Title

A sinple condition could be constructed to identify flows by their
RSVP user carried policy object. The sinple condition: Last Name =
"Smith" to identify a user named Bill would be constructed in the
fol |l owi ng way:

A Sinpl ePolicyCondition [PCIMe] woul d aggregate a
QoSPol i cyRSVPUser Variable [QPI M object, via the
Pol i cyVari abl el nSi npl ePol i cyCondi ti on [ PCl Me] aggregation.

The inplicit value associated with this condition is created in the
fol |l owi ng way:

A QoSPol i cyAttributeVal ue object would be aggregated to the sinple
condition object via a PolicyVal uel nSi npl ePol i cyCondition [PCl Me].
The QoSPolicyAttributeValue attribute gpAttributeNane woul d be set
to "last nane" and the qpAttributeVal ueLi st would be set to
"Smith".

Anot her exanple is a condition that has to do with the user’s

organi zati onal department. It can be constructed in the exact same
way, by changing the QoSPolicyAttributeValue attribute

gpAttri buteNanme to "Departnment” and the qpAttri buteVal ueLi st woul d be
set to the particular value that is to be matched (e.g.,

"engi neering" or "customer support"). The logical condition would
than be evaluated to true if the user belong to either the

engi neeri ng department or the custoner support.

Notice that many multiple-attribute objects require the use of the

QoSPol i cyAttri buteVal ue class to specify exactly which of its
attributes should be used in the condition match operation.
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7. Cass Definitions: Association Hierarchy

The foll owi ng sections define associations that are specified by
QPl M

7.1. The Association "QoSPolicyTrfcProfl nAdm ssi onActi on"

Thi s association links a QoSPolicyTrfcProf object (defined in section
8.9), nodeling a specific traffic profile, to a

QoSPol i cyAdmi ssi onActi on object (defined in section 8.2). The class
definition for this association is as foll ows:

NANVE QoSPol i cyTrf cProf I nAdmi ssi onActi on

DESCRI PTI ON A class representing the associ ati on between a
QoS admi ssion action and its traffic profile.

DERI VED FROM Dependency (See [PCIM)

ABSTRACT FALSE

PROPERTI ES Ant ecedent [ ref QoSPol i cyAdm ssi onAction [0..n]]

Dependent [ref QoSPolicyTrfcProf [1..1]]

7.1.1. The Reference "Antecedent"

This property is inherited fromthe Dependency associ ation, defined
in [PCCM. |Its type is overridden to beconme an object reference to a
QoSPol i cyAdmi ssi onActi on object. This represents the "independent"”
part of the association. The [0..n] cardinality indicates that any
nunber of QoSPol i cyAdmni ssi onAction object(s) may use a given
QoSPol i cyTrf cProf.

7.1.2. The Reference "Dependent"

This property is inherited fromthe Dependency association, and is
overridden to become an object reference to a QoSPolicyTrfcProf
object. This represents a specific traffic profile that is used by
any number of QoSPolicyAdm ssionAction objects. The [1..1]
cardinality neans that exactly one object of the QoSPolicyTrfcProf
can be used by a given QoSPol i cyAddm ssi onActi on

7.2. The Association "PolicyConfornmAction”

This association links a policing action with an object defining an
action to be applied to conformng traffic relative to the associ ated
traffic profile. The class definition for this association is as
fol | ows:
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NANVE Pol i cyConf or mActi on

DESCRI PTI ON A class representing the associ ati on between a
policing action and the action that should be
applied to traffic conformi ng to an associ at ed
traffic profile.

DERI VED FROM Dependency (see [PCIM)
ABSTRACT FALSE
PROPERTI ES Ant ecedent [ref QoSPol i cyPoliceAction[0..n]]

Dependent [ref PolicyAction [1..1]]
.2.1. The Reference "Antecedent"

This property is inherited fromthe Dependency association. Its type
is overridden to becone an object reference to a
QoSPol i cyPol i ceAction object. This represents the "independent" part
of the association. The [0..n] cardinality indicates that any number
of QoSPol i cyPoliceAction objects may be given the same action to be
executed as the conform ng action

.2.2. The Reference "Dependent"

This property is inherited fromthe Dependency association, and is
overridden to beconme an object reference to a PolicyAction object.
This represents a specific policy action that is used by a given
QoSPol i cyPol i ceAction. The [1..1] cardinality neans that exactly one
policy action can be used as the "confornml action for a

QoSPol i cyPol i ceAction. To execute nore than one conform ng action
use the PolicyConmpoundAction class to nodel the conform ng action

.3. The Association "QSPol i cyExceedActi on"

This association links a policing action with an object defining an
action to be applied to traffic exceeding the associated traffic
profile. The class definition for this association is as follows:

NANVE QoSPol i cyExceedAct i on

DESCRI PTI ON A class representing the associ ati on between a
policing action and the action that should be
applied to traffic exceeding an associated traffic

profile.
DERI VED FROM Dependency (see [PCIM)
ABSTRACT FALSE
PROPERTI ES Ant ecedent [ref QoSPolicePoliceAction[0..n]]

Dependent [ref PolicyAction [1..1]]
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7.3.1. The Reference "Antecedent"”

This property is inherited fromthe Dependency association. Its type
is overridden to becone an object reference to a
QoSPol i cyPol i ceAction object. This represents the "independent"” part
of the association. The [0..n] cardinality indicates that any nunber
of QoSPolicyPoliceAction objects nay be given the sane action to be
executed as the exceeding action

7.3.2. The Reference "Dependent"

This property is inherited fromthe Dependency association, and is
overridden to beconme an object reference to a PolicyAction object.
This represents a specific policy action that is used by a given
QoSPol i cyPol i ceAction. The [1..1] cardinality means that a exactly
one policy action can be used as the "exceed" action by a

QoSPol i cyPol i ceAction. To execute nore than one conformng action
use the PolicyConmpoundAction class to nodel the exceeding action

7.4. The Association "PolicyViolateAction"

This association links a policing action with an object defining an
action to be applied to traffic violating the associated traffic
profile. The class definition for this association is as follows:

NANVE Pol i cyVi ol at eActi on

DESCRI PTI ON A class representing the associ ati on between
a policing action and the action that should be
applied to traffic violating an associated traffic

profile.
DERI VED FROM Dependency (see [PCIM)
ABSTRACT FALSE
PROPERTI ES Ant ecedent [ref QoSPol i cePoliceAction[0..n]]

Dependent [ref PolicyAction [1..1]]
7.4.1. The Reference "Antecedent"”

This property is inherited fromthe Dependency association. Its type
is overridden to becone an object reference to a
QoSPol i cyPol i ceAction object. This represents the "independent" part
of the association. The [0..n] cardinality indicates that any number
of QoSPolicyPoliceAction objects nay be given the sane action to be
executed as the violating action.
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7.4.2. The Reference "Dependent"

This property is inherited fromthe Dependency association, and is
overridden to becone an object reference to a PolicyAction object.
This represents a specific policy action that is used by a given
QoSPol i cyPoliceAction. The [1..1] cardinality neans that exactly one
policy action can be used as the "violate" action by a

QoSPol i cyPol i ceAction. To execute nobre than one violating action

use the PolicyConmpoundAction class to nodel the conform ng action

7.5. The Aggregation "QoSPol i cyRSVPVari abl el nRSVPSI mpl ePol i cyActi on"

A sinple RSVP policy action is represented as a pair {variable,
val ue}. This aggregation provides the |inkage between a

QoSPol i cyRSVPSI npl eAction i nstance and a single
QoSPol i cyRSVPVari abl e. The aggregation

Pol i cyVal uel nSi npl ePol i cyAction |inks the QoSPol i cyRSVPSI npl eActi on
to a single PolicyVal ue.

The class definition for this aggregation is as foll ows:

NANE QoSPol i cyRSVPVar i abl el nRSVPSI mpl ePol i cyActi on
DERI VED FROM Pol i cyVari abl el nSi npl ePol i cyActi on

ABSTRACT FALSE

PROPERTI ES GroupConponent [ ref QoSPol i cyRSVPSI npl eActi on

[0..n]]
Par t Conponent [ ref QoSPol i cyRSVPVariable [1..1] ]

7.5.1. The Reference "G oupConponent"”

The reference property "G oupConponent” is inherited from

Pol i cyConponent, and overridden to becone an object reference to a
QoSPol i cyRSVPSI npl eAction that contains exactly one
QoSPol i cyRSVPVari able. Note that for any single instance of the
aggregati on cl ass QoSPol i cyRSVPVar i abl el nRSVPSI mpl ePol i cyAction, this
property is single-valued. The [0..n] cardinality indicates that
there may be 0, 1, or nore QoSPol i cyRSVPSI npl eAction objects that
contain any given RSVP vari abl e object.

7.5.2. The Reference "Part Conponent™"

The reference property "Part Conponent” is inherited from

Pol i cyConponent, and overridden to becone an object reference to a
QoSPol i cyRSVPVari able that is defined within the scope of a

QoSPol i cyRSVPSI npl eAction. Note that for any single instance of the
associ ati on cl ass QoSPol i cyRSVPVar i abl el nRSVPSI mpl ePol i cyAction, this
property (like all reference properties) is single-valued. The
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[1..1] cardinality indicates that a
QoSPol i cyRSVPVar i abl el nRSVPSI npl ePol i cyAction nust have exactly one
RSVP variable defined within its scope in order to be meani ngful .

8. (Cass Definitions: Inheritance Hierarchy

The foll owi ng sections define object classes that are specified by

QPI M
8.1. The O ass QSPolicyDi scardAction
This class is used to specify that packets should be discarded. This

is the same as stating that packets should be denied forwarding. The
class definition is as foll ows:

NANE QoSPol i cyDi scardActi on

DESCRI PTI ON This action specifies that packets should be
di scar ded.

DERI VED FROM  Pol i cyAction (defined in [PCIM)

ABSTRACT FALSEFALSE

PROPERTI ES None

8.2. The O ass QoSPolicyAdm ssi onAction

This class is the base class for perform ng adm ssion decisions based
on a conparison of a nmeter measuring the tenporal behavior of a flow
or a set of flowwith a traffic profile. The gpAdm ssionScope
property control s whether the comparison is done per flow or per
class (of flows). Only packets that conformto the traffic profile
are admitted for further processing; other packets are di scarded.

The class definition is as foll ows:

NANVE QoSPol i cyAdmi ssi onActi on

DESCRI PTI ON This action controls adm ssion decisions based on
conparison of a nmeter to a traffic profile.

DERI VED FROM  Pol i cyAction (defined in [PCIM)

ABSTRACT FALSEFALSE

PROPERTI ES gpAdm ssi onScope

8.2.1. The Property gpAdm ssi onScope

This attribute specifies whether the adm ssion decision is done per
flow or per the entire class of flows defined by the rule condition.
If the scope is "flow', the actual or requested rate of each flowis
conpared against the traffic profile. |If the scope is set to
"class", the aggregate actual or requested rate of all flows matching
the rule condition is measured against the traffic profile. The
property is defined as foll ows:
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NANVE gpAdm ssi onScope

DESCRI PTION This property specifies whether the adm ssion decision
is done per flow or per the entire class of flows.

SYNTAX I nt eger

VALUE This is an enunerated integer. A value of 0 specifies
that admi ssion is done on a per-flow basis, and a val ue
of 1 specifies that adm ssion is done on a per-class
basi s.

8.3. The O ass QSPolicyPoliceAction

This is used for defining policing actions (i.e., those actions that
restrict traffic based on a conparison with a traffic profile).
Using the three associati ons QoSPol i cyConformActi on
QoSPol i cyExceedActi on and QoSPolicyViol ateAction, it is possible to
specify different actions to take based on whether the traffic is
conform ng, exceeding, or violating a traffic profile. The traffic
profile is specified in a subclass of the QoSPolicyTrfcProf class.
The class definition is as foll ows:

NANVE QoSPol i cyPol i ceActi on

DESCRI PTION This action controls the operation of policers. The
rate of flows is measured against a traffic profile.
The actions that need to be performed on conformng
exceeding and violating traffic are indicated using
the conform exceed and violate action associ ations.

DERI VED FROM QoSPol i cyAdmni ssi onAction (defined in this docunent)

ABSTRACT FALSEFALSE

PROPERTI ES  None

8.4. The Cass QoSPolicyShapeAction

This class is used for defining shaping actions. Shapers are used to
del ay some or all of the packets in a traffic streamin order to
bring a particular traffic streaminto conpliance with a given
traffic profile. The traffic profile is specified in a subclass of
the QoSPolicyTrfcProf class. The class definition is as foll ows:

NANVE QoSPol i cyShapeActi on

DESCRI PTION This action indicate that traffic should be shaped to be
conformng with a traffic profile.

DERI VED FROM QoSPol i cyAdmi ssi onAction (defined in this docunent)

ABSTRACT FALSEFALSE

PROPERTI ES None
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8.5. The O ass QSPol i cyRSVPAdnNi ssi onActi on

This class determ nes whether to accept or reject a given RSVP
request by conparing the RSVP request’s TSPEC or RSPEC paraneters
agai nst the associated traffic profile and/or by enforcing the pre-
set maxi mum sessions limt. The traffic profile is specified in the
QSPol i cylntServTrfcProf class. This class inherits the
gpAdm ssi onScope property fromits superclass. This property
speci fi es whet her admi ssion should be done on a per-flow or per-class
basis. If the traffic profile is not larger than or equal to the
requested reservation, or to the sumof the admtted reservation
nerged with the requested reservation, the result is a deny decision
If no traffic profile is specified, the assunption is that al
traffic can be adm tted.

The class definition is as foll ows:

NANVE QoSPol i cyRSVPAdN ssi onActi on

DESCRI PTION This action controls the adm ssion of RSVP requests.
Dependi ng on the scope, either a single RSVP request or
the total admitted RSVP requests matching the conditions
are conpared against a traffic profile.

DERI VED FROM QoSPol i cyAdmi ssi onAction (defined in this docunent)

ABSTRACT FALSEFALSE

PROPERTIES  gpRSVPVarnOnly, qpRSVPMaxSessi ons

8.5.1. The Property gpRSVPWarnOnly

This property is applicable when fulfilling ("admtting") an RSVP
request would violate the policer (traffic profile) limts or when
t he maxi mum nunber session woul d be exceeded (or both).

When this property is set to TRUE, the RSVP request is admitted in
spite of the violation, but an RSVP error nessage carrying a warning
is sent to the originator (sender or receiver). Wen set to FALSE
the request would be denied and an error nessage woul d be sent back
to the originator. So the neaning of the gqpWarnOnly flag is: Based
on property’s value (TRUE or FALSE), determine whether to adnmit but
warn the originator that the request is in violation or to deny the
request altogether (and send back an error).

Specifically, a PATHERR (in response to a Path nessage) or a RESVERR
(in response of a RESV nessage) will be sent. This follows the COPS
for RSVP send error flag in the Decision Flags object. This property
is defined as follows:
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8.

8.

8.

NANVE gpRSVPWAr nOnl y

SYNTAX Bool ean

Def aul t FALSE

VALUE The val ue TRUE means that the request should be admtted
AND an RSVP war ni ng nmessage shoul d be sent to the
originator. The value of FALSE neans that the request
shoul d be not admitted and an appropriate error nessage
shoul d be sent back to the originator of the request.

5.2. The Property gpRSVPMaxSessi ons

This attribute is used to limt the total nunber of RSVP requests
admtted for the specified class of traffic. For this property to be
nmeani ngful , the gpAdm ssi onScope property must be set to class. The
definition of this property is as follows:

NANE gpRSVPMaxSessi ons
SYNTAX I nt eger
VALUE Must be greater than O.

6. The O ass QoSPol i cyPHBActi on

This class is a base class that is used to define the per-hop
behavior that is to be assigned to behavior aggregates. It defines a
conmon property, qgpMaxPacket Size, for use by its subcl asses

(QoSPol i cyBandwi dt hActi on and QoSPol i cyCongesti onControl Action). The
class definition is as foll ows:

NANE QoSPol i cyPHBAct i on

DESCRI PTI ON This action controls the Per-Hop-Behavior provided to
behavi or aggregat es.

DERI VED FROM  PolicyAction (defined in [PCIM)

ABSTRACT TRUE

PROPERTI ES gpMaxPacket Si ze

6.1. The Property gpMaxPacket Si ze

This property specifies the maxi num packet size in bytes, of packets
in the designated flow. This attribute is used in translation of
QPIMattributes to Q@S nechani sns used within a PEP. For exanpl e,
gueue length may be neasured in bytes, while the m ni mum nunber of
packets that should be kept in a PEP is defined within QPIMin nunber
of packets. This property is defined as foll ows:

NANVE gpMaxPacket Si ze
SYNTAX I nt eger
Val ue Must be greater than O
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8.7. The Cass QSPolicyBandw dt hActi on

This class is used to control the bandw dth, delay, and forwarding
behavior of a PHB. |Its class definition is as foll ows:

NANVE QoSPol i cyBandwi dt hActi on

DESCRI PTI ON This action controls the bandw dth, delay, and
forwardi ng characteristics of the PHB

DERI VED FROM  QoSPol i cyPBHActi on (defined in this docunent)

ABSTRACT FALSE

PROPERTI ES gpForwar di ngPriority, qpBandw dthUnits,
gpM nBandwdi t h, gpMaxBandwi dt h, gpMaxDel ay,
gpMaxJitter, qpFairness

8.7.1. The Property gpForwardingPriority

This property defines the forwarding priority for this set of flows.
A non-zero value indicates that preenptive forwarding is required.

Hi gher val ues represent higher forwarding priority. This property is
defined as follows:

NANE gpForwar di ngPriority
SYNTAX I nt eger
VALUE Must be non-negative. The value 0 neans that preenptive

forwarding is not required. A positive value indicates
the priority that is to be assigned for this (set of)
flows). Larger values represent higher priorities.

8.7.2. The Property gpBandwi dt hUnits

This property defines the units that the properties gpM nBandwi dth
and gpMaxBandw dt h have. Bandwi dth can either be defined in bits/sec
or as a percentage of the avail abl e bandwi dth or schedul er resources.
This property is defined as foll ows:

NANVE gpBandwi dt hUni t's
SYNTAX I nt eger
VALUE Two val ues are possible. The value of 0 is used to

specify units of bits/sec, while the value of 1 is used
to specify units as a percentage of the avail able

bandwi dth. [If this property indicates that the bandw dth
units are percentages, then each of the bandwi dth
properti es expresses a whol e- nunber percentage, and hence
its maxi mum value is 100.
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8.7.3. The Property gpM nBandwi dt h

This property defines the m ni num bandwi dth that should be reserved
for this class of traffic. Both relative (i.e., a percentage of the
bandwi dt h) and absolute (i.e., bits/second) values can be specified
according to the value of the gqpBandw dthUnits property. This
property is defined as foll ows:

NANVE gpM nBandwi dt h
SYNTAX I nt eger
VALUE The val ue nmust be greater than 0. |If the property

gpMaxBandwi dt h i s defined, then the val ue of
gpM nBandwi dt h nust be | ess than or equal to the val ue of
gpMaxBandwi dt h.

8.7.4. The Property gpMaxBandwi dt h

This property defines the maxi nrum bandw dth that should be all ocated
to this class of traffic. Both relative (i.e., a percentage of the
bandwi dt h) and absolute (i.e., bits/second) values can be specified
according to the value of the gpBandw dt hUnits property. This
property is defined as foll ows:

NANVE gpMaxBandwi dt h
SYNTAX I nt eger
VALUE The val ue nust be greater than 0. |If the property

gpMaxBandwi dt h i s defined, then the val ue of
gpM nBandwi dt h nust be | ess than or equal to the val ue of
gpMaxBandwi dt h.

8.7.5. The Property gpMaxDel ay

This property defines the naxi nal per-hop delay that traffic of this
cl ass shoul d experience while being forwarded through this hop. The
maxi mum del ay is nmeasured in mcroseconds. This property is defined
as follows:

NANVE gpMaxDel ay
SYNTAX I nt eger (m croseconds)
VALUE The val ue nmust be greater than O.

8.7.6. The Property gpMaxJitter

This property defines the naxi mal per-hop delay variance that traffic
of this class should experience while being forwarded through this
hop. The maxinmumjitter is measured in mcroseconds. This property
is defined as foll ows:

Snir, et al. St andards Track [ Page 53]



RFC 3644 Policy QoS Information Mdel Noverber 2003

NANVE gpMaxJitter
SYNTAX I nt eger (m croseconds)
VALUE The val ue nmust be greater than O.

8.7.7. The Property gpFairness

This property defines whether fair queuing is required for this class
of traffic. This property is defined as foll ows:

NANE gpFai r ness
SYNTAX Bool ean
VALUE The val ue of FALSE neans that fair queuing is not

required for this class of traffic, while the val ue of
TRUE neans that fair queuing is required for this class
of traffic.

8.8. The O ass QSPol i cyCongestionControl Action

This class is used to control the characteristics of the congestion
control algorithmbeing used. The class definition is as follows:

NANE QoSPol i cyCongest i onControl Acti on
DESCRI PTION This action control congestion control characteristics
of the PHB.

DERI VED FROM QoSPol i cyPBHActi on (defined in this docunent)

ABSTRACT FALSE

PROPERTI ES  gpQueueSi zeUnits, qpQueueSi ze, qpDropMet hod
gpDr opThr eshol dUnits, qpDropM nThreshol dVal ue,
gpDr opMaxThr eshol dVal ue

8.8.1. The property gpQueueSi zeUnits

This property specifies the units in which the gpQueueSi ze attribute
is measured. The queue size is measured either in nunber of packets
or inunits of tine. The tine interval specifies the tine needed to
transmt all packets within the queue if the |ink speed is dedicated
entirely to transm ssion of packets within this queue. The property
definition is:

NANE gpQueueSi zeUni ts
SYNTAX I nt eger
VALUE This property can have two values. |f the value is set

to 0, then the unit of measurenment is nunber of packets.
If the value is set to 1, then the unit of measurenent is
mlliseconds.
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8.8.2. The Property gpQueueSi ze

This property specifies the maxi mum queue size in packets or in
mlliseconds, depending on the value of the gqpQueueSi zeUnits (O
speci fies packets, and 1 specifies mlliseconds). This property is
defined as foll ows:

NANVE gpQueuesSi ze
SYNTAX I nt eger
VALUE Thi s val ue nust be greater than O.

8.8.3. The Property qgpDropMet hod

This property specifies the congestion control drop al gorithmthat
shoul d be used for this type of traffic. This property is defined as

fol |l ows:

NANVE gpDr opMet hod

SYNTAX I nt eger

VALUES Three values are currently defined. The value O

specifies a randomdrop algorithm the value 1 specifies
a tail drop algorithm and the value 2 specifies a head
drop al gorithm

8.8.4. The Property gpDropThreshol dUnits

This property specifies the units in which the two properties

gpDr opM nThr eshol dVal ue and gpDr opMaxThr eshol dval ue are measured.
Threshol ds can be neasured either in packets or as a percentage of
the avail abl e queue sizes. This property is defined as follows:

NANVE gpDr opThr eshol dUni ts
SYNTAX I nt eger
VALUES Three values are defined. The value 0 defines the units

as nunber of packets, the value 1 defines the units as a
percent age of the queue size and the value 2 defines the
units in mlliseconds. |If this property indicates that
the threshold units are percentages, then each of the
threshol d properties expresses a whol e- nunber percent age,
and hence its maxi mum val ue is 100.

8.8.5. The Property gpDropM nThreshol dVal ue

This property specifies the mini mrum nunber of queuing and buffer
resources that should be reserved for this class of flows. The
threshol d can be specified as either relative (i.e., a percentage) or
absolute (i.e., nunmber of packets or mllisecond) value according to
the val ue of the gpDropThreshol dUnits property. |If this property
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specifies a value of 5 packets, then enough buffer and queuing
resources should be reserved to hold 5 packets before running the
speci fied congestion control drop algorithm This property is
defined as foll ows:

NANVE gpDr opM nThr eshol dVal ue
SYNTAX I nt eger
VALUE Thi s val ue nust be greater than or equal to 0. |If the

property gpDropMaxThreshol dVal ue i s defined, then the
val ue of the qpDropM nThreshol dval ue property mnust be
| ess than or equal to the value of the

gpDr opMaxThr eshol dVal ue property.

8.8.6. The Property gpDropMaxThreshol dVal ue

This property specifies the maxi mum nunber of queuing and buffer
resources that should be reserved for this class of flows. The
threshol d can be specified as either relative (i.e., a percentage) or
absolute (i.e., nunber of packets or mlliseconds) value according to
the val ue of the gpDropThreshol dUnits property. Congestion Contro
droppers shoul d not keep nore packets than the value specified in
this property. Note, however, that some droppers nmay cal cul ate queue
occupancy averages, and therefore the actual maxi num queue resources
should be larger. This property is defined as foll ows:

NANVE gpDr opMaxThr eshol dVal ue
SYNTAX I nt eger
VALUE Thi s val ue nust be greater than or equal to 0. |If the

property gpDropM nThreshol dVal ue i s defined, then the
val ue of the qpDropM nThreshol dval ue property nust be
| ess than or equal to the value of the

gpDr opMaxThr eshol dVal ue property.

8.9. dass QSPolicyTrfcProf

This is an abstract base class that nodels a traffic profile.
Traffic profiles specify the maxi mumrate paranmeters used within
admi ssion decisions. The association

QoSPol i cyTr f cProf | nAdmi ssi onActi on binds the admi ssion decision to
the traffic profile. The class definition is as foll ows:

NANVE QoSPol i cyTr f cPr of
DERI VED FROM Policy (defined in [PCIM)
ABSTRACT TRUE

PROPERTI ES None

Snir, et al. St andards Track [ Page 56]



RFC 3644 Policy QoS Information Mdel Noverber 2003

8.10. ddass QSPolicyTokenBucket Trf cProf

This class nodels a two- or three-level Token Bucket traffic profile.
Addi tional profiles can be nodel ed by cascading nultiple instances of
this class (e.g., by connecting the output of one instance to the

i nput of another instance). This traffic profile carries the policer
or shaper rate values to be enforced on a flow or a set of flows.

The class definition is as foll ows:

NANE QoSPol i cyTokenBucket Tr f cPr of

DERI VED FROM (QoSPol i cyTrfcProf (defined in this docunent)
ABSTRACT FALSE

PROPERTI ES gpTBRat e, qpTBNor nal Burst, qpTBExcessBur st

8.10.1. The Property qpTBRate
This is a non-negative integer that defines the token rate in

kilobits per second. A rate of zero neans that all packets will be
out of profile. This property is defined as follows:

NAME gpTBRat e
SYNTAX I nt eger
VALUE Thi s val ue nust be greater than to O

8.10.2. The Property qpTBNor mal Bur st

This property is an integer that defines the normal size of a burst
measured in bytes. This property is defined as follows:

NANVE gpTBNor nal Bur st
SYNTAX I nt eger
VALUE Thi s value nust be greater than to O

8.10.3. The Property qpTBExcessBur st

This property is an integer that defines the excess burst size
neasured in bytes. This property is defined as follows:

NANVE gpTBExcessBur st
SYNTAX I nt eger
VALUE Thi s val ue nust be greater than or equal to

gpTBNor nal Bur st
8.11. dass QSPolicylntServTrfcProf
This class represents an IntServ traffic profile. Values of IntServ

traffic profiles are conpared agai nst Traffic specification (TSPEC)
and QoS Reservation (FLOAMSPEC) requests carried in RSVP requests.
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The class definition is as foll ows:

NAVE QoSPol i cyl nt Ser vTr f cPr of
DERI VED FROM (QoSPol i cyTrfcProf (defined in this document)
ABSTRACT FALSE
PROPERTI ES gpl STokenRat e, qpl SPeakRate, qpl SBucket Si ze,
gpl SResvRat e, qpl SResvSl ack, qgpl SM nPol i cedUni t,
gpl SMaxPkt Si ze

8.11.1. The Property qpl STokenRat e
This property is a non-negative integer that defines the token rate

paraneter, nmeasured in kilobits per second. This property is defined
as follows:

NANE gpl STokenRat e
SYNTAX I nt eger
VALUE This value nust be greater than or equal to O

8.11.2. The Property qpl SPeakRat e

This property is a non-negative integer that defines the peak rate
paraneter, measured in kilobits per second. This property is defined
as follows:

NANVE gpl SPeakRat e
SYNTAX I nt eger
VALUE Thi s val ue nust be greater than or equal to O

8.11.3. The Property qpl SBucket Si ze

This property is a non-negative integer that defines the token bucket
size paraneter, nmeasured in bytes. This property is defined as

fol |l ows:

NANVE gpl SBucket Si ze

SYNTAX I nt eger

VALUE Thi s val ue nust be greater than or equal to O

8.11.4. The Property qpl SResvRate

This property is a non-negative integer that defines the reservation

rate (R Spec) in the RSVP guaranteed service reservation. It is
neasured in kilobits per second. This property is defined as
foll ows:
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NAME gpl SResvRat e
SYNTAX I nt eger
VALUE This val ue nust be greater than or equal to O

8.11.5. The Property qpl SResvSl ack

This property is a non-negative integer that defines the RSVP sl ack
termin the RSVP guaranteed service reservation. It is measured in
m croseconds. This property is defined as foll ows:

NANE gpl SResvSl ack
SYNTAX I nt eger
VALUE Thi s value nust be greater than or equal to O

8.11.6. The Property qpl SM nPol i cedUnit

This property is a non-negative integer that defines the m ni num RSVP
policed unit, neasured in bytes. This property is defined as

fol | ows:

NANVE gpl SM nPol i cedUni t

SYNTAX I nt eger

VALUE Thi s val ue nust be greater than or equal to O

8.11.7. The Property qpl SMaxPkt Si ze

This property is a positive integer that defines the naxi num al | owed
packet size for RSVP nessages, neasured in bytes. This property is
defined as follows:

NANVE gpl SMaxPkt Si ze
SYNTAX I nt eger
VALUE This value nust be a positive integer, denoting the

nunber of bytes in the | argest payl oad packet of an RSVP
signal ed flow or class.

8.12. The O ass QSPolicyAttributeVal ue

This class can be used for representing an indirection in variable
and val ue references either in a sinple condition ("<x> match <y>")
or a sinple action ("<x> = <y>"). In both cases, <x> and <y> are
known as the variable and the value of either the condition or
action. The value of the properties gpAttributeNane and

gpAttri buteVal uelLi st are used to substitute <x> and <y> in the
condi tion or action respectively.
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The substitution is done as follows: The value of the property
gpAttri buteNanme is used to substitute <x> and the val ue of the
property qgpAttributeValueList is used to substitute <y>

Once the substitution is done, the condition can be eval uated and the
action can be perforned.

For exanple, suppose we want to define a condition over a user nane

of the form"user == "Snith' ", using the QoSPol i cyRSVPUser Vari abl e
class. The user information in the RSVP nessage provides a DN. The
DN points to a user objects holding many attributes. |[If the relevant

attribute is "last nanme", we would use the QoSPolicyAttributeVal ue
class with gpAttributeNane = "Last Nanme", gpAttributeVval ueList =
{"Smth"}.

The class definition is as foll ows:

NANVE QoSPol i cyAttri but eVal ue

DERI VED FROM  Pol i cyVal ue (defined in [PCl M])
ABSTRACT FALSE

PROPERTI ES gpAttri but eName, qgpAttri buteVal ueli st

8.12.1. The Property qpAttribut eNane

This property carries the nane of the attribute that is to be used to
substitute <x> in a sinple condition or sinple condition of the forns
"<x> match <y>" or "<x> = <y>" respectively. This property is
defined as foll ows:

NANVE gpAttri but eNane
SYNTAX String

8.12.2. The Property qpAttributeVal ueLi st
This property carries a list of values that is to be used to
substitute <y> in a sinple condition or sinple action of the forns
"<x> match <y>" or "<x> = <y>" respectively.

This property is defined as foll ows:

NANE gpAttri but eVal ueli st
SYNTAX String

8.13. The O ass "QoSPol i cyRSVPVari abl e"
This is an abstract class that serves as the base class for al

inmplicit variables that have to do with RSVP conditioning. The class
definition is as foll ows:
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NANVE QoSPol i cyRSVPVari abl e

DESCRI PTI ON An abstract base class used to build other classes
that specify different attributes of an RSVP request

DERI VED FROM  PolicylnplicitVariable (defined in [PC Me])

ABSTRACT TRUE

PROPERTI ES None

8.14. The O ass "QoSPol i cyRSVPSour cel Pv4Vari abl e"

This is a concrete class that contains the source | Pv4 address of the
RSVP signal ed flow, as defined in the RSVP PATH SENDER TEMPLATE and
RSVP RESV FI LTER SPEC [ RSVP] objects. The class definition is as
foll ows:

NANVE QoSPol i cyRSVPSour cel Pv4Vari abl e

DESCRI PTI ON The source | Pv4 address of the RSVP signaled flow, as
defined in the RSVP PATH SENDER TEMPLATE and RSVP RESV
FI LTER_SPEC [ RSVP] obj ects.

ALLONED VALUE TYPES: Policyl Pv4Addr Val ue

DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.15. The O ass "QSPol i cyRSVPDest i nati onl Pv4Vari abl e"

This is a concrete class that contains the destination | Pv4d address
of the RSVP signaled flow, as defined in the RSVP PATH

SENDER TEMPLATE and RSVP RESV FI LTER SPEC [ RSVP] objects. The class
definition is as foll ows:

NAVE QoSPol i cyRSVPDest i nati onl Pv4Vari abl e

DESCRI PTI ON The destination | Pv4 address of the RSVP signal ed
flow, as defined in the RSVP PATH and RESV SESSI ON
[ RSVP] obj ects.

ALLONED VALUE TYPES: Policyl Pv4Addr Val ue
DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)

ABSTRACT FALSE
PROPERTI ES None
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8.16. The O ass "QSPol i cyRSVPSour cel Pv6Vari abl e"

This is a concrete class that contains the source | Pv6 address of the
RSVP signaled flow, as defined in the RSVP PATH SENDER TEMPLATE and
RSVP RESV FILTER SPEC [ RSVP] objects. The class definition is as
foll ows:

NANVE QoSPol i cyRSVPSour cel Pv6Vari abl e

DESCRI PTI ON The source | Pv6 address of the RSVP signaled flow, as
defined in the RSVP PATH SENDER TEMPLATE and RSVP RESV
FI LTER_SPEC [ RSVP] obj ects.

ALLOWED VALUE TYPES: Policyl Pv6Addr Val ue

DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.17. The O ass "QoSPol i cyRSVPDesti nati onl Pv6Vari abl e"

This is a concrete class that contains the destination |Pv6 address
of the RSVP signaled flow, as defined in the RSVP PATH
SENDER_TEMPLATE and RSVP RESV FI LTER SPEC [ RSVP] objects. The class
definition is as foll ows:

NANVE QoSPol i cyRSVPDest i nati onl Pv6Vari abl e

DESCRI PTI ON The destination | Pv6 address of the RSVP signal ed
flow, as defined in the RSVP PATH and RESV SESSI ON
[ RSVP] objects.

ALLOWED VALUE TYPES: Policyl Pv6Addr Val ue
DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None
8.18. The O ass "QSPol i cyRSVPSour cePort Vari abl e"
This class contains the source port of the RSVP signaled flow, as
defined in the RSVP PATH SENDER TEMPLATE and RSVP RESV FI LTER SPEC
[ RSVP] objects. The class definition is as foll ows:
NANVE QoSPol i cyRSVPSour cePort Vari abl e
DESCRI PTI ON The source port of the RSVP signaled flow, as defined
in the RSVP PATH SENDER TEMPLATE and RSVP RESV
FI LTER_SPEC [ RSVP] obj ects.

ALLOAED VALUE TYPES: Pol i cyl nt eger Val ue (0. .65535)
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DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.19. The C ass "QoSPol i cyRSVPDest i nati onPort Vari abl e"

This is a concrete class that contains the destination port of the
RSVP signaled flow, as defined in the RSVP PATH SENDER TEMPLATE and
RSVP RESV FI LTER SPEC [ RSVP] objects. The class definition is as
fol | ows:

NANVE QoSPol i cyRSVPDest i nati onPort Vari abl e

DESCRI PTI ON The destination port of the RSVP signaled flow, as
defined in the RSVP PATH and RESV SESSI ON [ RSVP]
obj ect s.

ALLOAED VALUE TYPES: Pol i cyl nteger Val ue (0. .65535)

DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.20. The Cd ass "QoSPol i cyRSVPI PPr ot ocol Vari abl e"

This is a concrete class that contains the I P Protocol nunber of the
RSVP signaled flow, as defined in the RSVP PATH and RESV SESSI ON
[ RSVP] objects. The class definition is as foll ows:

NANE QoSPol i cyRSVPI PPr ot ocol Vari abl e

DESCRI PTI ON The I P Protocol nunber of the RSVP signaled flow, as
defined in the RSVP PATH and RESV SESSI ON [ RSVP]
obj ect s.

ALLONED VALUE TYPES: Policyl nteger Val ue
DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None
8.21. The d ass "QoSPol i cyRSVPI PVer si onVari abl e"
This is a concrete class that contains the | P Protocol version nunber
of the RSVP signaled flow, as defined in the RSVP PATH and RESV
SESSI ON [ RSVP] objects. The well-known version nunbers are 4 and 6.
This variable allows a policy definition of the type:

"I'f P version = |Pv4 then ...".
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The class definition is as foll ows:

NAVE

DESCRI PTI ON

DERI VED FROM

ABSTRACT

PROPERTI ES

8. 22.

QoSPol i cyRSVPI PVer si onVari abl e

The | P version nunber of the | P Addresses carried the
RSVP signal ed flow, as defined in the RSVP PATH and
RESV SESSI ON [ RSVP] obj ects.

ALLOWED VALUE TYPES: Pol cil nteger Val ue
QoSPol i cyRSVPVari abl e (defined in this docunent)

FALSE
None

The C ass " QoSPol i cyRSVPDCLASSVar i abl e"

This is a concrete class that contains the DSCP val ue as defined in
the RSVP DCLASS [ DCLASS] object. The class definition is as foll ows:

NAVE

DESCRI PTI ON

DERI VED FROM

ABSTRACT

PROPERTI ES

8. 23.

QoSPol i cyRSVPDCLASSVar i abl e
The DSCP val ue as defined in the RSVP DCLASS [ DCLASS]
obj ect.

ALLONED VALUE TYPES: Policyl nteger Val ue,
Pol i cyBit StringVal ue

QoSPol i cyRSVPVari abl e (defined in this docunent)
FALSE
None

The Cl ass "QoSPol i cyRSVPSt yl eVari abl e"

This is a concrete class that contains the reservation style as
defined in the RSVP STYLE object in the RESV nessage [RSVP]. The
class definition is as foll ows:

NAVE

DESCRI PTI ON

Snir,

et al.

QoSPol i cyRSVPSt yl eVari abl e
The reservation style as defined in the RSVP STYLE
obj ect in the RESV nessage [ RSVP].

ALLONED VALUE TYPES: PolicyBitStringVal ue,
Pol i cyl nt eger Val ue (Integer has
an enuneration of
{ Fixed-Filter=1
Shar ed- Explicit=2,
Wl dcard-Filter=3}
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DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.24. The C ass "QoSPolicylnt ServVari abl e"

This is a concrete class that contains the Integrated Service
requested in the RSVP Reservation nessage, as defined in the FLOASPEC
RSVP (bject [RSVP]. The class definition is as follows:

NANE QoSPol i cyRSVPI nt ServVari abl e

DESCRI PTI ON The integrated Service requested in the RSVP
Reservati on nessage, as defined in the FLOAMSPEC RSVP
hj ect [ RSVP].

ALLONED VALUE TYPES: Policyl ntegerVal ue (An enunerated
value of { CL=1 , GS=2, NULL=3}

DERI VED FROM  QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.25. The O ass "QoSPol i cyRSVPMessageTypeVari abl e

This is a concrete class that contains the RSVP nessage type, as
defined in the RSVP nessage common header [RSVP] object. The class
definition is as foll ows:

NANE QoSPol i cyRSVPMessageTypeVari abl e
DESCRI PTION  The RSVP nessage type, as defined in the RSVP nessage
conmon header [ RSVP] object.

ALLONED VALUE TYPES: Integer (An enunerated val ue of
{PATH=1 , PATHTEAR=2, RESV=3,
RESVTEAR=4, RESVERR=5, CONF=6,
PATHERR=7}

DERI VED FROM (QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.26. The O ass "QSPol i cyRSVPPreenptionPriorityVari abl e"

This is a concrete class that contains the RSVP reservation priority,
as defined in [ RFC3181] object. The class definition is as follows:

NANE QoSPol i cyRSVPPr eenpti onPriorityVari abl e
DESCRI PTION  The RSVP reservation priority as defined in [RFC3181].
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ALLOWED VALUE TYPES: Policyl nteger Val ue

DERI VED FROM (QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.27. The O ass "QoSPol i cyRSVPPreenpti onDef PriorityVari abl e"

This is a concrete class that contains the RSVP reservation defending
priority, as defined in [RFC3181] object. The class definition is as
fol | ows:

NANVE QoSPol i cyRSVPPr eenpt i onDef PriorityVari abl e
DESCRI PTION  The RSVP preenption reservation defending priority as
defined in [ RFC3181].

ALLONED VALUE TYPES: Policyl nteger Val ue

DERI VED FROM (QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.28. The C ass "QSPol i cyRSVPUser Vari abl e”

This is a concrete class that contains the ID of the user that
initiated the flow as defined in the User Locator string in the
Identity Policy Cbject [RFC3182]. The class definition is as
fol |l ows:

NANVE QoSPol i cyRSVPUser Vari abl e

DESCRIPTION The ID of the user that initiated the fl ow as defi ned
in the User Locator string in the Identity Policy
hj ect [ RFC3182].

ALLOWED VALUE TYPES: QoSPol i cyDNval ue,
Pol i cyStri ngVal ue,
QoSPol i cyAttri but eVal ue

DERI VED FROM (QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

8.29. The O ass "QoSPol i cyRSVPAppl i cati onVari abl e"
This is a concrete class that contains the ID of the application that
generated the flow as defined in the application | ocator string in

the Application policy object [RFC2872]. The class definition is as
fol | ows:
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8.

8.

NANVE QoSPol i cyRSVPAppl i cati onVari abl e

DESCRI PTION  The ID of the application that generated the flow as
defined in the application locator string in the
Application policy object [RFC2872].

ALLONED VALUE TYPES: QoSPol i cyDNval ue,
Pol i cyStri ngVal ue,
QoSPol i cyAttri but eVal ue

DERI VED FROM (QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

30. The dass "QSPol i cyRSVPAuUt hMet hodVari abl e"

This is a concrete class that contains the type of authentication
used in the Identity Policy Object [RFC3182]. The class definition
is as follows:

NANVE QoSPol i cyRSVPAuUt hivet hodVar i abl e
DESCRI PTION  The RSVP Authentication type used in the ldentity
Pol i cy Object [RFC3182].

ALLOWED VALUE TYPES: PolicylntegerValue (An enuneration
of { NONE=0, PLAI N TEXT=1,
DI G TAL- SI G = 2, KERBEROS_TKT=3,
X509_V3_CERT=4, PGP_CERT=5}

DERI VED FROM (QoSPol i cyRSVPVari abl e (defined in this docunent)
ABSTRACT FALSE
PROPERTI ES None

31. The dass QoSPol i cyDNval ue

This class is used to represent a single or set of Distinguished Name
[ DNDEF] val ues, including wldcards. A Distinguished Nanme is a nane
that can be used as a key to retrieve an object froma directory
service. This value can be used in conparison to reference val ues
carried in RSVP policy objects, as specified in [RFC3182]. The cl ass
definition is as foll ows:

NANVE QoSPol i cyDNval ue
DERI VED FROM  Pol i cyVal ue
ABSTRACT FALSE

PROPERTI ES gpDNLi st
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8.31.1. The Property qpDNLi st

This attribute provides an unordered list of strings, each
representing a Distinguished Nane (DN) with wildcards. The format of
a DNis defined in [DNDEF]. The asterisk character ("*") is used as
wildcard for either a single attribute value or a wildcard for an
RDN. The order of RDNs is significant. For exanple: A gpDNLi st
attribute carrying the foll owi ng val ue:

"CN=*, OU=Sal es, O=Wdget Inc., *, C=US" matches:
"CN=J. Smith, OU=Sales, O=Wdget Inc, C=US"
and al so mat ches:
"CN=J. Smith, OU=Sal es, O=Wdget Inc, L=CA C=US"
The attribute is defined as foll ows:

NAME gpDNLi st
SYNTAX  List of Distinguished Nanes inplenmented as strings, each of
whi ch serves as a reference to another object.

8.32. The O ass QoSPol i cyRSVPSI mpl eActi on

This action controls the content of RSVP nessages and the way RSVP
requests are admtted. Depending on the value of its

gpRSVPActi onType property, this action directly translates into
either a COPS Repl ace Deci sion or a COPS Statel ess Decision, or both
as defined in COPS for RSVP. Only variables that are subcl asses of
the QoSPolicyRSVPVariable are allowed to be associated with this
action. The property definition is as follows:

NANE QoSPol i cyRSVPSI npl eActi on

DESCRI PTION  This action controls the content of RSVP nessages and
the way RSVP requests are admtted.

DERI VED FROM Si npl ePol i cyAction (defined in [PCl Me])

ABSTRACT FALSE

PROPERTI ES gpRSVPAct i onType

8.32.1. The Property gqpRSVPActi onType

This property is an enunerated i nteger denoting the type(s) of RSVP
action. The value 'REPLACE denotes a COPS Repl ace Decision action

The val ue ' STATELESS denotes a COPS Statel ess Decision action. The
val ue REPLACEANDSTATELESS denotes both deci sion actions. Refer to

[ RFC2749] for details.
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10.

11.

NANVE gpRSVPAct i onType

DESCRI PTION  This property specifies whether the action type is for
COPS Repl ace, Stateless, or both types of decisions.

SYNTAX I nt eger

VALUE This is an enunerated integer. A value of 0 specifies
a COPS Repl ace decision. A value of 1 specifies a COPS
Statel ess Decision. A value of 2 specifies both COPS
Repl ace and COPS St at el ess deci si ons.

Intell ectual Property Rights Statenent

The I ETF takes no position regarding the validity or scope of any
intell ectual property or other rights that mght be clainmed to
pertain to the inplenentation or use of the technol ogy described in
thi s docunent or the extent to which any |icense under such rights
m ght or mght not be available; neither does it represent that it
has made any effort to identify any such rights. Information on the
| ETF's procedures with respect to rights in standards-track and

st andards-rel ated docunentati on can be found in BCP-11

Copies of clains of rights nade avail able for publication and any
assurances of licenses to be made available, or the result of an
attenpt made to obtain a general |icense or perm ssion for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF Secretari at.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary

ri ghts which may cover technol ogy that may be required to practice
this standard. Please address the information to the | ETF Executive
Director.
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Security Considerations

The Policy Core Information Model [PCIM describes the genera
security considerations related to the general core policy nodel.
The extensions defined in this docunent do not introduce any
addi ti onal considerations related to security.
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