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Abst r act

Thi s docunent specifies Wave and Equati on Based Rate Control (WEBRC),
whi ch provides rate and congestion control for data delivery. WEBRC
is specifically designed to support protocols using IP nulticast. It
provides multiple-rate, congestion-controlled delivery to receivers,
i.e., different receivers joined to the sane session may be receiving
packets at different rates depending on the bandw dths of their

i ndi vidual connections to the sender and on conpeting traffic al ong
these connections. WEBRC requires no feedback fromreceivers to the
sender, i.e., it is a conpletely receiver-driven congestion contro
protocol. Thus, it is designed to scale to potentially massive
nunbers of receivers attached to a session froma single sender
Furthernore, because each individual receiver adjusts to the
avai |l abl e bandwi dt h between the sender and that receiver, there is
the potential to deliver data to each individual receiver at the
fastest possible rate for that receiver, even in a highly

het er ogeneous network architecture, using a single sender
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1

| ntroducti on

Thi s docunent specifies Wave and Equati on Based Rate Control (WEBRC).
WEBRC i s a congestion control building block that is designed to be
massi vel y scal abl e when used with the P nulticast network service.
VEBRC is al so suitable as the basis for unicast congestion control

but this is outside the scope of this docunent. WEBRC is designed to
conpete fairly with TCP and simlar congestion-controlled sessions.
WEBRC can be used as a congestion control protocol for any type of
data delivery, including reliable content delivery and stream ng
del i very.

VWEBRC i s a receiver-driven congestion control protocol in the spirit
of [5] and [18]. This neans that all neasurenents and decisions to
rai se or lower the reception rate are made by each indivi dua

recei ver, and these decisions are acted upon by sending join and

| eave messages for channels to the network. A receiver using WEBRC
adjusts its reception rate without regard for other concerns such as
reliability. This is different from TCP, where the congestion
control protocol and the reliability protocol are intricately

i nt erwoven.

VEBRC t akes the sanme basic equation-based approach as TFRC [9]. In
particul ar, each WEBRC recei ver nmeasures paraneters that are plugged
into a TCP-1i ke equation to compute the receiver target reception
rate and adjusts its reception rate up and down to closely
approximate the target reception rate. The sender sends packets to
mul ti pl e channel s; one channel is called the base channel and the
remai ni ng channels are called wave channels. Each wave channe
follows the same pattern of packet rate transnission spread out over
equal | y-spaced intervals of tine. The pattern of each wave is that
it starts at a high rate and the rate decreases gradually and
continually over a long period of time. (Picture an infinite
sequence of waves.) The receiver increases its reception rate by
joining the next wave channel earlier in the descent of the wave than
it joined the previous wave channel, and the receiver decreases its
reception rate by joining the next wave channel later in the descent
of the wave than it joined the previous wave channel

The wave channel s are ordered at each point in time froma | owest

| ayer to a highest layer. At each point in tine, the |owest |layer is
the wave channel that anpong all active wave channels is nearest to
the end of its active period; the highest |ayer is the wave channe
that is furthest fromthe end of its active period. Because waves
are dynamically becom ng active and qui escent over tinme, the

desi gnati on of which wave channel is at which | ayer changes

dynam cally over time. |In addition to being joined to the base
channel, at each point in tine a receiver is joined to a consecutive
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set of layers starting at the | owest |ayer and proceedi ng towards the
hi ghest .

VEBRC i ntroduces a natural notion of a nulticast round-trip tine
(MRTT). An MRTT is neasured individually by each receiver and
averaged as a substitute for conventional unicast round-trip tine
(RTT). Because the throughput of a TCP session depends strongly on
RTT, having sonme measure of RTT is essential in naking the WEBRC
equati on-based rate control protocol "TCP-friendly". The use of the
MRTT al so hel ps to coordi nate and equalize the reception rates of
proxi mate receivers joined to a session behind a bottleneck Iink
This inplies that packets for the session that flow through the
bottleneck Iink are on average sent to alnobst all downstream
receivers, and thus the efficiencies of nulticast are realized.
Furthernore, WEBRC is designed to be massively scalable in the sense
that the sender is insensitive to the nunber of receivers joined to a
mul ti cast session.

VWEBRC i s designed for applications that use a fixed packet size and
vary their packet reception rates in response to congestion. WEBRC
is designed to be reasonably fair when conpeting for bandwi dth with
TCP flows, where a flowis "reasonably fair" if its reception rate is
generally within a factor of two of the reception rate of a TCP fl ow
under the sane conditions. However WEBRC has a nuch | ower variation
of throughput over tinme conpared to TCP, which nakes it nore suitable
for applications such as tel ephony or streamnmi ng nedia where a
relatively snooth rate is of inportance. The penalty of having

snoot her throughput than TCP while conpeting fairly for bandwidth is
that WEBRC responds nore slowy than TCP to changes in avail able
bandwi dt h.

The recei ver nmeasures and perforns the cal cul ati on of congestion
control paraneters (e.g., the average |oss probability, the average
MRTT) and nakes deci sions on how to increase or decrease its rate
based on these parameters. The receiver-based approach is well
suited to an application where the sender is handling many concurrent
connections and therefore WEBRC is suitable as a building block for
nmul ticast congestion control

The paper [16] and technical report [15] provide much of the
rationale and intuition for the WEBRC desi gn and descri be sone
prelimnary sinulations.

Thi s docunent describes a building block as defined in RFC 3048 [4].
Thi s docunent describes a congestion control building bl ock that
conforms to RFC 2357 [3]. This docunent is a product of the |ETF RMI
W5 and follows the general guidelines provided in RFC 3269 [2]. The
key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
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"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in BCP 14, RFC 2119 [1].

Statenent of Intent

This menpo contains part of the definitions necessary to fully specify
a Reliable Milticast Transport protocol in accordance with RFC 2357.
As per RFC 2357, the use of any reliable multicast protocol in the
Internet requires an adequate congestion control schenme. This
docunent specifies an experinental congestion control scheme. While
waiting for initial deploynent and experience to show this schene to
be effective and scal able, the | ETF publishes this schene in the
"Experinental " category.

It is the intent of the Reliable Milticast Transport (RMI) Working
Group to re-subnit the specification as an | ETF Proposed Standard as
soon as the schene is deened adequate.

2. Rationale

WEBRC provi des congestion control for massively scal abl e protocols
using the IP nulticast network service. The congestion control that
VEBRC provides is common to a variety of applications, including
reliable content delivery and stream ng applications.

VWEBRC i s designed to provide congestion control for all packets that
are sent to a session. A session conprises multiple channels
originating at a single sender that are used for sone period of tine
to carry packets pertaining to the transm ssion of one or nore
objects that can be of interest to receivers. The |ogic behind
defining a session as originating froma single sender is that this
is the right granularity to regul ate packet traffic via congestion
control. The rationale for providing congestion control that uses
mul tiple channels within the sane session is that this allows the
data on the channels to be layered, which in turn all ows each
receiver to control its reception rate by joining and | eaving
channel s during its participation in the session. There are
advantages to |l ayered data for stream ng, where the npbst inportant
data can be sent to the lower |layers and increnentally val uable data
to the higher layers. For reliable content delivery, as described in
[13], an application can send in packets encoded data generated from
an object in such a way that the arrival of enough packets by a
receiver is sufficient to reliably reconstruct the original object.
A primary advantage of WEBRC is that each receiver controls it
recepti on rate i ndependent of other receivers. Thus, for exanple, a
receiver with a slow connection to the sender does not slow down the
receivers with faster connections.
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There are codi ng techniques that provide nmassively scal abl e
reliability and asynchronous delivery which are conpatible with
WEBRC, e.g., as described in [11]. When conbined the result is a
massi vel y scal abl e, reliable, asynchronous content delivery protoco
that is network friendly. WEBRC al so provi des congestion contro
that is suitable for stream ng applications.

VWEBRC avoi ds usi ng techniques that are not mmssively scal able. For
exanpl e, WEBRC does not provide any nechani sns for sending
informati on fromreceivers to senders, although this does not rule
out protocols that both use WEBRC and that send information from
receivers to senders.

WEBRC provi des congestion control that can be tuned for different
applications that may have differing application requirenments. For
exanpl e, a content delivery protocol may aggressively strive to use
all avail abl e bandwi dth between receivers and the sender, and thus to
maintain fairness it nust drastically reduce its rate when there is
conpeting traffic. On the other hand, a streaning delivery protoco
may strive to maintain a constant rate instead of trying to use al
avai | abl e bandwi dth, and thus it nay not reduce its rate as fast when
there is conpeting traffic.

VEBRC does not provide any support beyond congestion control, and
thus WEBRC is to be conbined with other building blocks to provide a
conpl ete protocol instantiation. For exanple, WEBRC does not provide
any means that can be used to identify which session each received
packet belongs to. As another exanple, WEBRC does not provide
support for identifying which object each packet is carrying

i nformation about.

3. Functionality

A VEBRC session conprises a logically related set of channels
originating froma single sender that are used for sonme period of
time to carry data packets with a header carryi ng VEBRC Congesti on
Control Information. When packets are received, they are first
checked to see that they belong to the appropriate session before
WEBRC i s applied. A session |abel defined by a protoco
instantiation may be carried in each packet to identify to which
session the packet belongs. For exanple, if LCT [12] is being used
with the session, then the sender | P address together with the
Transport Session ldentifier supported by LCT would be used to

det erm ne which session a received packet belongs to. The particul ar
details of howthis filtering is perfornmed is outside the scope of
this document. In the remainder of this docunent, references to
channel s are always within the scope of a single session
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A channel can be uniquely identified at the network | ayer by a
(sender | P address, nulticast group address) pair, and this is the
address to which the receiver sends nessages to join and | eave the
channel . The channel s used by a WEBRC session are napped uniquely to
consecutive channel nunbers. In each packet sent to a channel, the
channel nunber that corresponds to the channel is carried in the
VWEBRC Congestion Control Information. A WEBRC receiver uses the
channel nunber to determ ne which channel within a session a packet
is received from

At the sender, time is partitioned into tine slots, each of duration
TSD seconds. There is a fixed nunber T of tine slot indices
associated with a session. As tine progresses, the current tine slot
i ndex i ncreases by one nodulo T each TSD seconds. The current tine
slot index CTSI is carried in the WEBRC Congestion Contro
Information. This allows receivers to performvery coarse-grai ned
synchroni zati on within a session

VEBRC congestion control is achieved by having the sender send
packets associated with a given session to several different
channel s. Individual receivers dynanically join and | eave these
channel s according to the network congestion they experience. These
congestion control adjustnents are perforned at each receiver

i ndependently of all other receivers, without any inmpact on the
sender. A packet sequence nunber is carried in the WEBRC Congestion
Control Information. The packet sequence nunbers are consecutively
nunbered per channel and are used by receivers to nmeasure packet

| oss.

The channel s associated with a session consist of one base channe
and T wave channels. The packet rate for each channel varies over
time. For the base channel, packets are sent to the channel at a | ow
rate BCR P at the beginning of a time slot and this rate gradually
decreases to PP BCR P at the end of the tine slot, where P< 1 is a
constant defined later. This pattern for the base channel repeats
over each tine slot. For each wave channel i, packets are sent to
channel i at a rate that first increases very quickly to a high rate
and then decreases over tinme by a fixed fraction P per tine slot
until a rate of BCR P is reached at the end of tine slot i. Then,
for a period of tinme called the quiescent period, no packets are sent
to wave channel i, and thereafter the whole cycle repeats itself,
where the duration of the cycle is T*TSD seconds. Thus, the wave
channel s are going through the sane cyclic pattern of packet rate
transm ssi on spaced out evenly by TSD seconds.

Bef ore joining a session, the receivers MJST obtain enough of the

session description to start the session. This MJST include the
rel evant session paraneters needed by a receiver to participate in
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the session and perform WEBRC congestion control. The session
description is determ ned by the sender and is typically conmmunicated
to the receivers out of band. How receivers obtain the session
description is outside the scope of this docunent.

When a receiver initiates a session, it first joins the base channel
The packets in the base channel help the receiver orient itself in
terns of what the current tinme slot index is, which in turn allows
the receiver to know the relative rates on the wave channels. The
receiver remains joined to the base channel for the duration of its
participation in the session

At each point in tinme the active (non-qui escent) wave channels are
ordered into |l ayers, where the | owest |ayer is the active wave
channel whose wave is nearest to conpletion and the highest |ayer is
the active wave channel whose wave is furthest from conpl etion.

(This is alnost the sane as saying that the | owest |ayer has the

| owest rate and the highest |ayer has the highest rate. The possible
deviation fromthis is due to the optional non-exponential beginnings
of the waves as described in [8].) Each tine a wave channel becones
active, it is the highest layer. At the end of each time slot the

| owest -1 ayer wave channel becomes qui escent, and thus all active wave
channel s nove down a layer at this point in tine. At each point in
time a receiver is joined to the base channel and a consecutive set
of layers starting with the lowest. Each time a receiver joins a
wave channel it joins the |owest layer not yet joined. A receiver

al ways | eaves the | owest |ayer when it becones quiescent.

After joining a session the receiver adjusts its rate upwards by
joining wave channels in sequence, starting with the | owest |ayer and
novi ng towards the highest. The rates on the active wave channels
are decreasing with tine, so the receiver adjusts its rate downwards
sinply by refraining fromjoining additi onal wave channels. Since
the layer ordering anong the channel s changes dynam cally over tine
depending on the current time slot index, it is inportant that the
receiver continually nonitor the current tinme slot index contained in
recei ved packets. The reception rate at the receiver is determ ned
by how early each wave channel is joined by the receiver: the earlier
the receiver joins a channel with respect to when its wave started,
the higher the reception rate.

Once the receiver is joined to a wave channel, the receiver renains
joined to the wave channel until the channel goes quiescent, at which
poi nt the receiver MJST | eave the channel

The way the receiver adjusts its reception rate is inspired by TFRC

[9]. The receiver at all points in time mintains a target reception
rate, and the receiver is allowed to join the next wave channel if

Luby & CGoyal Experi ment al [ Page 8]



RFC 3738 WEBRC Bui | di ng Bl ock April 2004

after joining its anticipated reception rate fromall the layers it
is joined to would be at nost its target reception rate. The target
rate is continually updated based on a set of neasured paraneters.
The primary paranmeters are an estimate LOSSP of the average |oss
probability and an estimate ARTT of the average multicast round-trip
time.

In the remai nder of this docunent, [og(X) denotes the natura
logarithmof X, i.e., the logarithm base 2.71828459... of X

3.1. Sender Qperation

The sender operation is by design much sinpler than the receiver
operation.

3.1.1. Sender inputs and initialization

The primary input to the sender for the session is SRbh. SR b is an
upper bound to the sender transm ssion rate in bits per second at any
point in time (with some reasonable granularity) in aggregate to al
channels. Naturally, this is then also the maximumrate in bits per
second that any receiver could receive data fromthe session at any
point in time. It is RECOWENDED that the sender transm ssion rate
in aggregate to all channels be nade constant as described in [8].

It is also RECOWENDED t hat the session description indicate whether
the aggregate transnission rate is constant, unless there is no
anmbi gui ty.

The secondary inputs to the sender are listed below These inputs
are secondary because their values will generally be fixed to default
val ues that will not change, because they will be derived from SR b,
or because they are chosen based on non- WEBRC consi der ati ons.

o LENP B is the length of packets in bytes sent to the session. The
val ue of LENP_B depends on the conpl ete protocol, but in genera
this SHOULD be set to as high a value as possible wthout
exceeding the MIU size for the network that woul d cause
fragnmentation.

o0 BCR Pis the transm ssion rate on the base channel at the
beginning of a time slot in packets per second. The default value
for BCR P is 1.

o TSDis the tinme slot duration nmeasured in seconds. The
RECOMMENDED val ue for TSD is 10.

o @ is the mninum quiescent period duration nmeasured in seconds.
The RECOMMENDED val ue for QD is 300.
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o Pisthe nultiplicative drop in every channel rate over each tine
slot. The default value for Pis 0.75.

o0 Nis the duration in time slots for each wave. N is also the
nunber of wave channels active at any tinme. (A wave channel is
called active when it is not quiescent.) A sender may choose any
value that allows it to produce waves that substantially follow
the required exponential shape described in Section 3.1.2. A
RECOMVENDED mechani smfor relating Nto SR b, BCR P and Pis
described in [8].

Fromthese inputs the follow ng fixed sender paraneters can be
derived as follows.

0 SR P = SR b/(8*LENP_B) is the sender transm ssion rate in packets
per second.

o0 BCR b = 8*LENP_B*BCR P is the rate of the base channel at the
beginning of a tinme slot in bits per second.

o L =ceil (BCRP*TSD*(P-1)/10g(P)) is the nunmber of base channe
packets sent in each tine slot.

0 Q=ceil(QNTSD) is the nunber of quiescent time slots per cycle
for a wave channel

o T=N+Qis the total nunber of tine slots in a cycle. T is also
the total nunber of wave channel s.

o For the base channel CN = T and for the wave channels CN =

0,1,...,T-1. The sender has the description of the channels
assigned to the session and the mappi ng between the channels and
the CNs.

o C=TSD'T is the total duration of a cycle in seconds.
3.1.2. Sending packets to the session

The sender keeps track of the current tine slot index CTSI. The
value of CTSI is incremented by 1 nodulo T each TSD seconds. The
value of CTSI is placed into each packet in the format described in
Section 5. For each packet sent to the session, the sender also

pl aces the channel nunber CN of the channel into the packets in the
format described in Section 5. Recall that CN =T for the base
channel and CN = 0,1,...,T-1 for the wave channel s.
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For each packet sent to the session, the sender cal cul ates a packet
sequence nunber PSN and places it into the packet. The value of PSN
is scoped by CN, and the value of PSN is consecutively increasing

wi thin each channel. Furthernore, for each wave channel, the |ast
packet sent before the channel beconmes qui escent nust have the

maxi mum possi bl e PSN val ue. Wen the short format for Congestion
Control Information is used (see Section 5.1), this inplies that for
any wave channel the |ast PSN value sent to the channel just before
the channel becones quiescent is 2716-1 = 65,535. Sinilarly, when
the long format for Congestion Control Information is used (see
Section 5.2), the PSN for the final packet of any wave is 2732-1 =
4,294,967,295. The PSN of the initial packet of a wave thus depends
on TSD, P, BCR P and SR P. For the base channel, the first packet of
each tine slot has a PSN congruent to zero nodulo L. Hence, instead
of 2716 - 1 or 2732 - 1 being the highest PSN used (dependi ng on the
choi ce of short format or |ong format Congestion Contro

Information), the highest PSN is one |less than the largest multiple
of L that does not exceed 27216 (short format) or 2732 (long format).
The format for the PSN within packets is described in Section 5.

The rate at which packets are sent to the base channel starts at
BCR P packets per second at the begi nning of each tine slot and
decreases exponentially to P*BCR P at the end of that tinme slot.

The packet rate for the wave channels is nore conplicated. Each wave
channel carries a sequence of waves separated by qui escent peri ods.
On each wave channel each wave is active during Ntime slots foll owed
by a qui escent period of Qtinme slots. The waves on wave channel

end at the ends of tine slots with CTSI i. Therefore wave channel
is active during tinme slots i-N+1 nodulo T, i-N+2 nmodulo T, ..., i
and is quiescent for time slots i+1 modulo T, i+2 modulo T, ..., i+Q
modul o T. Wave channel i first becones active within time slot i-N+1

nmodulo T at a point in time that may depend on the val ue of SR b.

Except for at nost the first two tinme slots after a wave becones
active, the packet rate of the wave MJST decrease exponentially by a
factor of P per TSD seconds, down to a rate of BCR P at the end of
the last active time slot. At the beginning of each wave, i.e., for
at nost the first two time slots when the wave becones active, the
rate MAY deviate fromthis exponential formso that the total sending
rate in aggregate to all of the channels is constant. A RECOMVENDED
design for the begi nnings of waves to achieve this goal is described
in[8].
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3.2. Receiver Qperation

The bul k of the conplexity in WEBRC is in the receiver operation

For ease of expl anation, suppose for the nmoment that during the
reception there is no packet |oss and packets are arriving at exactly
the rate at which they were sent. The sender transmission rate to
the channels is designed so that the receiver reception rate behaves
as follows.

Upon entering a session, the receiver inmediately joins the base
channel . Wen the receiver wants to increase its rate, it joins
consecutive |layers starting with the | owest and noving towards the
hi ghest. (Recall that the designations of |owest to highest change
as waves becone active and qui escent.) Wen the receiver wants to
maintain its current reception rate and it is already joined to the
| owest NWC | ayers, if the receiver joins channel i-1+NAC nodulo T
sometine during time slot i then the receiver joins channel i+N\C
nodulo T TSD seconds later in tinme slot i+1. Wen the | owest |ayer
beconmes qui escent the receiver |eaves the channel

Suppose the receiver wants to decrease its rate till it is joined to
just the base channel. Assune that a receiver is joined to the
owest N\C < N-2 layers at the beginning of tinme slot i, i.e., wave
channels i, i+1 nodulo T,..., i+NWC-1 nodulo T. Then, the aggregate
packet reception rate of the receiver over the next N\C tinme slots
wi Il behave as follows if the receiver does not join any wave
channel s during this tinme. At the beginning of time slot i the

recei ver reception rate is BCR P*(1 + (1/P) + (/P2 + ... +
(1/P)"NWC). Then the receiver reception rate decreases by a factor
of P over the duration of each tinme slot, and at the end of each tine
slot the reception rate decreases by an additive ambunt of P*BCR P

At the end of tine slot i+NWC-1 nod T, the receiver reception rate is
BCR P*(1+P), and at the beginning of tine slot i +NWC nod T the
receiver is joined only to the base channel and its reception rate is
BCR_P.

3.2.1. Receiver inputs and initialization

Before joining a session the receiver MIST know t he nappi hg between
the CNs and the channels. Upon joining the session or shortly
thereafter, it SHOULD have the values of LENP_ B, BCR P, TSD, P, N, L,
Qand T. Sone of these values may be conputed or neasured once the
recei ver has joined the session. For exanple, the receiver MNAY
obtain LENP B and T fromthe first packet received fromthe base
channel , and the receiver MAY neasure BCR P once it is joined to the
base channel. The values of P, Q and TSD MAY be fixed to default
values built into the receiver that do not change from session to
session, and the value of N MAY be conputed as T-Q The receiver
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SHOULD know whet her the sender is enploying a technique to produce
constant aggregate rate as described in [8].

VWhen a receiver first joins a session, it MJST first join just the
base channel and start receiving packets to determ ne the current
time slot index. |[If during the course of the session the receiver
continually |l oses a high fraction of the packets fromthe base
channel even when the receiver is only joined to the base channel
the receiver SHOULD | eave the session

The recei ver MAY al so have other individually set parameters that nmay
be used to determne its behavior. One such paraneter is MRR b:

o MR b is the maxi numreceiver reception rate in bits per second.
This may be used to determine the maxi numreception rate this
receiver is willing to reach. Thus, the maxi mumreception rate
that the receiver can possibly achieve in the session is the
m ni mum of SR b and MRR b. A recomrended value of MRR b for a
receiver is the bandwi dth capacity of the last link to the
receiver. MR P is the maxi numreceiver reception rate in packets
per second, i.e., MRR P = MRR b/ (8*LENP_B)

3.2.2. Receiver measurenents and cal cul ati ons

As outlined in the introduction, the way a receiver adjusts its
reception rate is inspired by TFRC [9]. The receiver at all points in
time maintains a target reception rate, and the receiver is allowed
to join the next wave channel if joining would increase its reception
rate to at nmost its target reception rate. The target rate is
continually updated based on a set of neasured paraneters.

Two primary paraneters are the estinmate LOSSP of the average | oss
probability and the estimate ARTT of the average MRTT. Both LOSSP
and ARTT are mpovi ng averages of measurements based on discrete
events. For many of the other estimates cal cul ated by WEBRC, using
an exponentially wei ghted noving average (EWMA) with a fixed
averaging fraction is sufficient. However, the cal cul ati ons of LOSSP
and ARTT require a nore general and sophisticated filtering approach

3.2.2.1. Average |loss probability

The design of TFRC [9] reflects that, because the average packet |oss
probability can vary by orders of nagnitude, any estimate of the
average | oss probability based on either a fixed nunber of packets or
on a fixed period of tine with a fixed averaging fraction will be

poor. In TFRC the average is estimated fromthe nunbers of packets
bet ween begi nni ngs of |o0ss events, and the nunmber of |oss events used
is fixed.
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The estimate LOSSP of the average | oss probability of the receiver is
mai ntai ned in a nmanner somewhat sinmilar to that described in TFRC
[9]. The WEBRC receiver estimates the inverse of the average | oss
probability by applying two EWVMA filters to the packet reception
nmeasurenents, a tine-based filter with smoothing constant 0 < Nu < 1
and a |l oss-based filter with snpbothing constant 0 < Delta < 1. The
recommended val ues for the snoothing constants are Nu = 0.3 and Delta
= 0.3. The reason for the tinme-based filter is that the |oss events
in WEBRC are bursty; they typically occur just after a new wave has
been joined. To snoboth out this burstiness, the tinme-based filter is
applied to the packet reception nmeasurements at the end of each epoch
to snoboth out the bursty | oss events over a fewtine slot durations.
Intuitively, the tine-based filter averages packet reception events
such that the events are snoothed out over an interval of tine
proportional to TSD/ Nu seconds. The | oss-based filter, simlar to
what is suggested in TFRC, is applied to the output of the time-based
filter to produce the estimte of the inverse of the average |oss
probability. Intuitively, the | oss-based filter averages |oss events
such that each | oss event is averaged in with weight Delta.

As described later, LOSSP is initialized at the end of slow start and
occasionally reset due to other events. Let Wand X be counts of
packets, let Y be a count of loss events and let Z be the long-term
estimate of the inverse of the average | oss probability. Wenever
the value of LOSSP is initialized or reset, the values of W X Y and
Z are also initialized or reset.

Recall that TSD is the duration of a tine slot. The epoch length EL
is the duration of tinme between decisions to adjust the reception
rate. GCenerally EL is nmuch smaller than TSD, and the RECOMVENDED
val ues are EL = 0.5 seconds and TSD = 10 seconds.

Define G = Nu*EL/ TSD as the ampunt of tinme-based snmoothing to perform
at the end of each epoch. The update rules for W X Y, Z and LOSSP
are the foll ow ng:

o At the end of each epoch, adjust X, Y and Z and conmpute LOSSP as

foll ows:
Z = Z*(1-Delta)A(GY) + GX (G Y+1)*(1-(1-Delta)" (G Y+1))
X = X*(1-Q
Y = Y*(1-09
Z1 = Z*(1-Del ta)AY + X/ (Y+1)*(1-(1-Del ta)~(Y+1))
72 = 7*(1-Del ta)A(Y+1) + (X+W1)/ (Y+2)*(1-(1-Del ta)~(Y+2))

Luby & CGoyal Experi ment al [ Page 14]



RFC 3738 WEBRC Bui | di ng Bl ock April 2004

LOSSP = 1/ max{Z1, Z2, 1}

o For each packet event (whether it is a received packet or a |ost
packet), W= W+ 1

o At the beginning of each | oss event, update W X, and Y as
fol |l ows:

X=X+ W
W=20
Y=Y+ 1

The intuition behind these update rules is the following. |If just

| oss-filtering were used to update Z, then Z woul d be decreased by a
mul tiplicative amount 1 - Delta for each | oss event and Z woul d be

i ncreased by an additive anpbunt Delta for each packet. To snpoth out
| oss events over nore than one tine slot, these adjustnents are
filtered into Z over tinme, at the rate of a fraction G at the end of
each epoch. Thus, the variables X and Y are counts of the portions
of the packets and | oss events, respectively, that have not yet been
filtered into the long-termnmenmory Z. Wis the count of packets
since the last |oss event started. This explains why Wis increased
by one for each packet and Y is increased by one for each | oss event.
At the end of each epoch a fraction G of both X and Y are filtered
into Z according to the loss-filter rule described above, and then
the sane fraction Gis renmoved fromboth X and Y to account for the
fact that this portion has been filtered into Z. The LCSSP

cal cul ati on conbines the short-termhistory (X Y) with the long-term
history Z and also allows the arrivals since the |last |oss Wto have
sone influence. The value of Z2 is what Z1 woul d becone were the
next packet to be |ost.

To reset the loss calculation to a value LOSSP = a, the state
vari abl es are set as foll ows:

W= 0
X=0
Y=0
Z=1/a
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3.2.2.2. Average round-trip tine

The recei ver maintains an average round-trip time, ARTT, as a
nmeasur enent - based filter of MRTT measurements using a snoot hing
constant 0 < Alpha < 1. The RECOVMENDED val ue for Al pha is 0.25.

Each tine the receiver joins a channel (either the base channel upon
entering a session or wave channels continually), it makes a
nmeasurenment of the multicast round-trip tine MRTT as follows. Let V
be an auxiliary variable that is used that keep track of the average
of the square of the MRTT measurenents. Wen the receiver sends the
join for the channel it records the current time JoinTine and sets a
Bool ean variable JONING to true. Wen the first packet is received
fromthe channel the receiver records the current time FirstTime and
resets the value of JONINGto false. |If it is the base channel that
has been joined, ARTT is set to FirstTine-JoinTime and Vis set to
ARTT*ARTT. Oherwi se, the value of MRTT is set to (FirstTinme -
JoinTine) - log(1/P)/2/(1-P)/BCR P * P NAC. (Note that this value
can be negative.) Then, ARTT is updated as follows. Let Onega =

Al pha* ARTT*ARTT/V, and at the Kth MRTT neasurement |let Rho =

Orega/ (1- (1- Orega) " (K+1)). (Note that as K grows Rho approaches
Orega.) Then, V is updated to (1-Rho)*V+Rho*MRTT*MRTT and ARTT is
updated to max{P*ARTT, ( 1- Rho) * ARTT+Rho* MRTT} .

Usual ly ARTT is updated to the second termin the max, and in this
case ARTT is the EWWA of the previous value of ARTT and the new MRTT
with a weighting on the new MRTT that as K grows is proportional to
the square of the previous ARTT divided by the previous average V of
the square of the MRTT. Thus, if there is not nuch variance in the
previous MRTTs relative to the square of their average then the new
MRTT will be filtered into ARTT with a high weight, whereas if there
is alot of variance in the previous MRTTs relative to the square of
their average then the new MRTT will be filtered into ARTT with a | ow
weight. The intuitive rationale for this is that in general the
nunber of neasurenents needed to conpute a neani ngful average for a
random variable is proportional to its variance divided by the square
of its average; see, e.g., [6]. By making the wei ght factor depend on
previ ous nmeasurenents in this way, the appropriate weight to use to
average the new MRTT into the ARTT self-adjusts automatically to the
variability in the neasurenents.

3.2.2.3. Rate Equation
The receiver calculates the reception rate REQN based on the TCP

equation as follows: REQN = 1/ (ARTT*sqgrt{LOSSP} (0. 816 +
7.35*LOSSP* (1+32*L0OSSP*2))). This equation cones from TFRC [ 9].
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3.2.2.4. Epochs

The recei ver makes deci sions on whether or not to join another wave
channel at equal |l y-spaced units of time called epochs. The duration
of an epoch in seconds, EL, is set to be a small fraction of TSD, so
that decisions to join a channel can be made at a nuch finer
granularity than TSD. A standard setting is EL = TSD/20. Thus, with
the recomended setting of TSD = 10, it is RECOWENDED that EL = 0.5.

3.2.2.5. Average reception rate

There are two averaged reception rates nmintained by the receiver:
TRR P, the true reception rate, and ARR P, the anticipated reception
rate. These are used for different purposes and thus are cal cul ated
quite differently. Recomended values for the filtering weights Beta
and Zeta are provided at the end of this subsection.

In start-up node, the true reception rate TRR P is used to ensure
that the receiver does not increase its reception rate too quickly
above its current reception rate. In the transition fromstart-up
node to nornmal operation and in nornal operation, TRR P is used in
setting the slow start rate. TRR P is cal cul ated based on the
nmeasurenent of RR P, where RR P is the receiver reception rate in
packets per second neasured at the begi nning of an epoch averaged
over the epoch that just ended. TRR P is initialized to BCR P +

k*1 og(P)/ TSD when the first base channel packet of the session
arrives, where k is the PSN of the packet reduced nodulo L. TRR P is
updated to (1-Zeta)*TRR P + Zeta*RR P at the begi nning of each epoch
after RR P is measured for the previous epoch

The anticipated reception rate ARR P is the receiver’'s estinmate of
the total instantaneous rate of the currently joined channels. It is
used to conpare against the target rate to deci de whether or not the
recei ver should increase its reception rate by joining the next

hi gher unjoined |layer. ARR P is calcul ated based on a neasurenent

| RR_ P and on the nunber of joined wave channels NWC. The idea
reception rate IRR P is the reception rate in packets per second

i ncludi ng both received and | ost packets; like RR P, it is nmeasured
at the begi nning of the epoch and averaged over the previous epoch
ARR P, IRR_P and NWC are updated as foll ows:

o NWCis initialized to 0.

o Wien the first base channel packet arrives, ARR Pis set to BCRP
+ k*l og(P)/TSD, where k is the PSN of the packet reduced nodulo L
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o At the begi nning of each epoch, IRR P is neasured over the
previ ous epoch and then ARR P is updated to
P (EL/ TSD)*(1-Beta)*ARR_P + Beta*I RR_ P. Then if ARR P exceeds
ARR P max = ((1/P)MN(NWC+1)-1)/((1/P)-1)*BCR P, ARR P is updated to
ARR_P_max.

o Wien a join is nmade to the next higher unjoined |ayer, NAC is
updated to NWC+1 and then ARR P is multiplicatively increased by
the factor ((1/P)M(NWC+1)-1)/((1/P)"NWC-1). (Joins happen at
epoch boundaries; this adjustnment is in addition to the adjustnent
above.)

o Each time a next tine slot index is detected, ARR P is additively
i ncreased by (1-P)*BCR P to account for the change in rate on the
base channel. In addition, the bottomlayer in the previous tine
sl ot has just gone quiescent and thus a nessage to |l eave this
| ayer has been sent, ARR P is additively decreased by BCR P and
NWC is decrenented by 1. Thus, the conbination of these effects
on ARR Pis that it is additively decreased by P*BCR P

Consi der for the noment what happens if Beta = 0 and ARR P is an
accurate estimate of the total rate of the joined channels. The
adjustrments to ARR P upon joining and | eaving wave channels, with the
passage of epochs, and with the detection of tine slot changes wl|
then cause ARR P to remamin an accurate estinmate. |In practice, Beta
MUST be positive; allowing an influence of IRR P prevents ARR P from
drifting away from being an accurate estimate of the total joined
rate.

The notivation for separate estimtes TRR P and ARR P is as foll ows.
ARR P is needed for conparison with the TFRC-inspired target rate
because there is no lag before it reflects the potential rate
increase resulting fromjoining the next higher |ayer and because it
nmeasures the total possible inpact on the network since it also

i ncludes | ost packets. TRR P is needed because it reflects the rate
of data arriving at the receiver and this is used to ensure that
there is not a large gap between the joined rate and the receiving
rate.

The recommended val ues for Beta and Zeta depend on whether the

receiver is in start-up mode (SSR P = infinity). |In start-up node,
it is RECOWENDED that Beta = (1 - P*(0.25))/2 and Zeta = sqrt(P)/ (1
+ sqrt(P)). In normal operation, it is RECOMWENDED that Beta = 1 -

(P/(1+P))~(EL/ TSD) and Zeta = 2*EL/(4+TSD).
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3.2.2.6. Slow start

VWEBRC uses a slow start nechanismto quickly ranp up its rate at both
the beginning of the session and in the nmddl e of a session when the
rate drops precipitously. To enact this, the receiver maintains the
fol |l owi ng paraneters:

0 SSMNRPis the mininumallowed slow start threshold rate in
packets per second. The recomrended value for SSMNR P is
BCR_P*(1+1/ P+1/ P 2).

0 SSRPis the slowstart threshold rate in packets per second. It
is adjusted at the beginning of |oss events as described in
Section 3.2.3.4. SSRPis initialized to infinity and is first set
to a finite value when the receiver leaves the initial start-up
peri od as described bel ow.

At the beginning of a session, the receiver cannot conpute a

nmeani ngful target rate fromits neasurenents. Thus, it uses SSR P =
infinity until one of the followi ng events causes an end to this
start-up node:

0 A packet loss is detected. In this case the value of SSR P is
updated to max{ SSM NR P, P*TRR P} as with the begi nning of any
ot her | oss event.

0 A sharp increase in MRTT is detected. Wile SSR P = infinity the
recei ver MJUST conpute, in the notation of Section 3.2.2.2,
di fferences in successive measurenents of (FirstTime-JoinTine)
from successi ve waves and MUST set SSR P to max{SSM NR P, P*TRR P}
when a large increase in (FirstTinme-JoinTine) is observed. It is
RECOMMVENDED t hat an increase in (FirstTinme-JoinTine) be considered
large if it exceeds (P"(NWC+1)-1)/(P*log(P)) / ARR P

o The maximumreception rate is reached. Wwen SSR P = infinity, if
(PM(-NWC-2)-1)/ (PM(-NWC-1)-1) *ARR_P exceeds MRR_P or SR P, the
receiver MJST set SSR P to max{SSM NR P, TRR P}

o TRR P is not increasing consistent with the last join of a wave
channel. Wile SSR P = infinity, it is RECOWENDED that the
receiver wait at |least one full epoch after the first packet of a
wave is received before joining the next wave. |If the TRR P after
that full epoch is greatly below ARR P the receiver SHOULD NOT
join and SHOULD then set SSR P to max{SSM NR P, TRR P}. It is
RECOMMVENDED t hat TRR_P be considered greatly below ARR P if TRR P
<c* ARRP - 2/EL, where c = Zeta + (1-Zeta)*(P*(-EL/TSD))*(Zeta
+ (1-Zeta)*sqrt(P)*(PM(-EL/TSD)))/g with g = (P*(-NWC-1)-1)/ (P"(-
NC) - 1) .
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In any of these four cases, the variables associated with LOSSP are
reset to nmake REQN, calculated as in Section 3.2.2.3 with the current
val ue of ARTT, equal TRR P

3.2.2.7. Target rate

In typical operation, SSR P has a finite value and the target rate
TRATE i s conputed as TRATE = mi n{max{SSR P, REQN}, MRR P}. When
SSR P = infinity, TRATE is conputed as TRATE = m n{4*TRR_ P, MRR_P}.

3.2.3. Receiver events

There are various receiver events, sone of which are triggered by the
passing of tine on the receiver, and others by events such as packet
reception, detection of packet |oss, reception of a first packet from
a channel, and exceptional time-outs.

3.2.3.1. Packet reception

Most packet reception events require the receiver to nerely register
the reception for later calculation of RR P and IRR P (see Section
3.2.2.5) and increment Wfor later calculation of LOSSP (see Section
3.2.2.1).

Addi tional actions, described in the followi ng three subsections, are
required if the packet is the first packet received in response to a
join operation, the CTSI of the packet indicates a time slot change,
or the CN and PSN of the packet indicate a packet |oss.

3.2.3.2. First packet after join

When channel i is the npst recently joined channel and the Bool ean
variable JONNGis true, the reception of a packet with PSN =i is a
speci al event because it is the first packet received in response to
the nmost recent join. MRITT is calculated and ARTT and V are updated
as described in Section 3.2.2.2, and JONING is set to false. The
first received packet of the session furthernore necessitates
initialization of ARR P and TRR_P as described in Section 3.2.2.5.

3.2.3.3. Tine slot change

This is an event that is triggered by the reception of a packet with
a CTSI value that is one larger nmodulo T than the previous CTSI

val ue. When a packet with a new CTSI =i is received, a leave is
sent for the lowest layer in the previous time slot, i.e., wave
channel i-1 nodulo T, NWC is updated to NWC-1, and ARR P is updated
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to ARR P - P*BCR P as described in Section 3.2.2.5. If the channe
for which the leave is sent is also the nost recently joined wave
channel and JONINGis true, then JONINGis set to fal se

It is possible due to packet reordering for some packets fromthe
previous tinme slot to be received after packets fromthe current tine
slot. It is RECOWENDED that neasures be put into place to handle
this situation appropriately, i.e., to not trigger a tine slot change
in this situation. One sinple mechanismfor this is as follows:
Conpute the difference i-j modulo T, where i is the CISI of the

recei ved packet and j is the current CISI of the receiver. A
difference of zero is, of course, not a tine slot change. In
addition, a very large difference, for exanple a difference |arger
than T-Q@ 2, should also not trigger a tine slot change.

3.2.3. 4. Loss event

Each tine the receiver detects a | ost packet (based on the sequence
nunbers in the packets scoped by the channel nunber), the receiver
records the start of a new | oss event and sets a Bool ean vari abl e
LOSS EVENT to true that will automatically reset to false after ARTT
seconds. All subsequent packet |loss for a period of ARTT seconds is
consi dered as part of the sane | oss event. Wen a start of a |oss
event is detected, the value of SSR P is updated to max{SSM NR P
P*TRR_P}.

It is RECOWENDED that the receiver account for sinple msordering of
packets without inferring a | oss.

3.2.3.5. Epoch change

This is an event that is triggered by the passage of tinme at the
recei ver, which occurs each EL seconds. When this happens, TRR_P and
ARR P are conmputed as described in Section 3.2.2.5. Inmediately after
these updates, a decision is nade about whether to join the next

hi gher | ayer as described in Section 3.2.3.6.

3.2.3.6. Join the next higher |ayer
At the begi nning of each epoch, after updating the values of ARR P
and TRR P as described in Section 3.2.2.5, the receiver decides
whet her or not to join the next higher layer as foll ows:

o |If the first base channel packet has not yet arrived the receiver
MUST not j oin.

o If there is a loss event in progress (LOSS EVENT = true) the
recei ver MJST not join.
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o

If ajoin of a channel is in progress (JONNG = true) the
recei ver MJUST not join.

If N\C = N the receiver MJST not join.

If the receiver is enploying the OPTIONAL rul e described in
Section 3.2.2.6, SSR P = infinity, and a full epoch has not passed
since the first packet arrival on the nost recently joined wave
channel then the receiver MJST not join.

If the receiver is enploying the OPTIONAL rul e described in
Section 3.2.2.6, SSR P = infinity, and a full epoch has passed
since the first packet arrival on the nost recently joined wave
channel, then the receiver checks if TRR P is greatly bel ow ARR P
as described in Section 3.2.2.6. If TRRP is greatly bel ow ARR P
the receiver MJUST not join.

The receiver cal cul ates REQN as described in Section 3.2.2.3.
The receiver cal cul ates TRATE as described in Section 3.2.2.7.

If the sender is not sending at constant aggregate rate and TRATE
< ARR P*((1/P)MN{NWC+2} - 1)/ ((1/ P)A{NWC+1}-1), the receiver MJIST not
join. If the sender is sending at constant aggregate rate and
TRATE < ARR P*((1/P)AMNWC+2}-1)/ ((1/ P)M{NWC+1}-1) and TRATE <
SR P, the receiver MJIST not join.

If SSR P is finite and the sender is not sending at constant
aggregate rate or SSR P is finite and the sender is sending at
constant aggregate rate and TRATE < SR P then the receiver MAY
apply one additional OPTIONAL check before deciding to join.

It is RECOWENDED that the receiver not join if the value of RR P
is not sufficiently |lower than the maxi num val ue of RR_P observed
since the last join. It is RECOWENDED that RR P is sufficiently
lowto allowa join if RR P <= nmax{ RRmax- 2/ EL, P*RRmax}, where
RRmax is the naxi mum neasured RR P since the |ast join.

If the receiver does not join because RR P is not sufficiently
small then a value of LOSSP is calculated so as to nmake the val ue
of the REQN equation given in Section 3.2.2.3 evaluate to

ARR P*((1/ P)MN(NWC+2) - 1)/ ((1/ P)M(NWC+1)-1) with respect to the
current value of ARR P. Then, the variables associated with LOSSP
are reset based on this cal culated val ue of LOSSP as descri bed at
the end of Section 3.2.2.1.

o0 O herwi se, the receiver MAY join the next higher |ayer.
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Suppose the receiver has decided to join and CTSI = i. The receiver
joins the next higher wave channel, i.e., the wave channel with CN =
i +NWC nmodul o T, increnments NAC by 1, and then updates ARR P to

ARR P*((1/ P)MN{NWC+1}-1)/ ((1/P)"NWC-1) as described in Section
3.2.2.5. The time of the join is recorded for use in updating ARTT
as described in Section 3.2.2.2.

3.2.3.7. Join tineout

VWhen no packet arrives in response to the join of channel for a | ong
period of time, the join times out. The receiver sets JONNGto
fal se, updates ARR P to ARR P*((1/P)"NWC-1)/((1/P)"{NWC+1}-1), and
then decrenments NWC by 1.

The RECOWMENDED threshold for a join timeout is max{2*V/ ARTT, 10* ARTT}
seconds.

3.2.3.8. Exceptional tineouts

These are tinmeouts when the packet reception behavior is far from
what it should be and these MJST trigger the receiver to | eave the
session. Exceptional tineouts include

o No packets are received for a long period. A RECOMENDED
threshold i s max{10, TSD} seconds.

0 There is no change in tine slot index for a long period. A
RECOMVENDED t hreshol d is max{20, 2*TSD} seconds.

4. Applicability Statenent

WEBRC i s intended to be a congestion control schene that can be used
in a conplete protocol instantiation that delivers objects and
streans (both reliable content delivery and stream ng of multimedia
information). WEBRC is nost applicable for delivery of objects or
streans of substantial length, i.e., objects or streans that range in
Il ength from hundreds of kilobytes to many gi gabytes, and whose
transfer time is on the order of tens of seconds or nore.

4.1. Environnmental Requirenents and Consi derations
WEBRC can be used with both multicast and uni cast networks. However,
the scope of this docunent is limted to nmulticast. WEBRC requires
connectivity between a sender and receivers, but does not require
connectivity fromreceivers to the sender

VEBRC i nherently works with all types of networks, including LANs,
WANs, Intranets, the Internet, asymmetric networks, wireless
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networks, and satellite networks. Thus, the inherent raw scalability
of WVEBRC is unlimted. However, in sone network environments varying
reception rates to receivers may not be advantageous. For exanpl e,
the network may have dedicated a fixed amount of bandwi dth to the
session or there may be no effective way for receivers to dynamcally
vary the set of channels they are joined to, as in a satellite

net wor k.

Receivers join and | eave channel s using the appropriate multicast
join and | eave nessages. For IPv4 multicast, | GW nmessages are used
by receivers to join and | eave channels. For |IPv6, MDv2 messages
are used by receivers to join and | eave channels. This is the only
dependency of WEBRC on the |P version

WEBRC requires receivers to be able to uniquely identify and
denmul ti pl ex packets associated with a session in order to effectively
perform congesti on control over all packets associated with the
session. How receivers achieve this is outside the scope of this
docunent .

WEBRC i s presunmed to be used with an underlying network or transport
service that is a "best effort" service that does not guarantee
packet reception, packet reception order, and which does not have any
support for flow or congestion control. For exanple, the Any-Source
Mul ticast (ASM nodel of IP nulticast as defined in RFC 1112 [7] is
such a best effort network service. Wile the basic service provided
by RFC 1112 is largely scal abl e, providing congestion control or
reliability should be done carefully to avoid severe scalability
[imtations, especially in the presence of heterogeneous sets of
receivers.

There are currently two nodel s of multicast delivery, the Any-Source
Mul ticast (ASM nodel as defined in RFC 1112 [7] and the Source-
Specific Multicast (SSM nodel as defined in [10]. WEBRC works with
both nulticast nodels, but in a slightly different way wi th sonmewhat
di fferent environnental concerns. Wen using ASM a sender S sends
packets to a nulticast group G and the WEBRC channel address
consists of the pair (S, G, where Sis the |IP address of the sender
and Gis a multicast group address. Wen using SSM a sender S sends
packets to an SSM channel (S, G, and the WEBRC channel address

coi ncides with the SSM channel address.

A sender can locally allocate unique SSM channel addresses, and this
nmakes al |l ocation of channel addresses easy with SSM To allocate
channel addresses using ASM the sender must uniquely chose the ASM
mul ticast group address across the scope of the group, and this makes
al l ocation of WEBRC channel addresses nore difficult with ASM This
is an issue for WEBRC because several channels are used per session
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WEBRC channel s and SSM channel s coi ncide, and thus the receiver wll
only receive packets sent to the requested WEBRC channel. Wth ASM
the receiver joins a channel by joining a nulticast group G and al

packets sent to G regardl ess of the sender, may be received by the
receiver. Thus, SSM has conpelling security advantages over ASM for
prevention of denial of service attacks. 1In either case, receivers
SHOULD use nechanisnms to filter out packets from unwanted sources.

WEBRC assunes that the packet route between the sender and a
particul ar receiver is the sanme for all channels associated with a
session. For SSMthis assunption is true because the nulticast tree
is a shortest path tree fromeach receiver to the sender and
generally this path changes infrequently. For ASMthere are sone

i ssues that if not properly considered nay invalidate this
assunption. Wth ASM the packet route between the sender and
receivers may initially be through the Rendezvous Point (RP) and then
switch over to the shortest path to the sender as packets start
flowing in a channel. The first issue is that the RP may not be the
sane for all channels associated with a session, and thus the first
packets sent to the channels may follow a route that depends on the
RP of the channel. This depends on the RP configuration for the
sender. |If the sender registers all channels associated with the
session with the sane RP then the assunption is true, but if the
sender registers different channels with different RPs then the
assunption may not be true. Thus, it is RECOWENDED that the sender
regi ster all channels associated with a session with the same RP

Anot her issue is that when the channel switches over fromthe RP to
the sender-based tree then the route to the receivers may vary within
a channel. Furthernore, this may cause either the receipt of
duplicate packets at receivers or |oss of packets depending on the
smoot hness of the switchover. Thus, it is RECOWENDED that the RP be
pl aced as cl ose as possible to the sender. The best |ocation for the
RP is that it be the first-hop router closest to the sender, in which
case the path to the sender and the path to the RP is the same for
each receiver and the problens menti oned above are elimnated. The
consequences of this assunption not being true are that the receiver
reaction to congestion nay not be appropriate. GCenerally, the WEBRC

receiver will act conservatively and reduce its reception rate too
much if this assunmption is not true, but there can be cases where the
receivers will act inappropriately.

5. Packet Header Fields

Packets sent to a session using WEBRC MJST i ncl ude Congestion Contro
Information fields as specified in this section. This document
specifies short and long formats for the Congestion Contro
Information, and it is RECOMMENDED t hat protocol instantiations use
one of these two formats. QOher fornmats for the Congestion Contro

Luby & CGoyal Experi ment al [ Page 25]



RFC 3738 WEBRC Bui | di ng Bl ock April 2004

Information fields MAY be used by protocol instantiations, but al
protocol instantiations are REQU RED to use these fields in a fornat
that is compatible with the interpretations of these fields. Thus,
if a protocol does use a different format for the fields in the
Congestion Control Information then it MJST specify the | engths and
positions of these fields within the packet header

Al integer fields are carried in "big-endian" or "network order”
format, that is, nmost significant byte (octet) first. Al constants,
unl ess ot herwi se specified, are expressed in base ten.

5.1. Short Format Congestion Control Information

The short format for the Congestion Control Information is shown in
Fig. 1. The total length of the short format is 32-bits.

0 1 2 3
01234567890123456789012345678901
s S S o T i i S S i (i

| CTsl | Channel Number | Packet Sequence Nunber
R Rt i i i i e T I I S S S R i e S R e e i s o

Fig. 1 - Short format for Congestion Control |nformation

The function of each field in the Congestion Control Information is
the follow ng.

Current Time Slot Index (CTSI): 8 bits

CTSl indicates the index of the current time slot. This nust
be sent in each packet within the session. The Current Tine
Sl ot I ndex increases by one nbdulo T each TSD seconds at the
sender, where T is the nunber of tine slots associated with the
session and TSDis the tinme slot duration. Note that T is al so
t he nunber of wave channels associated with the session, and
thus T MUST be at npbst 255.

Channel Nunmber (CN): 8 bits
CN is the channel nunber that this packet belongs to. CN for
the base channel is T, and the CNs for the wave channels are 0

through T-1. Thus, T+1 channels in total are used, and thus T
MUST be at npbst 255.

Packet Sequence Nunber (PSN): 16 bits

The PSN of each packet is scoped by its CN value. The sequence
nunbers of consecutive packets sent to the base channel are
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nunbered consecutively nodul o 2*"16. The sane sequence of PSNs
are used for each wave channel in each cycle. The sequence
nunbers of consecutive packets sent to a wave channel are
nunbered consecutively nodul o 216 within each cycle, ending
with the | ast packet sent to the channel before the channe
goes quiescent with PSN = 2716-1

5.2. Long Format Congestion Control I|nfornation

The Iong format for the Congestion Control Information is shown in
Fig. 2. The total length of the long format is 64-bits.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| CTsl | Channel Nunber |
B s i S i I i S S S i i

| Packet Sequence Number
i i S i i S e S i ih ik i SE SR S

Fig. 2 - Long format for Congestion Control Information

The neani ng of each field for the long format is the sanme as for the
short fornat, the only difference is that each field is twice as
| ong.

Current Tinme Slot Index (CTSI): 16 bits

CTSI indicates the index of the current tine slot. This nust
be sent in each packet within the session. The Current Tine
Sl ot I ndex increases by one nbdulo T each TSD seconds at the
sender, where T is the nunber of tine slots associated with the
session and TSD is the tine slot duration. Note that T is also
t he nunber of wave channels associated with the session, and
thus T MJUST be at npbst 65, 535.

Channel Nunber (CN): 16 bits
CN is the channel number that this packet belongs to. CN for
the base channel is T, and the CNs for the wave channels are 0
through T-1. Thus, T+1 channels in total are used, and thus T
MJST be at nost 65, 535.

Packet Sequence Nunber (PSN): 32 bits
The PSN of each packet is scoped by its CN value. The sequence

nunbers of consecutive packets sent to the base channel are
nunbered consecutively nodul o 2*32. The sane sequence of PSNs
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6.

are used for each wave channel in each cycle. The sequence
nunbers of consecutive packets sent to a wave channel are
nunber ed consecutively nodul o 2732 within each cycle, ending
with the | ast packet sent to the channel before the channe
goes quiescent with PSN = 27232-1

Requi renents From QG her Buil di ng Bl ocks

As described in RFC 3048 [4], WEBRC is a building block that is
i ntended to be used, in conjunction with other building blocks, to
hel p specify a protocol instantiation

VWEBRC does not provide higher |evel session support, e.g., how
receivers obtain the necessary session description and how t he

recei vers demultiplex received packets based on their session. There
i s support provided by other building blocks that can be used in
conjunction with WEBRC to provide sone of this support. For exanple,
LCT [12] can provide sone of the higher |evel in-band session support
that may be needed by receivers, and the WEBRC Congestion Contro
Information (CCl) required in each packet can be carried in the CC
field of the LCT header [12].

VEBRC does not provide any type of reliability, and in particul ar
does not provide support for retransm ssion of |oss packets.
Reliability can be added by independent neans, such as by the use of
FEC codes as described in [13] and specified in the FEC buil di ng

bl ock [14].

Security Consi derations

VWEBRC can be subject to denial-of-service attacks by attackers that
try to confuse the congestion control mechanismfor receivers by
injecting forged packets into the nulticast stream This attack nost
adversely affects network el ements and recei vers downstream of the
attack, and nuch less significantly the rest of the network and ot her
receivers. Because of this and because of the potential attacks due
to the use of FEC described above, it is RECOWENDED t hat Reverse
Pat h Forwardi ng checks be enabled in all network routers and switches
along the path fromthe sender to receivers to linit the possibility
of a bad agent injecting forged packets into the nulticast tree data
pat h.

It is al so RECOWENDED t hat packet authentication be used to

aut henti cate each packet inmmediately upon receipt before the receiver
performs any WEBRC actions based upon its receipt. Unfortunately,
there are currently no practical multicast packet authentication
schenmes that offer instant packet authentication upon receipt.
However, TESLA [17] can be used to authenticate each packet a few
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seconds after receipt. Thus, TESLA could be used in conjunction with
WEBRC t 0 aut henticate packets and for exanple termnate the session
upon detection of a forged packet. However, it is RECOVWENDED t hat
the normal WEBRC receiver responses to received packets occur

i medi ately -- not delayed by the TESLA authentication process. This
i s because the overall WEBRC performance woul d be greatly degraded if
the receiver delayed its WEBRC response to packet receipt for severa
seconds.

A receiver with an incorrect or corrupted inplenentati on of WEBRC may
affect health of the network in the path between the sender and the
receiver, and nmay al so affect the reception rates of other receivers
joined to the session. It is therefore RECOVWENDED that receivers be
required to identify thenselves as legitimte before they receive the
session description needed to join the session

Anot her vulnerability of WEBRC is the potential of receivers

obtai ning an incorrect session description for the session. The
consequences of this could be that legitinate receivers with the
wrong session description are unable to correctly receive the session
content, or that receivers inadvertently try to receive at a much

hi gher rate than they are capable of, thereby disrupting traffic in
portions of the network. To avoid these problens, it is RECOMVENDED
that neasures be taken to prevent receivers fromaccepting incorrect
session descriptions, e.g., by using source authentication to ensure
that receivers only accept legitimte session descriptions from

aut hori zed senders.
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