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Abst r act

Thi s docunment describes an extension to the Session Initiation
Protocol (SIP) for publishing event state used within the SIP Events
framework. The first application of this extension is for the
publication of presence information.

The nmechani sm described in this docunent can be extended to support
publication of any event state for which there exists an appropriate
event package. It is not intended to be a general -purpose nechani sm
for transport of arbitrary data, as there are better-suited
mechani sns for this purpose.

Tabl e of Contents

I ntroduction . .
Definitions and Docurrent Conventl ons .

Overall Qperation

Constructi ng PUBLI SH Request s .

4.1. ldentification of Published Event St at e
Creating Initial Publication .
Refreshing Event State .

Modi fyi ng Event State

4 5 Renovi ng Event State . C e e e
Processing PUBLISH Responses . . . . . . . . . . . . . . . . 10
Processing PUBLI SH Requests . . . . . . . . . . . . . . . . 10
Processing OPTIONS Requests . . . . . . . . . . . . . . . . 13
Use of Entity-tags in PUBLISH . . . . . . . . . . . . . . . 13

PonhE

B
A WNE
COO~NOURWN

ONo O

Ni em St andards Track [ Page 1]



RFC 3903 SIP Event State Publication

8.1. Ceneral Notes.
8.2. dient Usage .
8.3. Server Usage . . .
9. Controlling the Rate of Publ|cat|on

10. Considerations for Event Packages u5|ng PUBLISH

10.1. PUBLISH Bodies . . .
10. 2. PUBLI SH Response Bod|es

10.3. Multiple Sources for Event State .

10. 4. Event State Segnentation
10.5. Rate of Publication.
11. Protocol Elenent Definitions .
11.1. New Methods. . . .
11.1.1. PUBLI SH thhod
11. 2. New Response Codes

11.2.1. "412 Cbnditiohai Request Falled"

11. 3. New Header Fields . . .
11.3.1. "SI P-ETag" Fbader F|eld

11.3.2. "SIP-1f-Match" Header Fi el.d.

12. Augnented BNF Definitions

13. | ANA Consi derations
13.1. Methods . .

13. 2. Response Codes . . .
13. 3. Header Field Names .

14. Security Considerations
14. 1. Access Control
14. 2. Denial of Service Attacks
14. 3. Replay Attacks . .

14.4. Man in the Mddl e Attacks
14. 5. Cbnf|dent|al|ty

15. Examples . . .

16. Contributors .

17. Acknow edgenents .

18. References . . .
18.1. Normative References .
18.2. Informative References .

Aut hor’ s Addr ess.

Ful | Copyri ght Statenent

1. Introduction

ﬁeepenee.cbde 19

Cct ober 2004

13
14
14
15
15
16
16
16
17
17
17
17
17
19

20
20
20
21
21
21
21
21
22
22
22
22
23
23
24
29
30
30
30
31
31
32

Thi s specification provides a framework for the publication of event
state froma user agent to an entity that is responsible for
conpositing this event state and distributing it to interested

parties through the SIP Events [1] franmeworKk.
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In addition to defining an event publication franework, this
specification defines a concrete usage of that framework for the
publication of presence state [2] by a presence user agent [3] to a
presence compositor, which has a tightly coupled relationship with
the presence agent [1].

The requirenents and nodel for presence publication are docunmented in
[10]. This specification will address each of those requirenents.

The nechani sm described in this docunment can be extended to support
publication of any event state for which there exists an appropriate
event package as defined in [1]. For instance, an application of SIP
events for nmessage waiting indications [11] m ght choose to collect
the statuses of voice-mail boxes across a set of user agents using
the PUBLI SH mechani sm  The conpositor in such an application would
then be responsible for collecting and distributing this state to the
subscri bers of the event package.

Each application that nmakes use of the PUBLI SH nechanismin the
publication of event state will need to adhere to the guidelines set
in Section 10. The nechani sm described in this docunent is not

i ntended to be a general - purpose mechanismfor transport of arbitrary
data, as there are better-suited nechanisns for this purpose.

2. Definitions and Docunment Conventi ons

In addition to the definitions of RFC 2778 [3], RFC 3265 [1], and RFC
3261 [4], this docunment introduces some new concepts:

Event State: State information for a resource, associated with an
event package and an address-of-record.

Event Publication Agent (EPA): The User Agent Cient (UAC) that
i ssues PUBLI SH requests to publish event state.

Event State Conpositor (ESC): The User Agent Server (UAS) that
processes PUBLI SH requests, and is responsible for conpositing
event state into a conplete, conposite event state of a resource

Presence Compositor: A type of Event State Compositor that is
responsi bl e for conpositing presence state for a presentity.

Publ i cation: The act of an EPA sending a PUBLISH request to an ESC to
publish event state

Event Hard State: The steady-state or default event state of a

resource, which the ESC may use in the absence of, or in addition
to, soft state publications.
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Event Soft State: Event state published by an EPA using the PUBLI SH
nmechani sm A protocol elenent (i.e., an entity-tag) is used to
identify a specific soft state entity at the ESC. Soft state has
a defined lifetime and will expire after a negotiated amount of
time.

The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWVMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [5]
and indicate requirenent |evels for conpliant inplenentations.

| ndent ed passages such as this one are used in this docunent to
provi de additional information and clarifying text. They do not
contain descriptions of normative protocol behavior

3. Overall Operation

Thi s docunent defines a new SIP nethod, PUBLISH, for publishing event
state. PUBLISH is simlar to REASTER in that it allows a user to
create, nodify, and renove state in another entity which nanages this
state on behal f of the user. Addressing a PUBLISH request is
identical to addressing a SUBSCRI BE request. The Request-UR of a
PUBLI SH request is populated with the address of the resource for

whi ch the user wi shes to publish event state. The user may in turn
have nmultiple User Agents or endpoints that publish event state.

Each endpoint may publish its own unique state, out of which the
event state conpositor generates the conposite event state of the
resource. In addition to a particular resource, all published event
state is associated with a specific event package. Through a
subscription to that event package, the user is able to discover the
conposite event state of all of the active publications.

A User Agent Cient (UAC) that publishes event state is |abeled an
Event Publication Agent (EPA). For presence, this is the famliar
Presence User Agent (PUA) role as defined in [2]. The entity that
processes the PUBLI SH request is known as an Event State Conpositor
(ESC). For presence, this is the famliar Presence Agent (PA) role
as defined in [2].

PUBLI SH requests create soft state in the ESC. This event soft state
has a defined lifetinme and will expire after a negotiated amunt of
time, requiring the publication to be refreshed by subsequent PUBLI SH
requests. There may al so be event hard state provisioned for each
resource for a particular event package. This event state represents
the resource state that is present at all times, and does not expire.
The ESC may use event hard state in the absence of, or in addition
to, event soft state provided through the PUBLI SH nechanism Setting
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this event hard state or configuring the ESC policy regarding the
aggregation of different event state is out of the scope of this
speci fication.

The body of a PUBLISH request carries the published event state. In
response to every successful PUBLISH request, the ESC assigns an
identifier to the publication in the formof an entity-tag. This
identifier is then used by the EPA in any subsequent PUBLI SH request
that nodifies, refreshes or renmoves the event state of that
publication. Wen event state expires or is explicitly removed, the
entity-tag associated with it becomes invalid. A publication for an
invalid entity-tag will naturally fail, and the EPA needs to start
anew and resend its event state without referencing a previous
entity-tag.

4. Constructing PUBLI SH Requests

PUBLI SH requests create, nodify, and renbve event state associ ated
with an address-of-record. A suitably authorized third party may
al so perform publication on behalf of a particul ar address-of-record.

Except as noted, the construction of the PUBLISH request and the
behavi or of clients sending a PUBLI SH request are identical to the
general UAC behavi or described in Section 8.1 and Section 17.1 of RFC
3261 [4].

I f necessary, clients may probe for the support of PUBLISH using the
OPTI ONS request defined in SIP [4]. The presence of "PUBLISH' in the
"Al'l ow' header field in a response to an OPTIONS request indicates
support for the PUBLISH nethod. |In addition, the "All ow Events"
header field indicates the supported event packages.

Note that it is possible for the OPTIONS request to fork, and
consequently return a response froma User Agent other than the
ESC. In that case, support for the PUBLI SH nethod may not be
appropriately represented for that particul ar Request-URI

A PUBLI SH request does not establish a dialog. A UAC MAY include a
Rout e header field in a PUBLISH request based on a pre-existing route
set as described in Section 8.1 of RFC 3261 [4]. The Record-Route
header field has no neaning in PUBLISH requests or responses, and
MUST be ignored if present. |In particular, the UAC MUST NOT create a
new route set based on the presence or absence of a Record-Route
header field in any response to a PUBLI SH request.

The PUBLI SH request MAY contain a Contact header field, but including

one in a PUBLI SH request has no nmeaning in the event publication
context and will be ignored by the ESC. An EPA MAY send a PUBLI SH
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request within an existing dialog. In that case, the request is
received in the context of any nedia session or sessions associated
with that dialog.

Note that while sending a PUBLISH request within an existing
dialog is not prohibited, it will typically not result in the
expected behavior. Unless the other end of the dialog is also an
ESC, it will probably reject the request.

EPAs MUST NOT send a new PUBLI SH request (not a re-transm ssion) for
the sanme Request-URI, until they have received a final response from
the ESC for the previous one or the previous PUBLISH request has
tinmed out.

4.1. ldentification of Published Event State

Identification of published event state is provided by three pieces
of information: Request-URI, event type, and (optionally) an entity-
tag.

The Request-URI of a PUBLI SH request contains enough information to
route the request to the appropriate entity per the request routing
procedures outlined in RFC 3261 [4]. It also contains enough
information to identify the resource whose event state is to bhe
publ i shed, but not enough infornmation to determ ne the type of the
publ i shed event state.

For determining the type of the published event state, the EPA MJST
i nclude a single Event header field in PUBLISH requests. The val ue
of this header field indicates the event package for which this
request is publishing event state.

For each successful PUBLISH request, the ESC will generate and assign
an entity-tag and return it in the SIP-ETag header field of the 2xx
response.

When updating previously published event state, PUBLISH requests MJST
contain a single SIP-1f-Match header field identifying the specific
event state that the request is refreshing, nodifying or renoving.
This header field MJST contain a single entity-tag that was returned
by the ESC in the Sl P-ETag header field of the response to a previous
publicati on.

The PUBLI SH request MAY contain a body, which contains event state
that the client wi shes to publish. The content format and semantics
are dependent on the event package identified in the Event header
field.
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The presence of a body and the SIP-I1f-Match header field determ ne
the specific operation that the request is performng, as described

in Table 1.

TSR Fomm - Fom e e e oo - Fom e e e oo - +
| Operation | Body? | SIP-1f-Match? | Expires Val ue

S DTy S TR S TR +
| Initial | yes | no | >0 |
| Refresh | no | yes | >0 |
| Modify | yes | yes | >0 |
| Rempve | no | yes | O |
SR R, Fom e e e oo oo - Fom e e e oo oo - +

Tabl e 1: Publication Operations

An 'Initial’ publication sets the initial event state for a
particul ar EPA. There may, of course, already be event state
publ i shed by other EPAs (for the sane address-of-record). That state
is unaffected by an initial publication. A 'Refresh’ publication
refreshes the lifetinme of a previous publication, whereas a ' Mdify’
publication nodifies the event state of a previous publication. A

" Renmove’ publication requests inmedi ate renoval of event state.
These operations are described in nore detail in the follow ng

secti ons.

4.2. Creating Initial Publication

An initial publication is a PUBLISH request created by the EPA and
sent to the ESC that establishes soft state for the event package
indicated in the Event header field of the request, and bound to the
address in the Request-URlI of the request.

An initial PUBLISH request MJST NOT contain a SIP-1f-Mtch header
field. However, if the EPA expects an appropriate, locally stored
entity-tag to still be valid, it SHOULD first try to nodify that
event state as described in Section 4.4, instead of submtting an
initial publication.

An initial PUBLISH request MJST contain a body that contains the
publ i shed event state.

An initial PUBLISH request MAY contain a single Expires header field.

This val ue indicates the suggested lifetinme of the event state
publicati on.
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The ESC may | ower the suggested lifetime of the publication, but it
will never extend it. |f an Expires header field is not present, the
EPA is indicating its desire for the ESC to choose. The Expires
header field in a 2xx response to the initial PUBLISH indicates the

actual duration for which the publication will remain active. Unless
refreshed before this lifetine is exceeded, the publication wll
expire.

4.3. Refreshing Event State

An EPA is responsible for refreshing its previously established
publications before their expiration interval has el apsed. To
refresh a publication, the EPA MJUST create a PUBLI SH request that
includes in a SIP-1f-Match header field the entity-tag of the
publication to be refreshed.

The SIP-1f-Match header field containing an entity-tag conditions the
PUBLI SH request to refresh a specific event state established by a
prior publication. |If the entity-tag matches previously published
event state at the ESC, the refresh succeeds, and the EPA receives a
2XX response.

Li ke the 2xx response to an initial PUBLISH request, the 2xx response
to a refresh PUBLI SH request will contain a SIP-ETag header field
with an entity-tag. The EPA MUST store this entity-tag, replacing
any existing entity-tag for the refreshed event state. See Section
8.2 for nore information on the EPA handling of entity-tags.

If there is no matching event state, e.g., the event state to be
refreshed has already expired, the EPA receives a 412 (Conditiona
Request Fail ed) response to the PUBLI SH request.

A publication refresh MAY contain a single Expires header field.
This value indicates the suggested lifetime of the event state.

The ESC may | ower the suggested lifetine of the publication refresh,
but it will never extend it. |f an Expires header field is not
present, the EPAis indicating its desire for the ESC to choose. The
Expires header field in a 2xx response to the publication refresh

i ndi cates the actual duration for which the publication will remain
active.

A publication refresh only extends the expiration tine of already
exi sting event state. It does not affect that event state in any
ot her way. Therefore, a PUBLISH request that refreshes event state
MUST NOT have a body.
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4.4. Modifying Event State

Modi fyi ng event state closely resenbles the creation of initial event
state. However, instead of establishing conpletely new event state
at the ESC, already existing event state is updated with nodified
event state. The nature of this update depends on the content of the
body, and the semantics associated with the fornat of that body.

To nmodify event state, the EPA MJUST construct a PUBLISH request that
includes in a SIP-1f-Match header field the entity-tag of the event
state publication to be nodified. A PUBLISH request that nodifies
event state MUST contain a body that includes the nodified event
state.

The SIP-1f-Match header field conditions the PUBLI SH request to

nodi fy a specific event state established by a prior publication, and
identified by the entity-tag. |If the entity-tag matches previously
publ i shed event state at the ESC, that event state is replaced by the
event state carried in the PUBLI SH request, and the EPA receives a
2XX response.

Li ke the 2xx response to an initial PUBLISH request, the 2xx response
to a nodi fying PUBLI SH request will contain a SIP-ETag header field
with an entity-tag. The EPA MUST store this entity-tag, replacing
any existing entity-tag for the nodified event state. See Section
8.2 for nore informati on on the EPA handling of entity-tags.

If there is no matching event state at the ESC, e.g., the event state
to be nodified has already expired, the EPA receives a 412
(Condi tional Request Failed) response to the PUBLI SH request.

A modi fyi ng PUBLI SH request MAY contain a single Expires header
field. This value indicates the suggested lifetime of the event
state publication.

The ESC may | ower the suggested |lifetime of the publication, but it
will never extend it. |f an Expires header field is not present, the
EPA is indicating its desire for the ESC to choose. The Expires
header field in a 2xx response to the nodi fyi ng PUBLI SH request

i ndi cates the actual duration for which the publication will remain
active. Unless refreshed before this |lifetime is exceeded, the
publication will expire.

4.5. Renoving Event State

Event state established by a prior publication nay also be explicitly
renoved.
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To request the i medi ate renoval of event state, an EPA MJST create a
PUBLI SH request with an Expires value of "0", and set the SIP-If-

Mat ch header field to contain the entity-tag of the event state
publication to be renoved.

Note that renoving event state is effectively a publication
refresh suggesting an infinitesimal expiration interval.
Consequently, the refreshed event state expires inmmediately after
bei ng refreshed.

Simlar to an event state refresh, the renpval of event state only
affects the expiry of the event state. Therefore, a PUBLISH request
that renoves event state MJST NOT contain a body.

5. Processing PUBLI SH Responses

VWhen processing responses to PUBLI SH requests, the steps in Section
8.1.2 of RFC 3261 [4] apply.

If an EPA receives a 412 (Conditional Request Failed) response, it
MUST NOT reattenpt the PUBLI SH request. Instead, to publish event
state, the EPA SHOULD performan initial publication, i.e., a PUBLISH
request without a SIP-1f-Match header field, as described in Section
4.2. The EPA MUST al so discard the entity-tag that produced this
error response.

If an EPA receives a 423 (Interval Too Brief) response to a PUBLI SH
request, it MAY retry the publication after changing the expiration
interval in the Expires header field to be equal to or greater than
the expiration interval within the M n-Expires header field of the
423 (I nterval Too Brief) response.

6. Processing PUBLI SH Requests

The Event State Conpositor (ESC) is a User Agent Server (UAS) that
processes and responds to PUBLI SH requests, and maintains a |list of
publications for a given address-of-record. The ESC has to know
(e.g., through configuration) the set of addresses for which it
mai nt ai ns event state.

The ESC MJST ignore the Record-Route header field if it is included
in a PUBLISH request. The ESC MUST NOT include a Record-Route header
field in any response to a PUBLISH request. The ESC MJST ignore the
Contact header field if one is present in a PUBLISH request.
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PUBLI SH requests with the sane Request-URI MJST be processed in the
order that they are received. PUBLISH requests MJST al so be
processed atonically, meaning that a particular PUBLI SH request is
ei ther processed conpletely or not at all

When receiving a PUBLI SH request, the ESC foll ows the steps defining
general UAS behavior in Section 8.2 of RFC 3261 [4]. In addition
for PUBLISH specific behavior the ESC foll ows these steps:

1. The ESC inspects the Request-URl to determ ne whether this request
is targeted to a resource for which the ESC is responsible for
mai nt ai ni ng event state. If not, the ESC MJUST return a 404 ( Not
Found) response and skip the renaining steps.

It may al so be that the Request-URI points to a donain that the
ESC is not responsible for. 1In that case, the UAS receiving the
request can assume the role of a proxy server and forward the
request to a nore appropriate target.

2. The ESC exami nes the Event header field of the PUBLISH request.
If the Event header field is mssing or contains an event package
whi ch the ESC does not support, the ESC MJST respond to the
PUBLI SH request with a 489 (Bad Event) response, and skip the
remai ni ng steps.

3. The ESC exami nes the SIP-1f-Match header field of the PUBLISH
request for the presence of a request precondition

* |f the request does not contain a SIP-1f-Mtch header field,
the ESC MUST generate and store a locally unique entity-tag for
identifying the publication. This entity-tag is associated
with the event-state carried in the body of the PUBLISH
request.

* Else, if the request has a SIP-1f-Mutch header field, the ESC
checks whether the header field contains a single entity-tag.
If not, the request is invalid, and the ESC MJST return with a
400 (I nvalid Request) response and skip the renaining steps.

* Else, the ESC extracts the entity-tag contained in the SIP-1f-
Mat ch header field and matches that entity-tag agai nst al
locally stored entity-tags for this resource and event package.
If no match is found, the ESC MJST reject the publication with
a response of 412 (Conditional Request Failed), and skip the
remai ni ng steps.
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N em

The ESC processes the Expires header field value fromthe PUBLI SH
request.

* |f the request has an Expires header field, that value MJST be
taken as the requested expiration.

* Else, a locally-configured default value MJST be taken as the
requested expiration

* The ESC MAY choose an expiration | ess than the requested
expiration interval. Only if the requested expiration interva
is greater than zero and less than a |l ocally-configured
m ni mum the ESC MAY reject the publication with a response of
423 (Interval Too Brief), and skip the remmining steps. This
response MJUST contain a M n-Expires header field that states
the mninumexpiration interval the ESCis willing to honor.

The ESC processes the published event state contained in the body
of the PUBLISH request. |If the content type of the request does

not match the event package, or is not understood by the ESC, the
ESC MUST reject the request with an appropriate response, such as
415 (Unsupported Media Type), and skip the remai nder of the steps.

* The ESC stores the event state delivered in the body of the
PUBLI SH request and identified by the associated entity-tag,
updating any existing event state for that entity-tag. The
expiration value is set to the chosen expiration interval.

* |f the request has no nessage body and contained no entity-tag,
the ESC SHOULD reject the request with an appropriate response,
such as 400 (lInvalid Request), and skip the remainder of the
steps. Alternatively, in case either ESC | ocal policy or the
event package has defined semantics for an initial publication
cont ai ni ng no nmessage body, the ESC MAY accept it.

* Else, the event state identified by the entity-tag is
refreshed, setting the expiration value to the chosen
expiration interval

* |f the chosen expiration interval has a special value of "0",
the event state identified by the entity-tag MJST be
i medi ately renoved. The ESC MUST NOT store any event state as
a result of such a request.
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7.

8.

The processing of the PUBLISH request MJST be atomic. |If interna
errors (such as the inability to access a back-end dat abase) occur
bef ore processing is conplete, the publication MUST NOT succeed,
and the ESC MUST fail with an appropriate error response, such as
504 (Server Time-out), and skip the |ast step.

6. The ESC returns a 200 (OK) response. The response MJST contain an
Expi res header field indicating the expiration interval chosen by
the ESC. The response MJST al so contain a SlIP-ETag header field
that contains a single entity-tag identifying the publication.

The ESC MJUST generate a new entity-tag for each successfu
publication, replacing any previous entity-tag associated with
that event state. The generated entity-tag MJST be unique from any
other entity-tags currently assigned to event state associ ated
with that Request-URI, and MJST be different fromany entity-tag

assigned previously to event state for that Request-URI. See
Section 8.3 for nore information on the ESC handling of entity-
t ags.

Processi ng OPTI ONS Requests

A client may probe the ESC for the support of PUBLISH using the

OPTI ONS request defined in SIP [4]. The ESC processes OPTI ONS
requests as defined in Section 11.2 of RFC 3261 [4]. In the response
to an OPTIONS request, the ESC SHOULD i nclude "PUBLISH' to the |ist
of allowed nethods in the Al ow header field. Al so, it SHOULD |i st
the supported event packages in an Allow Events header field

The Al |l ow header field may al so be used to specifically announce
support for PUBLI SH nmessages when registering. (See SIP Capabilities
[12] for details).

Use of Entity-tags in PUBLISH

Thi s section nmakes a general overview of the entity-tags usage in
PUBLISH. It is informative in nature and thus contains no normative
protocol description

1. Ceneral Notes

The PUBLI SH nmechani sm nmakes use of entity-tags, as defined in HITP/
1.1 [13]. Wile the main functionality is preserved, the syntax and
semantics for entity-tags and the correspondi ng header fields is
adapted specifically for use with the PUBLI SH nethod. The nmain

di fferences are:

o The syntax for entity-tags is a token instead of quoted-string.
There is also no prefix defined for indicating a weak entity-tag.
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o0 A PUBLISH precondition can only apply to a single entity-tag, so
request preconditions with nmultiple entity-tags are not all owed.

0 A request precondition can’t apply to "any" entity, namely there
is no special "*" entity-tag value defined for PUBLISH

o Wiereas in HTITP/1.1 returning an entity-tag is optional for origin
servers, in PUBLISH ESCs are required to always return an entity-
tag for a successful publication.

The main notivation for the above adaptation is that PUBLISH is
conceptual ly an HTTP PUT, for which only a subset of the features in
cache validation using entity-tags is allowed in HITP/1.1. It nakes
little sense to enable features other than this subset for event
state publication.

To make it apparent that the entity-tags usage in PUBLISH is simlar
but not identical to HITP/ 1.1, we have not adopted the header field
nanes directly fromHTTP/ 1.1, but rather have created simlar but

di stinct nanes, as can be seen in Section 11

8.2. dient Usage

Each successful publication will get assigned an entity-tag which is
then delivered to the EPA in the response to the PUBLI SH request.
The EPA needs to store that entity-tag, replacing any previous
entity-tag for that event state. |If a request fails with a 412
(Condi tional Request Failed) response, the EPA discards the entity-
tag that caused the failure.

Entity-tags are opaque tokens to the EPA. The EPA cannot infer any
further semantics froman entity-tag beyond a sinple identifier, or
assume a specific formatting. An entity-tag nmay be a nonotonically

i ncreasing counter, but it may also be a totally randomtoken. It is
up to the ESC i nplementation as to what the formatting of an entity-
tag is.

8.3. Server Usage

Entity-tags are generated and mai ntained by the ESC. They are part
of the state mmintained by the ESC that al so i ncludes the actua

event state and its remaining expiration interval. An entity-tag is
generated and stored for each successful event state publication, and
returned to the EPA in a 200 (OK) response. Each event state
publication fromthe EPA that updates a previous publication wll
include an entity-tag that the ESC can use as a search key in the set
of active publications.
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10.

The way in which an entity-tag is generated is an inplenmentation

deci sion. One possible way to generate an entity-tag is to inplenent
it as an integer counter that is increnmented by one for each
successfully processed publication. Qher, equally valid ways for
generating entity-tags exist, and this docunent makes no
recomendati ons or preference for a single way.

Controlling the Rate of Publication

As an entity responsible for aggregating state information from
potentially many sources, the ESC can be subject to considerable
amounts of publication traffic. There are ways to reduce the anount
of PUBLI SH requests that the ESC receives:

0o Choice of the expiration interval for a publication can be
affected by the ESC. It can insist that an EPA chooses a | onger
expiration value to what it suggests, in case the ESC s | oca
default mninmumexpiration value is not reached. Maintaining a
| onger default m ni mum expiration value at the ESC reduces the
rate at which publications are refreshed

o Another way of reducing publication traffic is to use a SIP-1eve
push-back to quench a specific source of publication traffic. To
push back on publications froma particular source, the ESC MAY
respond to a PUBLISH request with a 503 (Service Unavail able), as
defined in RFC 3261 [4]. This response SHOULD contain a Retry-
After header field indicating the time interval that the
publication source is required to wait until sending anot her
PUBLI SH r equest .

At the time of witing this specification, work on managing load in
SIP is starting, which may be able to provide further tools for
managi ng load in event state publication systens.

Consi derations for Event Packages using PUBLI SH

This section discusses several issues which should be taken into
consi derati on when appl ying the PUBLI SH nechanismto event packages.
It al so denmonstrates how t hese issues are handl ed when using PUBLI SH
for presence publication.

Any future event package specification SHOULD i nclude a di scussi on of
its considerations for using PUBLISH At a m ni numthose

consi derati ons SHOULD address the issues presented in this chapter,
and MAY include additional considerations.
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10.

10.

10.

1. PUBLI SH Bodi es

The body of the PUBLISH request typically carries the published event
state. Any application of the PUBLI SH mechani smfor a given event
package MJST define what content type or types are expected in
PUBLI SH requests. Each event package MJUST al so describe the
semantics associated with that content type, and MJST prescribe a
default, mandatory to inplenent M ME type.

Thi s docunent defines the semantics of the presence publication
requests (event package "presence") when the Conmon Profile for
Presence (CPP) Presence Information Data Fornmat (PIDF) [6] is used.
A PUA that uses PUBLISH to publish presence state to the PA MUST
support the PIDF presence format. It MAY support other formats.

2. PUBLI SH Response Bodi es

The response to a PUBLI SH request indicates whether the request was
successful or not. 1In general, the body of such a response will be
enpty unl ess the event package defines explicit neaning for such a
body.

There is no such neaning for the body of a response to a presence
publicati on.

3. Miltiple Sources for Event State

For some event packages, the underlying nmodel is that of a single
entity responsi ble for aggregating event state (ESC), and multiple
sources, out of which only some may be using the PUBLI SH nechani sm

Note that sources for event state other than those using the
PUBLI SH nmechani sm are explicitly allowed. However, it is beyond
the scope of this document to define such interfaces.

Event packages that make use of the PUBLI SH nechani sm SHOULD descri be
whet her this nodel for event state publication is applicable, and MAY
descri be specific mechani snms used for aggregating publications from
mul tipl e sources.

For presence, a PUA can publish presence state for just a subset of
the tuples that nay be conposited into the presence docunent that
wat chers receive in a NOTIFY. The nechani sm by which the ESC
aggregates this information is a matter of local policy and out of
the scope of this specification
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10.

10.

11.

11.

11.

4. Event State Segnentation

For some event packages, there exists a natural deconposition of
event state into segnents. Each segnent is defined as one of
potentially many identifiable sections in the published event state.
Any event package whose content type supports such segnentation of
event state, SHOULD describe the way in which these event state
segments are identified by the ESC

In presence publication, the EPA MJST keep the "id" attributes of
tuples consistent in the context of an entity-tag. |[If a publication
nodi fies the contents of a tuple, that tuple MUST maintain its
original "id". The ESCwill interpret each tuple in the context of
the entity-tag with which the request arrived. A tuple whose "id" is
m ssing conpared to the original publication will be considered as
being renmbved. Simlarly, a tuple is interpreted as being added if
its "id" attribute is one that the original publication did not
cont ai n.

5. Rate of Publication

Controlling the rate of publication is discussed in Section 9.

I ndi vi dual event packages MAY in turn define recommendati ons ( SHOULD
or MJST strength) on absolute maxi numrates at which publications are
allowed to be generated by a single EPA

There are no rate limting recommendati ons for presence publication
Prot ocol El erment Definitions

This section describes the extensions required for event publication
in SIP.

1. New Mt hods
1.1. PUBLI SH Met hod

"PUBLI SH' is added to the definition of the elenent "Method" in the
SI P message granmar. As with all other SIP methods, the method nane
is case sensitive. PUBLISH is used to publish event state to an
entity responsi ble for conpositing this event state.

Table 2 and Table 3 extend Tables 2 and 3 of RFC 3261 [4] by adding
an additional columm, defining the header fields that can be used in
PUBLI SH requests and responses. The keys in these tables are
specified in Section 20 of RFC 3261 [4].
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Ni em

Header Field

Accept

Accept - Encodi ng
Accept - Encodi ng
Accept - Encodi ng
Accept - Language
Accept - Language
Accept - Language

Alert-Info
Al | ow
Al | ow
Al | ow

Al | ow Event s
Al | ow Event s

Aut hentication-Info
Aut hori zati on

Call-I1D
Call-Info
Cont act
Cont act
Cont act
Cont act
Cont act

Cont ent - Di sposition
Cont ent - Encodi ng
Cont ent - Language
Content - Lengt h

Cont ent - Type
CSeq

Dat e

Event
Error-Info
Expi res

Expi res
From

I n- Repl y-To
Max- For war ds
M n- Expi res
M ME- Ver si on
Organi zati on

SIP Event State Publication

2XX
3XX
485

c

R
300- 699

'o30030300 '3

*~+* O O0OO0OO0OO0 !

©0633'33°©0303

Table 2: Summary of header fields, A--O
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oo Fom e - +
| Header Field | wher e | PUBLI SH |
oo oo S +

Priority R o]

Pr oxy- Aut henti cat e 407 m

Pr oxy- Aut henti cat e 401 o]

Pr oxy- Aut hori zati on R o]

Pr oxy- Require R o]

Recor d- Rout e

| | | |
| | | |
| | | |
| | | |
| | | |
| | | |
| Reply-To | | - |
| Require | | o] |
| Retry-After | 404, 413, 480, 486 | 0 |
| Retry-After | 500, 503 | o] |
| Retry-After | 600, 603 | o] |
| Route | R | c |
| Server | r | o] |
| Subj ect | R | o] |
| Supported | R | 0 |
| Supported | 2XX | o] |
| Tinmestanp | | o] |
| To | c(1) | m
| Unsupported | 420 | o] |
| User- Agent | | o] |
| Via | R | m |
| Via | re | m |
| VArning | r | 0 |
| VWAV Aut henti cat e | 401 | m |
| VWAV Aut henti cat e | 407 | o] |
T o e oo SR +

Table 3: Summary of header fields, P--Z
11.2. New Response Codes
11.2.1. "412 Conditional Request Fail ed" Response Code
The 412 (Conditional Request Failed) response is added to the
"Client-Error" header field definition. 412 (Conditional Request

Failed) is used to indicate that the precondition given for the
request has fail ed.
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11.3. New Header Fields

Table 4, Table 5, and Table 6 expand on Table 3 in SIP [4], as
amended by the changes in Section 11.1.

R R, R, +---- - +---- - +---- - +---- - +---- - +
| Header Field | where | proxy | ACK | BYE| CAN| INF | INV
o e ok Fommm o - Fommm o - +o-m - - +o-m - - +o-m - - +o-m - - +o-m - - +
| SIP-ETag | 2xx | Il - -1 -1 - | -

| SIP-1f-Mtch | R | [ -1 - 1 - 1 - | - |
oo Fomm - Fomm - +--m - - +--m - - +--m - - +--m - - +--m - - +

Table 4. Summary of header fields, P--Z

. Fommma - Fommma - oo m- oo m- oo m- oo m- oo m- +
| Header Field | where | proxy | NOT | OPT | PRA| REG| SUB
oo Fomm - Fomm - +--m - - +--m - - +--m - - +--m - - +--m - - +
| SIP-ETag | 2xx | I N R R

| SIP-1f-Mtch | R | /-1 -1 -1 - 1 -
. S . S . oeenn oeenn oeenn oeenn oeenn +

Table 5: Summary of header fields, P--Z

R R, R, +---- - +---- - +---- - R +
| Header Field | where | proxy | UPD| MG | REF | PUBLI SH
oo R oo - R R R S +
| SIP-ETag |  2xx | [ - 1 - 1 - | m |
| SIP-1f-Match | R | [ - 1 - | - | 0
oo Fomm - Fomm - +--m - - +--m - - +--m - - SR +

Table 6: Summary of header fields, P--Z
11.3.1. "SI P-ETag" Header Field
SIP-ETag is added to the definition of the el enent "general -header"”
in the SIP nmessage grammar. Usage of this header is described in
Section 4 and Section 6.
11.3.2. "SIP-If-Match" Header Field
SIP-If-Match is added to the definition of the el ement "general -

header” in the SIP nessage grammar. Usage of this header is
described in Section 4 and Section 6.
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12.

13.

13.

13.

13.

Augnent ed BNF Definitions

This section describes the syntax extensions required for event
publication in SIP. The formal syntax definitions described in this
section are expressed in the Augnented BNF [7] format used in SIP
[4], and contain references to el enents defined therein

PUBLI SHm = 950. 55.42.4C. 49.53.48 ; PUBLISH in caps.
ext ensi on- net hod = PUBLI SHm / token

SI P- ETag = "SI P-ETag" HCOLON entity-tag
SIP-1f-Match = "SIP-1f-Match" HCOLON entity-tag
entity-tag = token

| ANA Consi der ati ons

Thi s docunent registers a new nethod nanme, a new response code and
two new header field nanes.

1. Methods

Thi s docunent registers a new SIP nmethod, defined by the follow ng
i nformation, which has been added to the method and response-code
sub-regi stry under http://ww.iana. org/assi gnnents/sip-paraneters.

Met hod Nane: PUBLI SH
Ref er ence: [ RFC3903]

2. Response Codes

Thi s docunent registers a new response code. This response code is
defined by the followi ng information, which has been added to the
nmet hod and response-code sub-regi stry under

http://ww. i ana. or g/ assi gnnent s/ si p- paranet ers.

Response Code Nunber: 412
Def ault Reason Phrase: Conditional Request Fail ed

3. Header Field Names

Thi s docunent registers two new SIP header field names. These
headers are defined by the follow ng i nformati on, which has been
added to the header sub-registry under

http://ww. i ana. or g/ assi gnnent s/ si p- paraneters.

Header Nare: S| P- ETag
Conpact Form (none)
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14.

14.

14.

Header Nare: SIP-1f-Match
Conpact Form (none)

Security Consi derations
1. Access Contro

Since event state may be considered sensitive information, the ESC
shoul d have the ability to selectively accept publications from
aut hori zed sources only, based on the identity of the EPA

The state agent SHOULD aut henticate the EPA, and SHOULD apply its
aut hori zation policies (e.g., based on access control lists) to al
requests. The conposition nodel makes no assunptions that all input
sources for an ESC are on the sane network, or in the sane

adm ni strative domain.

ESCs and EPAs MJST inplenent Digest for authenticating PUBLISH
requests, as defined in RFC 3261 [4]. The exact nethods for creating
and mani pul ating access control policies in the ESC are outside the
scope of this docunent.

2. Denial of Service Attacks

The creation of state at the ESC upon receipt of a PUBLISH request
can be used by attackers to consune resources on a victinm s nmachine,
possi bly rendering it unusable.

To reduce the chances of such an attack, inplenentations of ESCs
SHOULD require authentication of PUBLISH requests. |nplenentations
MUST support Digest authentication, as defined in RFC 3261 [4].

Al so, the ESC SHOULD throttle incom ng publications and the
correspondi ng notifications resulting fromthe changes in event
state. As a first step, careful selection of default m ninmum Expires
header field values for the supported event packages at an ESC can
help Iimt refreshes of event state.

Addi tional throttling and debounce logic at the ESC is advisable to
further reduce the notification traffic produced as a result of a
PUBLI SH r equest .

3. Replay Attacks

Repl ayi ng a PUBLI SH request can have detrinental effects. An
attacker may be able to performany event state publication it

wi t nessed being performed at sonme point in the past, by replaying
that PUBLI SH request. Anpbng other things, such a replay nmessage may
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14.

be used to spoof old event state information, although a versioning
mechanism e.g., a timestanp, in the state information may hel p
mtigate such an attack

To prevent replay attacks, inplenentations MJUST support Di gest
authentication with replay protection, as defined in RFC 3261 [4].
Further mechani sns for countering replay attacks are discussed in SIP

[4].
4., Man in the Mddle Attacks

Even wi th authentication, nan-in-the-mddle attacks using PUBLI SH may
be used to install arbitrary event state information, nodify or
renove existing event state information in publications, or even
renove event state altogether at an ESC

To prevent such attacks, inplenentations SHOULD, at a m ni mum
provide integrity protection across the To, From Event, SIP-If-
Mat ch, Route, and Expires header fields and the bodi es of PUBLI SH
requests.

If the ESC receives event state in a PUBLISH request which is
integrity protected using a security association that is not with the
ESC (e.g., integrity protection is applied end-to-end, from publisher
to subscriber), the state agent coupled with the ESC MUST NOT nodify
the event state before exposing it to the subscribers of this event
state in NOTIFY requests. This is to preserve the end-to-end
integrity of the event state.

For integrity protection, ESCs MUST i nplenment TLS [8], and MJST
support both mutual and one-way authentication, and MJST al so support
the SIPS URI schene defined in SIP [4]. EPAs SHOULD be capabl e of
initiating TLS and SHOULD support the SIPS URI schenme. ESCs and EPAs
MAY support S/IMME [9] for integrity protection, as defined in SIP
[4].

5. Confidentiality

The state information contained in a PUBLI SH nessage nay potentially
contain sensitive information. |nplenmentations MAY encrypt such
information to ensure confidentiality.

For providing confidentiality, ESCs MUST inplenent TLS [8], MJST
support both mutual and one-way authentication, and MJST al so support
the SIPS URI schenme defined in SIP [4]. EPAs SHOULD be capabl e of
initiating TLS and SHOULD support the SIPS URI schenme. ESCs and EPAs
MAY support S/IMME [9] for encryption of event state information, as
defined in SIP [4].
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Exanpl es

SIP Event State Publ

cation

Cct ober 2004

This section shows an exanpl e of using the PUBLISH net hod for
publ i shing a presence docunent from a presence user agent to a

presence agent.

The wat cher

in this example is subscribing to the

presentity’s presence information fromthe PA. The PUA may al so

SUBSCRIBE to its own presence to see the conposite presence state

exposed by the PA.
and is not shown in this exanple.

VWen the value of the Content-Length header field is

This is an optiona

but likely step for the PUA

this nmeans

that the val ue should be whatever the conputed | ength of the body is.

N em

PUA
(EPA)

PA
(ESQ)

|
| <
|

I
I
|
PUBLI SH ---> |
I
I
I

200 OK ----

| _____

I

| <e-e-

I
PUBLI SH ---> |

I
200 OK --- |

|
PUBLI SH ---> |

I
200 OK ---- |

I

| _____

|
| <---
|

St andards Track

WATCHER
I
ML: SUBSCRIBE --- |
I
M2: 200 OK ----- > |
I
MB: NOTIFY ----- > |
I
Mi: 200 OK ------ |
I
I
I
I
|
M7: NOTIFY ----- > |
I
MB: 200 OK ------ |
I
I
I
I
I
I
I
I
I
ML3: NOTIFY ----> |
I
ML4: 200 OK ----- |
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Message fl ow

ML: The watcher initiates a new subscription to the
presentity@xanpl e.conis presence agent.

SUBSCRI BE si p: presentity@xanple.comSIP/2.0
Via: SIP/2.0/UDP host.exanpl e. con branch=z9h&tbKnashds7
To: <sip:presentity@xanple.conp

From <si p: wat cher @xanpl e. conp; tag=12341234
Call-1D: 12345678@host . exanpl e. com

CSeq: 1 SUBSCRI BE

Max- Forwar ds: 70

Expi res: 3600

Event: presence

Cont act: sip: user @ost.exanpl e.com
Content-Length: O

M2: The presence agent for presentity@xanple.com processes the

2004

subscription request and creates a new subscription. A 200 (OK)

response is sent to confirmthe subscription

SIP/2.0 200 K

Via: SIP/2.0/UDP host.exanpl e. con branch=z9h&bKnashds7
;received=192.0.2.1

To: <sip:presentity@xanpl e.conp;tag=abcdl1234

From <si p: wat cher @xanpl e. conp; tag=12341234

Call-1D: 12345678@nost . exanpl e. com

CSeq: 1 SUBSCRI BE

Cont act: sip: pa. exanpl e. com

Expi res: 3600

Content-Length: O

MB: In order to conplete the process, the presence agent sends the

wat cher a NOTIFY with the current presence state of the
presentity.

NOTI FY si p: user @ost . exanple.com SIP/ 2.0

Via: SIP/2.0/UDP pa.exanpl e.com branch=z9hG4bK8sdf 2
To: <sip: wat cher @xanpl e. conp; t ag=12341234
From <sip:presentity@xanple.comnmp;tag=abcd1234
Call-1D: 12345678@host . exanpl e. com

CSeq: 1 NOTIFY

Max- Forwar ds: 70

Event: presence

Subscription-State: active; expires=3599

Cont act: sip: pa. exanpl e. com

Cont ent - Type: appl i cati on/ pi df +xm

Cont ent - Lengt h: .
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N em

[ PI DF docunent]
The wat cher confirns recei pt of the NOTIFY request.

SIP/2.0 200 X

Via: SIP/2.0/UDP pa. exanpl e. com branch=z9hG4bK8sdf 2
;received=192.0.2.2

To: <sip:watcher @xanpl e. conp; t ag=12341234

From <sip:presentity@xanple.conmp;tag=abcd1234

Call-1D: 12345678@host . exanpl e. com

CSeq: 1 NOTIFY

A presence user agent (acting for the presentity) initiates a

2004

PUBLI SH request to the presence agent in order to update it with
new presence informati on. The Expires header field indicates the

suggested duration for this event soft state.

PUBLI SH si p: presentity@xanple.com SIP/2.0

Via: SIP/2.0/UDP pua. exanpl e. com branch=z9h&bK652hsge
To: <sip:presentity@xanple.conp

From <sip:presentity@xanple.conp;tag=1234wxyz
Call-1D: 81818181@ua. exanpl e. com

CSeq: 1 PUBLI SH

Max- Forwar ds: 70

Expi res: 3600

Event: presence

Cont ent - Type: appli cati on/ pi df +xm

Cont ent - Lengt h: .

[ Publ i shed PI DF docunent]

The presence agent receives, and accepts the presence
publication. The published data is incorporated into the
presentity’s presence information.

SIP/2.0 200 X

Via: SIP/2.0/UDP pua. exanpl e. com branch=z9h&bK652hsge
;received=192.0.2.3

To: <sip:presentity@xanpl e.conp;tag=1la2b3c4d

From <sip:presentity@xanple.conp;tag=1234wxyz

Call-1D: 81818181@ua. exanpl e. com

CSeq: 1 PUBLI SH

S| P- ETag: dx200xyz

Expi res: 1800

The presence agent determ nes that a reportabl e change has been

made to the presentity’ s presence information, and sends a
new presence notification to the watcher
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NOTI FY si p: user @ost . exanple.com SIP/ 2.0

Via: SIP/2.0/UDP pa.exanpl e.com branch=z9h&4bK4cd42a
To: <sip:wat cher @xanpl e. conp; t ag=12341234
From <sip:presentity@xanple.conmp;tag=abcd1234
Call-1D: 12345678@host . exanpl e. com

CSeq: 2 NOTIFY

Max- Forwar ds: 70

Event: presence

Subscription-State: active; expires=3400

Cont act: sip: pa. exanpl e. com

Cont ent - Type: appli cati on/ pi df +xm

Cont ent - Lengt h: .

[ New PI DF docurnent ]
MB: The watcher confirms receipt of the NOTIFY request.

SIP/2.0 200 K

Via: SIP/2.0/UDP pa. exanpl e. com branch=z9hG4bK4cd42a
; recei ved=192.0.2.2

To: <sip:wat cher @xanpl e. conp; t ag=12341234

From <sip:presentity@xanple.conmp;tag=abcd1234

Call-1D: 12345678@nost . exanpl e. com

CSeq: 2 NOTIFY

Content-Length: O

MB: The PUA determines that the event state it previously published
is about to expire, and refreshes that event state.

PUBLI SH si p: presentity@xanple.com SIP/2.0

Via: SIP/2.0/UDP pua. exanpl e. com branch=z9h&bK771ash02
To: <sip:presentity@xanple.conp

From <sip:presentity@xanple.conp;tag=1234kl |k
Call-1D: 98798798@ua. exanpl e. com

CSeq: 1 PUBLI SH

Max- Forwar ds: 70

SIP-1f-Match: dx200xyz

Expi res: 3600

Event: presence

Content-Length: O

MLO: The presence agent receives, and accepts the publication
refresh. The timers regarding the expiration of the specific
event state identified by the entity-tag are updated. As al ways,
the ESC returns an entity-tag in the response to a successfu
PUBLI SH. Note that no actual state change has occurred, so the
wat chers will receive no NOTI FYs.
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SIP/2.0 200 K

Via: SIP/2.0/UDP pua. exanpl e. com branch=z9h&bK771ash02
;received=192.0.2.3

To: <sip:presentity@xanpl e.conp;tag=2affde434

From <sip:presentity@xanple.conp;tag=1234kl |k

Call-1D: 98798798@ua. exanpl e. com

CSeq: 1 PUBLI SH

Sl P- ETag: kwj 449x

Expires: 1800

ML1: The PUA of the presentity detects a change in the user’s

presence state. It initiates a PUBLISH request to the presence
agent to nodify the published presence information with the recent
change.

PUBLI SH si p: presentity@xanpl e.com SIP/2.0

Via: SIP/2.0/UDP pua. exanpl e. com br anch=z29h&4bKcdad?2
To: <sip:presentity@xanpl e.conr

From <sip:presentity@xanple.conp;tag=54321mm
Call-1D: 5566778@ua. exanpl e. com

CSeq: 1 PUBLI SH

Max- Forwar ds: 70

SI P-1f-Match: kw 449x

Expi res: 3600

Event: presence

Cont ent - Type: appli cation/ pi df +xm

Cont ent - Lengt h: .

[ Publ i shed PI DF Docunent ]

ML2: The presence agent receives, and accepts the nodifying
publication. The published data is incorporated into the
presentity’'s presence information, updating the previous
publication fromthe sane PUA

SIP/2.0 200 X

Via: SIP/2.0/UDP pua. exanpl e. com branch=z9h&4bKcdad?2
;received=192.0.2.3

To: <sip:presentity@xanpl e.conp;tag=effe22aa

From <sip:presentity@xanple.comp;tag=54321nm

Call-1D: 5566778@ua. exanpl e. com

CSeq: 1 PUBLI SH

SI P- ETag: qwi 982ks

Expi res: 3600

ML3: The presence agent determ nes that a reportabl e change has been

made to the presentity’ s presence docunent, and sends a
new presence notification to all active subscriptions.
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NOTI FY si p: user @ost . exanple.com SIP/ 2.0

Via: SIP/2.0/UDP pa.exanple.com branch=z9hG4bkK32def d3
To: <sip:wat cher @xanpl e. conp; t ag=12341234
From <sip:presentity@xanple.conmp;tag=abcd1234
Call-1D: 12345678@host . exanpl e. com

CSeq: 2 NOTIFY

Max- Forwar ds: 70

Event: presence

Subscription-State: active; expires=3400

Cont act: sip: pa. exanpl e. com

Cont ent - Type: appli cati on/ pi df +xm

Cont ent - Lengt h: .

[ New PI DF docurnent ]

ML4: The wat cher confirns receipt of the NOTIFY request.

16.

SIP/2.0 200 K

Via: SIP/2.0/UDP pa. exanpl e. com branch=z9hG4bK32def d3
;received=192.0.2.3

To: <sip:wat cher @xanpl e. conp; t ag=12341234

From <sip:presentity@xanple.conmp;tag=abcd1234

Call-1D: 12345678@nost . exanpl e. com

CSeq: 2 NOTIFY

Content-Length: O
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