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1. Introduction

Thi s docunent anal yzes the issues involved in the transition from
IPv4d to IPv6 [IPV6]. |In a conpanion paper [ UNMANREQ we defined the
"unmanaged networks", which typically correspond to hone networks or
smal | office networks, and the requirenents for transition nmechani sns
in various scenarios of transition to |IPv6.

The requirenents for unmanaged networks are expressed by anal yzing
four classes of applications: local, client, peer to peer, and
servers, and are considering four cases of deploynment. These are:

A) a gateway which does not provide IPv6 at all

B) a dual -stack gateway connected to a dual -stack ISP

C) a dual -stack gateway connected to an |Pv4-only ISP, and
D) a gateway connected to an IPv6-only ISP

During the transition phase fromIPv4 to I Pv6 there will be |IPv4-
only, dual -stack, or IPv6-only nodes. 1In this docunent, we make the
hypot hesis that the I Pv6-only nodes do not need to conmunicate with
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| Pv4-only nodes; devices that want to conmunicate with both | Pv4 and
| Pv6 nodes are expected to inplenent both IPv4 and I Pv6, i.e., be
dual - st ack.

The issues involved are described in the next sections. This

anal ysis outlines two types of requirenents: connectivity
requirenents, i.e., howto ensure that nodes can exchange |P packets,
and naming requirenents, i.e., howto ensure that nodes can resolve
each-other’s nanes. The connectivity requirements often require
tunneling solutions. W devote the first section of this nemo to an
eval uation of various tunneling solutions.

2. Evaluation of Tunneling Sol utions

In the case A and case C scenarios described in [ UNVANREQ, the
unmanaged network cannot obtain | Pv6 service, at |east natively, from
its ISP. In these cases, the IPv6 service will have to be provided
through some formof tunnel. There have been nultiple proposals on

di fferent ways to tunnel IPv6 through an I Pv4 service. W believe
that these proposals can be categorized according to two inportant
properties:

* |s the deploynment automatic, or does it require explicit
configuration or service provisioning?

* Does the proposal allow for the traversal of a NAT?

These two questions divide the solution space into four broad
cl asses. Each of these classes has specific advantages and ri sks,
which we will now devel op.

2.1. Comparing Automatic and Configured Sol utions

It is possible to broadly classify tunneling solutions as either
"automatic" or "configured". In an automatic solution, a host or a
router builds an | Pv6 address or an I Pv6 prefix by conbining a pre-
defined prefix with sone local attribute, such as a |local |Pv4
address [6TO4] or the conbination of an address and a port nunber

[ TEREDQ . Another typical and very inportant characteristic of an
automatic solution is they aimto work with a m nimal amount of
support or infrastructure for IPv6 in the local or renote | SPs.

In a configured solution, a host or a router identifies itself to a
tunneling service to set up a "configured tunnel" with an explicitly
defined "tunnel router”. The amount of actual configuration may vary
frommanual |y configured static tunnels to dynam c tunnel services
requiring only the configuration of a "tunnel broker", or even a
conpl etely autonatic di scovery of the tunnel router.
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Configured tunnels have many advantages over automatic tunnels. The
client is explicitly identified and can obtain a stable | Pv6 address.
The service provider is also well identified and can be held
responsi ble for the quality of the service. It is possible to route
mul ti cast packets over the established tunnel. There is a clear
address del egation path, which enabl es easy support for reverse DNS

| ookups.

Automatic tunnels generally cannot provide the same |evel of service.
The 1 Pv6 address is only as stable as the underlying | Pv4 address,
the quality of service depends on relays operated by third parties,
there is typically no support for nulticast, and there is often no
easy way to support reverse DNS | ookups (although sonme workar ounds
are probably possible). However, autonmatic tunnels have ot her

advant ages. They are obviously easier to configure, since there is
no need for an explicit relation with a tunnel service. They nay

al so be nore efficient in sone cases, as they allow for "path

optim zation".

2.1.1. Path Optimization in Automatic Tunnels

In automatic tunnels |like [ TEREDO and [6TO4], the bul k of the
traffic between two nodes using the same technol ogy i s exchanged on a
direct path between the endpoints, using the |Pv4d services to which
the endpoints already subscribe. By contrast, the configured tunne
servers carry all the traffic exchanged by the tunnel client.

Path optim zation is not a big issue if the tunnel server is close to
the client on the natural path between the client and its peers.
However, if the tunnel server is operated by a third party, this
third party will have to bear the cost of provisioning the bandwi dth
used by the client. The associated costs can be significant.

These costs are |argely absent when the tunnels are configured by the
same | SP that provides the I Pv4 service. The ISP can place the
tunnel end-points close to the client, i.e., nostly on the direct
path between the client and its peers.

2.1.2. Autonmatic Tunnels and Rel ays

The econonics argunents related to path optim zation favor either
configured tunnels provided by the local ISP or automatic tunneling
regardl ess of the co-operation of |ISPs. However, autonmatic solutions
require that relays be configured throughout the Internet. |If a host
that obtai ned connectivity through an autonmatic tunnel service wants
to communi cate with a "native" host or with a host using a configured
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tunnel, it will need to use a relay service, and sonmeone will have to
provide and pay for that service. W cannot escape economc
consi derations for the depl oynent of these rel ays.

It is desirable to |ocate these relays close to the "native host".
During the transition period, the native I SPs have an interest in
providing a relay service for use by their native subscribers. Their
subscribers will enjoy better connectivity, and will therefore be
happier. Providing the service does not result in nuch extra
bandwi dt h requirement: the packets are exchanged between the |oca
subscribers and the Internet; they are sinmply using a v6-v4 path
instead of a v6-v6 path. (The native |ISPs do not have an incentive
to provide relays for general use; they are expected to restrict
access to these relays to their custoners.)

We shoul d note however that different automatic tunneling techniques
have different depl oynent conditions.

2.1.3. The Risk of Several Parallel I1Pv6 Internets

In an early deployment of the Teredo service by Mcrosoft, the relays
are provided by the native (or 6to4) hosts thenselves. The native or
6t 04 hosts are de-facto "nulti-honed" to native and Teredo hosts,

al t hough they never publish a Teredo address in the DNS or otherwi se.
When a native host communicates with a Teredo host, the first packets
are exchanged through the native interface and rel ayed by the Teredo
server, while the subsequent packets are tunneled "end-to-end" over

| Pv4 and UDP. This enabl es depl oynent of Teredo without having to
field an infrastructure of relays in the network.

This type of solution carries the inplicit risk of devel oping two
parallel IPv6 Internets, one native and one using Teredo: in order to
conmuni cate with a Teredo-only host, a native |IPv6 host has to

i mpl enent a Teredo interface. The Teredo inplenentations try to
mtigate this risk by always preferring native paths when avail abl e,
but a true mtigation requires that native hosts do not have to

i mpl enent the transition technology. This requires cooperation from
the I1Pv6 ISP, who will have to support the relays. An IPv6 ISP that
really wants to isolate its customers fromthe Teredo technol ogy can
do that by providing native connectivity and a Teredo relay. The

I SP"s custoners will not need to inplement their own rel ay.

Comuni cati on between 6t 04 networks and native networks uses a
different structure. There are two relays, one for each direction of
conmuni cati on. The native host sends its packets through the nearest
6to4d router, i.e., the closest router advertising the 2002::/16
prefix through the 1Pv6 routing tables; the 6to4 network sends its
packet through a 6to4 relay that is either explicitly configured or
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di scovered through the 6to4 anycast address 192.88.99.1
[ BTMANYCAST]. The experience so far is that sinple 6tod4 routers are

easy to deploy, but 6to4 relays are scarce. |If there are too few
rel ays, these relays will create a bottleneck. The comruni cations
bet ween 6to04 and native networks will be slower than the direct

comuni cati ons between 6to4 hosts. This will create an incentive for
native hosts to sonehow "multi-hone" to 6tod4, de facto creating two
parallel Internets, 6to4 and native. This risk will only be
mtigated if there is a sufficient depl oynent of 6to4 rel ays.

The configured tunnel solutions do not carry this type of risk.
2.1.4. Lifespan of Transition Technol ogi es

Arelated issue is the lifespan of the transition solutions. Since
automatic tunneling technol ogi es enable an automati c depl oynent,
there is a risk that some hosts never migrate out of the transition
The risk is arguably less for explicit tunnels: the | SPs who provide
the tunnel s have an incentive to replace themwith a native solution
as soon as possi bl e.

Many i nmpl enentati ons of automatic transition technol ogi es incorporate

an "implicit sunset” mechanism the hosts will not configure a
transition technol ogy address if they have native connectivity; the
address sel ection nmechanisns will prefer native addresses when

avai l able. The transition technologies will stop being used
eventual |y, when native connectivity has been depl oyed everywhere.
However, the "inplicit sunset" nechani sm does not provide any hard
guarantee that transition will be conplete at a certain date.

Yet, the support of transition technol ogies has a cost for the entire
network: native IPv6 | SPS have to support relays in order to provide
good performance and avoid the "parallel Internet" syndrome. These
costs may be acceptable during an initial deploynment phase, but they
can certainly not be supported for an indefinite period. The
“"inplicit sunset" mechani sns may not be sufficient to guarantee a
finite lifespan of the transition

2.2. Cost and Benefits of NAT Traversa

During the transition, some hosts will be | ocated behind | Pv4d NATs.
In order to participate in the transition, these hosts will have to
use a tunneling nmechani sm designed to traverse NAT.

We may ask whether NAT traversal should be a generic property of any
transition technol ogy, or whether it nakes sense to devel op two types
of technol ogi es, some "NAT capabl e” and some not. An inportant
guestion is also which kinds of NAT boxes one should be able to
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traverse. One should probably also consider whether it is necessary
to build an | Pv6 specific NAT traversal mechanism or whether it is
possi bl e to conmbi ne an existing | Pv4d NAT traversal mechanismwth
some formof IPv6 in IPv4 tunneling. There are nmany | Pv4 NAT
traversal mechani snms; thus one may ask whether these need re-

i nvention, especially when they are already conpl ex.

A related question is whether the NAT traversal technol ogy shoul d use
automatic tunnels or configured tunnels. W saw in the previous

section that one can argue both sides of this issue. 1In fact, there
are al ready depl oyed automatic and configured sol utions, so the
reality is that we will probably see both.

2.2.1. Cost of NAT Traversa

NAT traversal technol ogies generally involve encapsul ating | Pv6
packets inside a transport protocol that is known to traverse NAT,
such as UDP or TCP. These transport technol ogies require
significantly nore overhead than the sinple tunneling over |Pv4 used
in 6to4 or in IPv6 in | Pv4d tunnels. For exanple, solutions based on
UDP require the frequent transmnission of "keep alive" packets to

mai ntain a "mappi ng" in the NAT; solutions based on TCP may not

requi re such a nechanism but they incur the risk of "head of queue
bl ocki ng", which may translate in poor performance. G ven the
difference in perfornmance, it nmakes sense to consider two types of
transition technol ogi es, some capabl e of traversi ng NAT and sone
aimng at the best performance.

2.2.2. Types of NAT

There are many ki nds of NAT on the narket. Different nodels

i mpl enent different strategies for address and port allocations, and
different types of tinmers. It is desirable to find solutions that
cover "alnost all" nodels of NAT.

A configured tunnel solution will generally make fewer hypotheses on
the behavi or of the NAT than an automatic solution. The configured
solutions only need to establish a connection between an interna

node and a server; this conmunication pattern is supported by pretty

much all NAT configurations. The variability will come fromthe type
of transport protocols that the NAT supports, especially when the NAT
al so inmplements "firewall" functions. Sone nodels will allow

establ i shnent of a single "protocol 41" tunnel, while sone nay
prevent this type of transnmission. Sonme nodels will allow UDP
transm ssion, while other may only allow TCP, or possibly HITP
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The automatic solutions have to rely on a "l owest common denom nator"
that is likely to be accepted by nost nodels of NAT. |In practice,
this common denom nator is UDP. UDP based NAT traversal is required
by many applications, e.g., networked ganes or voice over IP. The
experi ence shows that nost recent "honme routers” are designed to
support these applications. In sone edge cases, the autonmatic
solutions will require explicit configuration of a port in the hone
router, using the so-called "DVZ" functions; however, these functions
are hard to use in an "unnmanaged network" scenario.

2.2.3. Reuse of Existing Mechani sns

NAT traversal is not a problemfor |IPv6 alone. Many |Pv4
applicati ons have devel oped sol utions, or kludges, to enable
conmuni cati on across a NAT.

Virtual Private Networks are established by installing tunnels
between VPN clients and VPN servers. These tunnels are designed
today to carry IPv4, but in many cases could easily carry |IPv6. For
exanpl e, the proposed | ETF standard, L2TP, includes a PPP | ayer that
can encapsulate I1Pv6 as well as IPv4. Several NAT nodels are
explicitly designed to pass VPN traffic, and several VPN sol utions
have special provisions to traverse NAT. Wen we study the

est abl i shnment of configured tunnels through NAT, it nakes a | ot of
sense to consider existing VPN sol utions.

[STUN] is a protocol designed to facilitate the establishnent of UDP
associ ations through NAT, by letting nodes behind NAT di scover their
"external” address. The sane function is required for automatic
tunnel i ng through NAT, and one coul d consider reusing the STUN
specification as part of an automatic tunneling solution. However,
the automatic solutions also require a nmechani smof bubbles to
establish the initial path through a NAT. This mechanismis not
present in STUN. It is not clear that a conbination of STUN and a
bubbl e nechani sm woul d have a techni cal advantage over a sol ution
specifically designed for automatic tunneling through NAT.

2.3. Devel opnent of Transition Mechani sns

The previous sections nake the case for the devel opment of four
transition nechanism covering the followng 4 configurations:

- Configured tunnel over IPv4 in the absence of NAT;
- Autommtic tunnel over IPv4 in the absence of NAT;
- Configured tunnel across a NAT;

- Automatic tunnel across a NAT.
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Teredo is an exanple of an already designed solution for autonatic
tunnel s across a NAT; 6to4 is an exanple of a solution for autonatic
tunnel s over IPv4 in the absence of NAT.

Al'l solutions should be designed to nmeet generic requirements such as
security, scalability, support for reverse nane | ookup, or sinple
managenent. In particular, automatic tunneling solutions may need to
be augnmented with a special purpose reverse DNS | ookup nechani sm
whi |l e configured tunnel solutions would benefit froman automatic
service configuration nechani sm

3. Meeting Case A Requirenents

In case A, isolated hosts need to acquire some form of connectivity.
In this section, we first evaluate how nechani sns al ready defined or
bei ng worked on in the | ETF neet this requirement. W then consider
the "remai ni ng hol es" and recomend specific devel opnents.

3.1. Evaluation of Connectivity Mechanisns

In case A 1Pv6 capable hosts seek | Pv6 connectivity in order to
conmuni cate with applications in the global 1Pv6 Internet. The
connectivity requirenent can be met using either configured tunnels
or automatic tunnels.

If the host is |ocated behind a NAT, the tunneling technol ogy should
be designed to traverse NAT; tunneling technol ogi es that do not
support NAT traversal can obviously be used if the host is not

| ocat ed behi nd a NAT.

When the local ISP is willing to provide a configured tunne
solution, we should nmake it easy for the host in case Ato use it.
The requirements for such a service will be presented in another
docunent .

An automatic solution |ike Teredo appears to be a good fit for
providing | Pv6 connectivity to hosts behind NAT, in case A of |Pv6
depl oyment. The service is designed for mnimzing the cost of

depl oyi ng the server, which matches the requirement of minimzing the
cost of the "supporting infrastructure”

3.2. Security Considerations in Case A

A characteristic of case Ais that an isolated host acquires gl oba

| Pv6 connectivity, using either Teredo or an alternative tunneling
mechanism |If no precaution is taken, there is a risk of exposing to
the gl obal Internet some applications and services that are only
expected to serve local hosts, e.g., those |ocated behind the NAT
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when a NAT is present. Devel opers and adm ni strators shoul d nmake
sure that the gl obal IPv6 connectivity is restricted to only those
applications that are expressly designed for global Internet
connectivity. The users should be able to configure which

applications get |IPv6 connectivity to the Internet and which shoul d
not .

Any solution to the NAT traversal problemis likely to involve

rel ays. There are concerns that inproperly designed protocols or

i mproperly managed relays coul d open new avenues for attacks agai nst
Internet services. This issue should be addressed and mtigated in
the design of the NAT traversal protocols and in the depl oynent

gui des for rel ays.

4. Meeting Case B Requirenents

In case B, we assune that the gateway and the ISP are both dual -
stack. The hosts on the | ocal network may be | Pv4-only, dual-stack
or |Pv6-only. The main requirenments are: prefix del egation and nane
resolution. W also study the potential need for comrunication
between |1 Pv4 and | Pv6 hosts, and conclude that a dual -stack approach
is preferable.

4.1. Connectivity

The gateway nmust be able to acquire an | Pv6 prefix, delegated by the
| SP. This can be done through explicit prefix delegation (e.g.

[ DHCPV6, PREFI XDHCPV6]), or if the ISP is advertising a /64 prefix on
the link, such a link can be extended by the use of an ND proxy or a
bri dge.

An ND proxy can al so be used to extend a /64 prefix to multiple
physical links of different properties (e.g., an Ethernet and a PPP
link).

4.1.1. Extending a Subnet to Span Miultiple Links

A /64 subnet can be extended to span nultiple physical links using a
bridge or ND proxy. Bridges can be used when bridging nultiple
simlar media (mainly, Ethernet segnents). On the other hand, an ND
proxy must be used if a /64 prefix has to be shared across nedi a
(e.g., an upstream PPP |ink and a downstream Ethernet), or if an

i nterface cannot be put into prom scuous node (e.g., an upstream
wireless |ink).

Extendi ng a single subnet to span fromthe ISP to all of the

unmanaged network is not recommended, and prefix del egation should be
used when avail able. However, sometimes it is unavoidable. In

Huitema, et al. I nf or mati onal [ Page 10]



RFC 3904 Unmanaged Networks Transition Tool s Sept enber 2004

addition, sonetines it’s necessary to extend a subnet in the
unmanaged network, at the "customer-side" of the gateway, and
changi ng the topol ogy using routing nmight require too nuch experti se.

The ND proxy method results in the sharing of the same prefix over
several links, a procedure generally known as "multi-link subnet".
Thi s sharing has effects on nei ghbor discovery protocols, and

possi bly also on other protocols such as LLMNR [LLM\NR] that rely on
"l'ink local nmulticast". These effects need to be carefully studied.

4.1.2. Explicit Prefix Del egation

Several networks have already started using an explicit prefix

del egati on nechani smusing DHCPv6. In this mechanism the gateway
uses a DHCP request to obtain an adequate prefix froma DHCP server
managed by the Internet Service Provider. The DHCP request is
expected to carry proper identification of the gateway, which enables

the ISP to inplenent prefix delegation policies. 1t is expected that
the ISP assigns a /48 to the custoner. The gateway shoul d
automatically assign /64s out of this /48 to its internal |inks.

DHCP is insecure unless authentication is used. This nmay be a
particul ar problemif the |ink between gateway and ISP is shared by
nmul tiple subscribers. DHCP specification includes authentication
options, but the operational procedures for nanagi ng the keys and

net hods for sharing the required informati on between the custoner and
the ISP are unclear. To be secure in such an environnent in
practice, the practical details of managi ng the DHCP aut hentication
need to be anal yzed.

4.1.3. Recomrendation

The ND proxy and DHCP net hods appear to have conpl enentary donai ns of
application. ND proxy is a sinple method that corresponds well to
the "informal sharing” of a link, while explicit del egati on provides
strong adnministrative control. Both nethods require devel oprent:
specify the interaction with neighbor discovery for ND proxy; provide
security guidelines for explicit del egation

4.2. Comuni cation Between | Pv4-only and | Pv6-capabl e Nodes

During the transition phase fromIPv4 to IPv6, there will be |Pv4-
only, dual -stack, and IPv6-only nodes. |In theory, there may be a
need to provide sonme interconnection services so that |Pv4-only and
| Pv6-only hosts can communi cate. However, it is hard to develop a
transl ation service that does not have unwanted side effects on the
efficiency or the security of comunications. As a consequence, the
aut hors recomend that, if a device requires communication with

Huitema, et al. I nf or mati onal [ Page 11]



RFC 3904 Unmanaged Networks Transition Tool s Sept enber 2004

| Pv4-only hosts, this device inplenents an | Pv4 stack. The only
devi ces that should have | Pv6-only connectivity are those that are
i ntended to only comunicate with I Pv6 hosts.

4.3. Resolution of Nanes to | Pv6 Addresses

There are three types of nane resol ution services that should be
provided in case B: |local |Pv6 capable hosts nmust be able to obtain
the 1 Pv6 addresses of correspondent hosts on the Internet, they
shoul d be able to publish their address if they want to be accessed
fromthe Internet, and they should be able to obtain the |IPv6 address
of other local IPv6 hosts. These three problens are described in the
next sections. QOperational considerations and issues with | Pv6 DNS
are anal yzed in [ DNSOPV6] .

4.3.1. Provisioning the Address of a DNS Resol ver

I n an unmanaged environment, |Pv4 hosts usually obtain the address of
the | ocal DNS resol ver through DHCPv4; the DHCPv4 service is
general |y provided by the gateway. The gateway will al so use DHCPv4
to obtain the address of a suitable resolver fromthe |l ocal Internet
service provider.

The DHCPv4 solution will suffice in practice for the gateway and al so
for the dual-stack hosts. There is evidence that DNS servers
accessed over |Pv4 can serve arbitrary DNS records, including AAAA
records.

Just using DHCPv4 will not be an adequate solution for |Pv6-only

| ocal hosts. The DHCP working group has defined how to use

(statel ess) DHCPv6 to obtain the address of the DNS server

[ DNSDHCPV6] . DHCPv6 and several other possibilities are being | ooked
at in the DNSOP Wrki ng G oup.

4.3.2. Publishing I Pv6 Addresses to the Internet

| Pv6 capable hosts may be willing to provide services accessible from
the global Internet. They will thus need to publish their address in
a server that is publicly available. [1Pv4 hosts in unnanaged

networ ks have a simlar problemtoday, which they solve using one of
three possible solutions:

Manual configuration of a stable address in a DNS server;

Dynami ¢ configuration using the standard dynam ¢ DNS prot ocol
Dynam ¢ configuration using an ad hoc protocol
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Manual configuration of stable addresses is not satisfactory in an
unmanaged | Pv6 network: the prefix allocated to the gateway nay or
may not be stable, and in any case, copying |ong hexadeci mal strings
through a manual procedure is error prone.

Dynam ¢ configuration using the sane type of ad hoc protocols that
are comon today is indeed possible, but the | ETF shoul d encourage
the use of standard sol utions based on Dynani c DNS ( DDNS).

4.3.3. Resolving the I Pv6 Addresses of Local Hosts

There are two possi bl e ways of resolving the | Pv6 addresses of |oca
hosts: one may either publish the IPv6 addresses in a DNS server for
the | ocal dommin, or one nmay use a peer-to-peer address resol ution
protocol such as LLMNR

VWhen a DNS server is used, this server could in theory be |ocated
anywhere on the Internet. There is however a very strong argunent
for using a local server, which will remain reachable even if the
networ k connectivity i s down.

The use of a local server requires that |Pv6 capabl e hosts di scover
this server, as explained in 4.3.1, and then that they use a protoco
such as DDNS to publish their I Pv6 addresses to this server. In
practice, the DNS address discovered in 4.3.1 will often be the
address of the gateway itself, and the | ocal server will thus be the
gat eway.

An alternative to using a |local server is LLMNR, which uses a

nmul ticast nmechanismto resolve DNS requests. LLM\R does not require
any service fromthe gateway, and al so does not require that hosts
use DDNS. An inportant problemis that sone networks only have
limted support for nulticast transmission, for exanple, multicast
transm ssion on 802.11 network is error prone. However, unmanaged
networ ks al so use nulticast for neighbor discovery [ NEIlGHBOR]; the
requirements of ND and LLMNR are simlar; if a |link technol ogy
supports use of ND, it can al so enabl e use of LLM\R

4.3.4. Recomrendations for Name Resol ution

The | ETF should quickly provide a recommended procedure for
provi sioning the DNS resolver in |Pv6-only hosts.

The nost plausi ble candi date for | ocal name resolution appears to be

LLMNR; the I ETF should quickly proceed to the standardi zati on of that
pr ot ocol
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4.4. Security Considerations in Case B

The case B sol utions provide global |IPv6 connectivity to the |oca
hosts. Renoving the Iimt to connectivity inposed by NAT is both a
feature and a risk. Inplenentations should carefully limt globa

| Pv6 connectivity to only those applications that are specifically
designed to operate on the global Internet. Local applications, for
exanpl e, could be restricted to only use |ink-local addresses, or
addresses whose nost significant bits match the prefix of the |oca
subnet, e.g., a prefix advertised as "on link" in a local router
advertisenent. There is a debate as to whether such restrictions
shoul d be "per-site" or "per-link", but this is not a serious issue
when an unmanaged network is conmposed of a single |ink

5. Meeting Case C Requirenments

Case Cis very simlar to case B, the difference being that the ISP
is not dual-stack. The gateway nust thus use sone form of tunneling
nmechani smto obtain | Pv6 connectivity, and an address prefix.

A sinplified formof case Bis a single host with a global |Pv4d
address, i.e., with a direct connection to the IPv4d Internet. This
host will be able to use the sane tunneling nechani sns as a gateway.

5.1. Connectivity

Connectivity in case Crequires sonme formof tunneling of |IPv6 over
| Pv4. The various tunneling solutions are discussed in section 2.

The requirenents of case C can be solved by an autonatic tunneling
nmechani sm such as 6to4 [6TO4]. An alternative nay be the use of a
configured tunnels mechani sm[TUNNELS], but as the local ISP is not
| Pv6-enabl ed, this may not be feasible. The practical conclusion of
our analysis is that "upgraded gateways" w |l probably support the
6t 04 technol ogy, and will have an optional configuration option for
"configured tunnel s".

The tunnel broker technol ogy shoul d be augnented to include support
for some formof automatic configuration

Due to concerns with potential overload of public 6to4 relays, the
6t 04 i nmpl enmentati ons should include a configuration option that
allows the user to take advantage of specific relays.

6. Meeting the Case D Requirenents

In case D, the ISP only provides | Pv6 services.
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6.1. |Pv6e Addressing Requirenents

We expect |Pv6 addressing in case Dto proceed simlarly to case B
i.e., use either an ND proxy or explicit prefix del egation through
DHCPv6 to provision an | Pv6 prefix on the gateway.

6.2. |Pv4 Connectivity Requirenents

Local | Pv4 capable hosts may still want to access |Pv4-only services.
The proper way to do this for dual -stack nodes in the unnanaged
network is to develop a formof "IPv4 over |Pv6" tunneling. There
are no standardi zed solutions and the | ETF has devoted very little
effort to this issue, although there is ongoing work with [ DSTM and
[TSP]. A solution needs to be standardi zed. The standardi zation
will have to cover configuration issues, i.e., howto provision the

| Pv4 capabl e hosts with the address of the local |Pv4 tunnel servers.

6.3. Nami ng Requirenents

Nam ng requirenents are sinilar to case B, with one difference: the
gat eway cannot expect to use DHCPv4 to obtain the address of the DNS
resol ver reconmended by the | SP

7. Recomrendati ons

After a careful analysis of the possible solutions, we can list a set
of reconmendations for the V6OPS working group

1. To nmeet case A and case C requirenents, we need to devel op, or
continue to devel op, four types of tunneling technol ogies:
automatic tunnels w thout NAT traversal such as [6TO4],
automatic tunnels with NAT traversal such as [ TEREDQ,
configured tunnel s wi thout NAT traversal such as [ TUNNELS,
TSP], and configured tunnels with NAT traversal

2. To facilitate the use of configured tunnels, we need a
standardi zed way for hosts or gateways to discover the tunne
server or tunnel broker that may have been configured by the
 ocal | SP.

3. To neet case B "informal prefix sharing" requirenents, we would
need a standardi zed way to perform "ND proxy", possibly as part
of a "multi-link subnet" specification. (The explicit prefix
del egati on can be acconplished through [ PREFI XDHCPV6] .)

4. To neet case B naming requirenents, we need to proceed with the

standardi zati on of LLMNR.  (The provisioning of DNS paraneters
can be acconplished t hrough [ DNSDHCPV6].)
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8.

10.

10.

5. To neet case D I Pv4 connectivity requirenent, we need to
standardi ze an | Pv4 over |Pv6 tunneling mechanism as well as
the associ ated configuration services.

Security Considerations

This meno descri bes the general requirenents for transition
nmechani sns. Specific security issues should be studied and addressed
during the devel opment of the specific nmechani sns.

VWhen hosts which have been behind a NAT are exposed to |IPv6, the
security assunptions may change radically. This is nentioned in
sections 3.2 and 4.4. One way to cope with that is to have a default
firewall with a NAT-1ike access configuration; however, any such
firewal | configuration should allow for easy authorization of those
applications that actually need gl obal connectivity. One mght also
restrict applications which can benefit from global |Pv6 connectivity
on the nodes.

Security policies should be consistent between | Pv4 and | Pv6. A
policy which prevents use of v6 while allowing v4 will discourage
mgration to v6 wthout significantly inproving security. Devel opers
and admi ni strators shoul d make sure that gl obal Internet connectivity
through either IPv4 or IPv6 is restricted to only those applications
that are expressly designed for global Internet connectivity.

Several transition technologies require relays. There are concerns
that inproperly designed protocols or inproperly managed rel ays coul d
open new avenues for attacks against Internet services. This issue
shoul d be addressed and nmitigated in the design of the transition
technol ogi es and in the depl oynent guides for rel ays.
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