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Abst ract

The purpose of this docunent is to describe nethodol ogy specific to
the benchmarking of nmulticast I P forwarding devices. It builds upon
the tenets set forth in RFC 2544, RFC 2432 and other |ETF

Benchmar ki ng Met hodol ogy Working Group (BMAG) efforts. This docunent
seeks to extend these efforts to the nulticast paradi gm

The BMAG produces two nmj or classes of docunents: Benchmarking

Term nol ogy docunents and Benchmar ki ng Met hodol ogy docunents. The
Term nol ogy docunents present the benchmarks and other related terns.
The Met hodol ogy documents define the procedures required to coll ect
the benchmarks cited in the correspondi ng Terni nol ogy docunents.

Tabl e of Contents

4. Forwardi ng and Throughput. .
4.1. M xed O ass Throughput .
4.2. Scaled Goup Forwarding Matri x .
4.3. Aggregated Multicast Throughput.

1. Introduction . . 2
2. Key Wrds to Refl ect Reqw remants 3
3 Test Set Up. Coe 3
3.1. Test Consi derat| ons 4
3.1.1. 1GW Support. 5

3.1.2. Group Addresses . 5

3.1.3. Franme Sizes . 5

3.1.4. TTL . 6

3.1.5. Trial Durat|0n 6

6

6

8

9

Stopp & Hi cknman | nf or mati onal [ Page 1]



RFC 3918 Met hodol ogy for I P Miulticast Benchmarking Cct ober 2004

4. 4. Encapsul ation/ Decapsul ati on (Tunnel i ng) Throughput .. . 10
4.4.1. Encapsul ation Throughput. . . . . . . .. . . 10

4.4.2. Decapsul ation Throughput. . . . . . . . . . . . . 12

4.4.3. Re- encapsulat|on Throughput T

5. Forwarding Latency . . - . <)
5.1. Milticast Latency .o e I <]
5.2. Mn/Max Milticast Latency C e e e . . ... ... . . . 18

6. Overhead . . . . e R
6.1. Goup J0|n Delay 1 0
6.2. Goup Leave Delay. . . . . . . . . . . . . . . . . . .. 22

7. Capacity . . -
7. 1. Nultrcast (}oup Capacrty 2

8. Interaction. . . e . . . . . . . . 25
8.1. Forwarding Burdened Nult|cast Latency. e . . . . . . . 25
8.2. Forwardi ng Burdened C?oup Joi n Delay -

9. Security Considerations. . . . e e e o ... . 28
10. Acknow edgenents . . . . . . . . . . . . . . . . . . . . . . . 28
11. Contributions. . . . . . . . . . . . . . . . . . . . . .. .. 28
12. References . . . e e e e ..o ... ... . 28
12.1. Normative References e e e e e ..., 28
12.2. Informative References . . . . . . . . . . . . . . . . .29

13. Authors’ Addresses . . 10
14. Full Copyri ght Statenent e ¥

1. Introduction

Thi s docunent defines tests for neasuring and reporting the
throughput, forwarding, |atency and Internet G oup Managemnent
Protocol (1GW) group nmenbership characteristics of devices that
support IP nulticast protocols. The results of these tests wll
provide the user with neaningful data on nulticast perfornance.

A previous docurent, "Termi nology for IP Milticast Benchmarki ng"
[ Du98], defined many of the terns that are used in this docunent.
The term nol ogy document shoul d be consulted before attenpting to
make use of this docunent.

Thi s methodol ogy will focus on one source to nany destinations,
al though many of the tests described may be extended to use nmultiple
source to multiple destination topol ogies.

Subsequent docunents nmay address | Pv6 nulticast and related multicast

routing protocol performance. Additional insight on IP and nulticast
networ ki ng can be found in [Hu95], [Ka98] and [ M 98].
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2. Key Wirds to Reflect Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119
[Br97]. RFC 2119 defines the use of these key words to hel p nake the
i ntent of standards track docunents as clear as possible. Wile this
docunent uses these keywords, this docunment is not a standards track
document .

3. Test set up

The set of nethodol ogies presented in this docunment are for single
ingress, multiple egress multicast scenarios as exenplified by
Figures 1 and 2. Methodologies for nultiple ingress and nmultiple
egress nulticast scenarios are beyond the scope of this document.

Figure 1 shows a typical setup for an IP nulticast test, with one
source to nultiple destinations.

. + . +
| | | destination
A + | Egress(-)------- >| t est |
| source | | | | port ( E1)
| test |------ >(|)Ingress | R LR +
| port | | | e +
R + | Egress(-)------- >| destination
| | | t est
| | | port(E2) |
| DUT | I +
| | -
| | e +
| | | destination |
| Egress(-)------- >| t est |
| | | port(En) |
S + R +
Figure 1

If the multicast metrics are to be taken across multiple devices
form ng a System Under Test (SUT), then test frames are offered to a
single ingress interface on a device of the SUT, subsequently
forwarded across the SUT topology, and finally forwarded to the test
apparatus’ frame-receiving conponents by the test egress interface(s)
of devices in the SUT. Figure 2 offers an exanple SUT test topol ogy.
If a SUT is tested, the test topology and all relevant configuration
details MJST be disclosed with the corresponding test results.
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K o o o o o e e o o e e e e e e e e e e e e e e e e e e e e e e e e e e a2 *

| |
E R + . + E R +
| || R + | DUT B Egress EO(-)-]|->|
| | | |DUT A |---> | |
| source | | | | | Egress E1(-)-|->| dest.
| test |[--]->(-)Ingress, | | LR + | | test
| port | || I + ] | port |
| . |---> DUT C Egress E2(-)-|->| |
| |l e o N |
| | | Egress En(-)-|->| |
Fomm oo + S + Fomm oo +

b SUT- oo !

Figure 2

General ly, the destination test ports first join the desired nunber
of multicast groups by sending | GW G oup Report nessages to the
DUT/ SUT. To verify that all destination test ports successfully
joined the appropriate groups, the source test port MJST transmt |IP
mul ticast franmes destined for these groups. After test conpletion
the destination test ports MAY send | GW Leave G oup messages to
clear the IGW table of the DUT/ SUT.

In addition, test equiprment MJST validate the correct and proper
forwardi ng actions of the devices they test in order to ensure the
recei pt of the franes that are involved in the test.

3.1. Test Considerations

The net hodol ogy assunmes a uni form nmedi um topol ogy. |ssues regarding
m xed transm ssion nmedia, such as speed mismatch, headers

di fferences, etc., are not specifically addressed. Flow control, QS
and ot her non-essential traffic or traffic-affecting mechani snms
affecting the variable under test MJST be disabled. Mbdifications to
the collection procedures mght need to be nmade to accommmbdate the
transm ssion nedia actually tested. These accommodati ons MJST be
presented with the test results.

An actual flow of test traffic MAY be required to prime rel ated
nmechani sns, (e.g., process RPF events, build device caches, etc.) to
optimally forward subsequent traffic. Therefore, prior to running
any tests that require forwarding of nmulticast or unicast packets,
the test apparatus MJIST generate test traffic utilizing the sane
addressing characteristics to the DUT/SUT that will subsequently be
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used to neasure the DUT/ SUT response. The test nonitor should ensure
the correct forwarding of traffic by the DUT/SUT. The primng action
need only be repeated to keep the associated i nformation current.

It is the intent of this meno to provide the nethodol ogy for basic
characterizations regarding the forwarding of nulticast packets by a
device or sinple systemof devices. These characterizations nmay be
useful in illustrating the inpact of device architectural features
(e.g., nessage passing versus shared menory; handling nulticast
traffic as an exception by the general purpose processor versus the
by a primary data path, etc.) in the forwarding of multicast traffic.

It has been noted that the formation of the nulticast distribution
tree may be a significant conmponent of nulticast perfornmance. Wile
this conmponent may be present in some of the neasurenents or
scenarios presented in this menp, this meno does not seek to
explicitly benchmark the formation of the multicast distribution
tree. The benchmarking of the multicast distribution tree fornmation
is left as future, nore targeted work specific to a given tree
formati on vehicle.

3.1.1. | GW Support

Al of the ingress and egress interfaces MJST support a version of
|GW. The IGW version on the ingress interface MIST be the sane
version of 1GW that is being tested on the egress interfaces.

Each of the ingress and egress interfaces SHOULD be able to respond
to IGW queries during the test.

Each of the ingress and egress interfaces SHOULD al so send LEAVE
(running IGWP version 2 or later) [Ca02] [Fe97] after each test.

3.1.2. Goup Addresses

There is no restriction to the use of nulticast addresses [De89] to
conpose the test traffic other than those assignments inposed by

| ANA. The | ANA assignnments for nulticast addresses [I ANAl] MUST be
regarded for operational consistency. Address selection does not
need to be restricted to Administratively Scoped IP Milticast
addresses [ Me98].

3.1.3. Frane Sizes
Each test SHOULD be run with different nmulticast franme sizes. For

Et hernet, the recommended sizes are 64, 128, 256, 512, 1024, 1280,
and 1518 byte franes.
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Q her link layer technol ogi es MAY be used. The m ni num and nmaxi mum
frame | engths of the Iink |ayer technology in use SHOULD be tested.

When testing with different frame sizes, the DUT/ SUT configuration
MUST renmin the sane.

3.1.4. TTL

The data plane test traffic should have a TTL value | arge enough to
traverse the DUT/ SUT.

The TTL in I GWP control plane nessages MJST be in conpliance with the
version of |GW in use.

3.1.5. Trial Duration

The duration of the test portion of each trial SHOULD be at |east 30
seconds. This paraneter MJST be included as part of the results
reporting for each nethodol ogy.

4. Forwardi ng and Throughput
This section contains the description of the tests that are rel ated
to the characterization of the franme forwarding of a DUT/SUT in a
nmul ticast environment. Sone netrics extend the concept of throughput
presented in RFC 1242. Forwarding Rate is cited in RFC 2285 [ Ma98].
4.1. M xed O ass Throughput
oj ective:
To determ ne the throughput of a DUT/ SUT when both unicast class
franes and nulticast class frames are offered sinultaneously to a
fixed nunber of interfaces as defined in RFC 2432.
Procedur e:
Mul ticast and unicast traffic are mxed together in the sane
aggregated traffic streamin order to simulate a heterogeneous
net wor ki ng envi ronnent .
The foll owi ng events MJUST occur before offering test traffic:
o Al destination test ports configured to receive multicast
traffic MUST join all configured multicast groups;

o The DUT/ SUT MJST | earn the appropriate unicast and
mul ti cast addresses; and
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0 Goup nenbership and uni cast address | earni ng MJST be
verified through sonme externally observabl e nethod.

The intended | oad [ Ma98] SHOULD be configured as alternating

mul ticast class frames and unicast class franes to a single ingress
interface. The unicast class frames MJST be configured to transmt
in an unwei ghted round-robin fashion to all of the destination ports.

For exanple, with six multicast groups and 3 destination ports with
one uni cast addresses per port, the source test port will offer
franes in the foll owi ng order

m ul n2 u2 mM u3 nmd ul nmb u2 n6 u3 nl ...

Wer e:
m<Nurber > = Mul ti cast Franme<G oup>
u<Number > = Uni cast Frane<Target Port>

M xed cl ass throughput measurenment is defined in RFC 2432 [Du98]. A
search al gorithm MJUST be utilized to determine the M xed C ass
Throughput. The ratio of unicast to nulticast franes MJST remain the
same when varying the intended | oad.

Reporting Fornat:

The foll owi ng configuration paranmeters MJST be reflected in the test
report:

Frame size(s)

Nunber of tested egress interfaces on the DUT/ SUT

Test duration

| GVWP version

Total number of nulticast groups

Traffic distribution for unicast and nulticast traffic
cl asses

o The ratio of multicast to unicast class traffic

OO0OO0OO0OO0OO0o

The following results MIST be reflected in the test report:
o Mxed O ass Throughput as defined in RFC 2432 [Du98],

i ncl udi ng: Throughput per unicast and multicast traffic
cl asses.

Stopp & Hi cknman I nf or mati onal [ Page 7]



RFC 3918 Met hodol ogy for I P Miulticast Benchmarking Cct ober 2004

The M xed O ass Throughput results for each test SHOULD be reported
inthe formof a table with a row for each of the tested frane sizes
per the reconmendations in section 3.1.3. Each row SHOULD specify
the intended | oad, nunber of nulticast franes offered, nunber of

uni cast frames offered and measured throughput per cl ass.

4.2. Scaled Goup Forwarding Matrix
oj ecti ve:

To determ ne Forwarding Rate as a function of tested nulticast groups
for a fixed nunber of tested DUT/ SUT ports.

Pr ocedur e:

This is an iterative procedure. The destination test port(s) MJST
join an initial nunber of nulticast groups on the first iteration

Al'l destination test ports configured to receive multicast traffic
MUST join all configured multicast groups. The recomended nunber of
groups to join on the first iteration is 10 groups. Milticast
traffic is subsequently transmitted to all groups joined on this
iteration and the forwarding rate is measured.

The nunber of nulticast groups joined by each destination test port
is then increnented, or scaled, by an additional number of multicast
groups. The reconmended granul arity of additional groups to join per
iteration is 10, although the tester MAY choose a finer granularity.
Multicast traffic is subsequently transnmitted to all groups joined
during this iteration and the forwarding rate i s neasured.

The total nunmber of mnulticast groups joined MJST not exceed the

mul ticast group capacity of the DUT/SUT. The Group Capacity (Section
7.1) results MJST be known prior to running this test.

Reporti ng Fornmat:

The foll owi ng configuration paraneters MJST be reflected in the test
report:

o Frame size(s)
o Number of tested egress interfaces on the DUT/ SUT
0o Test duration
o |GW version
The following results MIST be reflected in the test report:

o The total nunber of nulticast groups joined for that
iteration
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o Forwarding rate determined for that iteration

The Scal ed Group Forwarding results for each test SHOULD be reported
inthe formof a table with a row representing each iteration of the
test. Each row or iteration SHOULD specify the total number of
groups joined for that iteration, offered | oad, total nunber of
franes transmitted, total nunber of franmes received and the aggregate
forwarding rate determ ned for that iteration

4.3. Aggregated Milticast Throughput
oj ective:

To deternine the maximumrate at which none of the offered franes to
be forwarded through N destination interfaces of the sane multicast
groups are dropped.

Pr ocedur e:

Ofer nmulticast traffic at an initial nmaxi numoffered |oad to a fixed
set of interfaces with a fixed nunber of groups at a fixed frame
length for a fixed duration of time. All destination test ports MJST
join all specified multicast groups.

If any frame loss is detected, the offered | oad is decreased and the
sender will transnmit again. An iterative search algorithm MJST be
utilized to determine the maxi mumoffered frame rate with a zero
frame | oss.

Each iteration will involve varying the offered | oad of the nulticast
traffic, while keeping the set of interfaces, nunber of multicast
groups, frame length and test duration fixed, until the maxi mumrate
at whi ch none of the offered frames are dropped is determ ned.

Parameters to be neasured MJST include the maxi num of fered | oad at
which no frane | oss occurred. Oher offered | oads MAY be measured
for diagnostic purposes.

Reporting Fornat:

The foll owi ng configuration paraneters MJST be reflected in the test
report:

Frame size(s)

Nunber of tested egress interfaces on the DUT/ SUT
Test duration

| GWP version

Total nunmber of nulticast groups

O O0Oo0OO0O0o
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4.4.

4.4.

Sto

The following results MIUST be reflected in the test report:

o Aggregated Miulticast Throughput as defined in RFC 2432
[ Du9s]

The Aggregated Multicast Throughput results SHOULD be reported in the
format of a table with a row for each of the tested frane sizes per
the recommendations in section 3.1.3. Each row or iteration SHOULD
specify offered | oad, total nunber of offered frames and the neasured
Aggregated Multicast Throughput.

Encapsul ati on/ Decapsul ati on (Tunnel i ng) Thr oughput

Thi s sub-section provides the description of tests related to the

det erm nati on of throughput neasurenents when a DUT/ SUT or a set of
DUTs are acting as tunnel endpoints.

For this specific testing scenario, encapsulation or tunneling refers
to a packet that contains an unsupported protocol feature in a format
that is supported by the DUT/ SUT.

1. Encapsul ati on Throughput

oj ective:

To determine the maximumrate at which frames offered to one ingress

interface of a DUT/SUT are encapsul ated and correctly forwarded on
one or nore egress interfaces of the DUT/SUT w thout |oss.

Pr ocedur e:

Sour ce DUT/ SUT Desti nation
Test Port Test Port(s)
SR + TSR + SR +
| | | |
| | | Egress|--(Tunnel)-->| |
| | | | |
| | ------- >| I ngress | | |
| | | |
| | | Egress| --(Tunnel)-->| |
| | | | |
S + oo + S +

Fi gure 3
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Figure 3 shows the setup for testing the encapsul ati on t hroughput of
the DUT/SUT. One or nore tunnels are created between each egress
interface of the DUT/SUT and a destination test port. Non-

Encapsul ated nulticast traffic will then be offered by the source
test port, encapsul ated by the DUT/ SUT and forwarded to the
destination test port(s).

The DUT/ SUT SHOULD be configured such that the traffic across each
egress interface will consist of either

a) A single tunnel encapsul ating one or nore mnulticast address
groups OR

b) Multiple tunnels, each encapsul ating one or nore nulticast
addr ess groups.

The nunber of nulticast groups per tunnel MJST be the sane when the
DUT/ SUT is configured in a multiple tunnel configuration. In
addition, it is RECOWENDED to test with the sane nunber of tunnels
on each egress interface. All destination test ports MJST join al
nmul ticast group addresses offered by the source test port. Each
egress interface MUST be configured with the same MIU.

Not e: when offering |large frames sizes, the encapsul ati on process may
require the DUT/SUT to fragnent the | P datagrams prior to being
forwarded on the egress interface. It is RECOWENDED to linmit the

of fered frame size such that no fragnentation is required by the

DUT/ SUT.

A search algorithm MJUST be utilized to determ ne the encapsul ati on
t hroughput as defined in [Du98].

Reporting Fornat:

The foll owi ng configuration paraneters MJST be reflected in the test
report:

Nunber of tested egress interfaces on the DUT/ SUT
Test duration

| GWP version

Total number of nulticast groups

MIU si ze of DUT/SUT interfaces

Originating un-encapsul ated frame size

Nunber of tunnels per egress interface

Nunber of nulticast groups per tunne

Encapsul ation al gorithmor format used to tunnel the
packet s

OO0OO0OO0OO0OO0OO0OO0OO
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The followi ng results MJUST be reflected in the test report:

o Measured Encapsul ated Throughput as defined in RFC 2432
[ Du98]
o Encapsul ated frane size

The Encapsul ated Throughput results SHOULD be reported in the form of
a table and specific to this test there SHOULD be rows for each
originating un-encapsul ated frame size. Each row or iteration SHOULD
specify the offered | oad, encapsul ati on net hod, encapsul ated frane
size, total nunber of offered frames, and the encapsul ation

t hroughput .

4.4.2. Decapsul ati on Throughput
nj ecti ve:
To determine the maximumrate at which frames offered to one ingress

interface of a DUT/SUT are decapsul ated and correctly forwarded by
the DUT/ SUT on one or nore egress interfaces w thout | oss.

Procedure:

Sour ce DUT/ SUT Destination
Test Port Test Port(s)
Fomm e + Fom e + Fomm e +
| | | | | |
| | A B |
| | -- (Tunnel)-->| I ngress | | |
| | | | |
| | | Egress|------- > |
| | | | | |
S + S + S +

Figure 4

Figure 4 shows the setup for testing the decapsul ation throughput of
the DUT/SUT. One or nore tunnels are created between the source test
port and the DUT/ SUT. Encapsulated nulticast traffic will then be

of fered by the source test port, decapsul ated by the DUT/ SUT and
forwarded to the destination test port(s).

Stopp & Hi cknman I nf or mati onal [ Page 12]



RFC 3918 Met hodol ogy for I P Miulticast Benchmarking Cct ober 2004

The DUT/ SUT SHOULD be configured such that the traffic across the
ingress interface will consist of either

a) A single tunnel encapsul ating one or nore multicast address
groups OR

b) Multiple tunnels, each encapsul ating one or nore nulticast
addr ess groups.

The nunber of nulticast groups per tunnel MJST be the sane when the
DUT/ SUT is configured in a multiple tunnel configuration. Al
destination test ports MJUST join all multicast group addresses

of fered by the source test port. Each egress interface MJIST be
configured with the sane MIU.

A search al gorithm MJUST be utilized to determine the decapsul ation
t hroughput as defined in [Du98].

When nmaki ng performance conpari sons between the encapsul ati on and
decapsul ati on process of the DUT/SUT, the offered frame sizes SHOULD
refl ect the encapsul ated frane sizes reported in the encapsul ation
test (See section 4.4.1) in place of those noted in section 3.1.3.
Reporting Fornmat:

The foll owi ng configuration paraneters MJST be reflected in the test

report:
o Number of tested egress interfaces on the DUT/ SUT
0 Test duration
o | GW version
o Total nunber of multicast groups
o Oiginating encapsul ation algorithmor format used to

tunnel the packets
Originating encapsul ated franme size
Nunber of tunnels
o Nunmber of nulticast groups per tunne

o O

The following results MIST be reflected in the test report:

0 Measured Decapsul ated Throughput as defined in RFC 2432
[ Du9s]
o Decapsul ated frane size

The Decapsul ated Throughput results SHOULD be reported in the format
of a table and specific to this test there SHOULD be rows for each
originating encapsul ated frane size. Each row or iteration SHOULD
specify the offered | oad, decapsul ated franme size, total nunber of
of fered frames and the decapsul ati on throughput.
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4.4.3. Re-encapsul ation Throughput
oj ective:

To determine the maxi mumrate at which frames of one encapsul at ed
format offered to one ingress interface of a DUT/SUT are converted to
anot her encapsul ated format and correctly forwarded by the DUT/ SUT on
one or nore egress interfaces w thout | oss.

Pr ocedur e:

Sour ce DUT/ SUT Destination
Test Port Test Port(s)
S + S + S +
| | | |
| | | Egress| - (Tunnel ) - >| |
| | | | | |
| | - (Tunnel )->| I ngress | |
| | |
| | | Egr ess| - (Tunnel ) - >| |
| | | | | |
S + S + S +

Figure 5

Figure 5 shows the setup for testing the Re-encapsul ati on throughput
of the DUT/SUT. The source test port will offer encapsulated traffic
of one type to the DUT/ SUT, which has been configured to re-
encapsul ate the offered frames using a different encapsul ation
format. The DUT/SUT will then forward the re-encapsul ated frames to
the destination test port(s).

The DUT/ SUT SHOULD be configured such that the traffic across the
i ngress and each egress interface will consist of either

a) A single tunnel encapsul ating one or nore multicast address
groups OR

b) Multiple tunnels, each encapsul ating one or nore nulticast
address groups.

The nunber of nulticast groups per tunnel MJST be the sane when the
DUT/ SUT is configured in a nmultiple tunnel configuration. In

addi tion, the DUT/SUT SHOULD be configured such that the nunber of
tunnel s on the ingress and each egress interface are the same. Al
destination test ports MIUST join all multicast group addresses

of fered by the source test port. Each egress interface MJST be
configured with the same MIU
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Not e that when offering |arge franes sizes, the encapsul ati on process
may require the DUT/SUT to fragnent the | P datagrans prior to being
forwarded on the egress interface. It is RECOAWENDED to linmit the

of fered frame sizes, such that no fragnentation is required by the
DUT/ SUT.

A search algorithm MJUST be utilized to determ ne the re-encapsul ation
t hroughput as defined in [Du98].

Reporting Fornat:

The foll owi ng configuration paraneters MJST be reflected in the test

report:
o Number of tested egress interfaces on the DUT/ SUT
o Test duration
o | GwW version
o Total nunber of multicast groups
o MIU size of DUT/SUT interfaces
o Oiginating encapsul ation algorithmor format used to
tunnel the packets
0 Re-encapsul ation algorithmor format used to tunnel the

packet s
o Oiginating encapsul ated frame size
Nunber of tunnels per interface
o Nunmber of multicast groups per tunne

o

The followi ng results MIST be reflected in the test report:

o Measured Re-encapsul ated Throughput as defined in RFC 2432
[ Du9s]
0 Re-encapsul ated frane size

The Re-encapsul ated Throughput results SHOULD be reported in the
format of a table and specific to this test there SHOULD be rows for
each originating encapsul ated frane size. Each row or iteration
SHOULD specify the offered | oad, Re-encapsul ated frame size, tota
nunber of offered franmes, and the Re-encapsul ated Throughput.

5. Forwardi ng Latency
This section presents nethodol ogies relating to the characterization
of the forwarding |atency of a DUT/SUT in a nulticast environment.

It extends the concept of latency characterization presented in RFC
2544,
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The offered | oad acconpanying the | atency-neasured packet can affect
the DUT/ SUT packet buffering, which may subsequently inpact neasured
packet latency. This SHOULD be a consideration when sel ecting the

i ntended | oad for the described met hodol ogi es bel ow.

RFC 1242 and RFC 2544 draw a distinction between device types: "store
and forward" and "bit-forwarding." Each type inpacts how latency is
col l ected and subsequently presented. See the related RFCs for nore
i nf ormati on.

5.1. Milticast Latency
oj ective:

To produce a set of multicast |atency neasurenents froma single,
mul ticast ingress interface of a DUT/SUT through nultiple, egress
mul ticast interfaces of that sanme DUT/ SUT as provided for by the
nmetric "Multicast Latency" in RFC 2432 [Du98].

The procedures bel ow draw fromthe coll ection nmethodol ogy for |atency
in RFC 2544 [Br96]. The methodol ogy addresses two topol ogi ca
scenarios: one for a single device (DUT) characterization; a second
scenario is presented or nmultiple device (SUT) characterization

Pr ocedur e:

If the test trial is to characterize |atency across a single Device
Under Test (DUT), an example test topology mght take the form of
Figure 1 in section 3. That is, a single DUT with one ingress
interface receiving the nulticast test traffic fromfrane-
transmtting component of the test apparatus and n egress interfaces
on the sane DUT forwarding the nmulticast test traffic back to the
franme-recei ving conponent of the test apparatus. Note that n
reflects the nunber of TESTED egress interfaces on the DUT actually
expected to forward the test traffic (as opposed to configured but
untested, non-forwarding interfaces, for exanple).

If the multicast |atencies are to be taken across nultiple devices
form ng a System Under Test (SUT), an exanple test topology m ght
take the formof Figure 2 in section 3.

The trial duration SHOULD be 120 seconds to be consistent with RFC
2544 [Br96]. The nature of the |atency nmeasurenent, "store and
forward" or "bit forwarding", MJST be associated with the rel ated
test trial(s) and disclosed in the results report.
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A test traffic streamis presented to the DUT. It is RECOVMENDED to
offer traffic at the nmeasured aggregated nulticast throughput rate
(Section 4.3). At the md-point of the trial’s duration, the test
apparatus MJST inject a uniquely identifiable ("tagged") frame into
the test traffic frames being presented. This tagged frame will be
the basis for the latency neasurenents. By "uniquely identifiable",
it is nmeant that the test apparatus MJST be able to discern the
"tagged" franme fromthe other franes conprising the test traffic set.
A frame generation tinestanp, Tinestanp A, reflecting the conpletion
of the transm ssion of the tagged frame by the test apparatus, MJST
be det erm ned.

The test apparatus will nonitor franes fromthe DUT' s tested egress
interface(s) for the expected tagged frame(s) and MJST record the
time of the successful detection of a tagged frame froma tested
egress interface with a timestanp, Tinmestanp B. A set of Timestanmp B
val ues MJUST be collected for all tested egress interfaces of the

DUT/ SUT. See RFC 1242 [Br91] for additional discussion regarding
store and forward devices and bit forwardi ng devices.

A trial MJST be considered | NVALID should any of the follow ng
conditions occur in the collection of the trial data:

o Unexpected differences between |Intended Load and O fered
Load or unexpected differences between O fered Load and the
resulting Forwarding Rate(s) on the DUT/ SUT egress ports.

o Forwarded test frames inproperly formed or frane header
fields inproperly manipul at ed.

o Failure to forward required tagged frane(s) on all expected
egress interfaces.

o Reception of tagged frames by the test apparatus nore than
5 seconds after the cessation of test traffic by the source
test port.

The set of |atency neasurenents, M conposed from each | atency
nmeasur enent taken fromevery ingress/tested egress interface pairing
MUST be determined froma valid test trial

M= { (Timestanp B(EO) - Tinmestanmp A),
(Timestanmp B(El) - Timestamp A), ..
(Timestanmp B(En) - Timestamp A) }

where (EO ... En) represents the range of all tested egress
interfaces and Tinmestanp B represents a tagged franme detection event
for a given DUT/ SUT tested egress interface.

A nore continuous profile MAY be built froma series of individua
nmeasur enent s.

Stopp & Hi cknman I nf or mati onal [ Page 17]



RFC 3918 Met hodol ogy for I P Miulticast Benchmarking Cct ober 2004

Reporti ng Fornat:

The foll owing configuration paranmeters MJST be reflected in the test
report:

Frame size(s)

Nunber of tested egress interfaces on the DUT/ SUT
Test duration

| GWP version

O fered | oad

Total number of nulticast groups

O O0OO0OO0OO0OO0o

The followi ng results MJUST be reflected in the test report:

o The set of all latencies with respective tine units rel ated
to the tested ingress and each tested egress DUT/ SUT
i nterface.

The tinme units of the presented |atency MUST be uniformand with
sufficient precision for the medium or media being tested.

The results MAY be offered in a tabular format and shoul d preserve
the relationship of latency to ingress/egress interface for each
nmul ticast group to assist in trending across nultiple trials.

5.2. Mn/Max Milticast Latency
nj ecti ve:
To determine the difference between the naxi mum | at ency neasurenent
and the mininmum |l atency neasurenent froma collected set of |atencies
produced by the Multicast Latency benchnmark
Pr ocedur e:
Collect a set of nulticast |atency neasurenents over a single test
duration, as prescribed in section 5.1. This will produce a set of
mul ticast |latencies, M where Mis conmposed of individual forwarding
| atenci es between DUT frame ingress and DUT frame egress port pairs.
E.g.:

M= {L(I,E1),L(I,E2), ..., L(I,EN)}

where L is the latency between a tested ingress interface, |, of the

DUT, and Ex a specific, tested nulticast egress interface of the DUT.
E1l through En are uni que egress interfaces on the DUT.
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Fromthe collected nmulticast |atency nmeasurenents in set M identify
MAX(M, where MAX is a function that yields the |largest |atency val ue
fromset M

Identify MN(M, when MNis a function that yields the small est
| atency value fromset M

The Max/M n value is determined fromthe follow ng fornul a:
Result = MAX(M - M N(M
Reporting Fornat:

The foll owing configuration paranmeters MJST be reflected in the test
report:

Frame size(s)

Nunber of tested egress interfaces on the DUT/ SUT
Test duration

| GWP version

Ofered | oad

Total number of nulticast groups

OO0OO0OO0OO0OO0

The following results MUST be reflected in the test report:
o The Max/M n val ue

The follow ng results SHOULD be reflected in the test report:

o The set of all latencies with respective tine units rel ated
to the tested ingress and each tested egress DUT/ SUT
i nterface.

The tine units of the presented | atency MUST be uniformand with
sufficient precision for the mediumor nedi a being tested.

The results MAY be offered in a tabular fornat and shoul d preserve
the relationship of latency to ingress/egress interface for each
mul ticast group.
6. Overhead
This section presents nethodology relating to the characterization of

the overhead del ays associated with explicit operations found in
mul ticast environments.
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6.1. Goup Join Delay
oj ective:

To determine the tine duration it takes a DUT/SUT to start forwarding
nmulticast franes fromthe tinme a successful | GW group nenbership
report has been issued to the DUT/ SUT.

Pr ocedur e:

The Multicast G oup Join Delay measurenent may be influenced by the
state of the Milticast Forwardi ng Dat abase <MFDB> of the DUT/SUT. The
states of the MFDB may be described as foll ows:

o State 0, where the MFDB does not contain the specified
mul ticast group address. In this state, the delay nmeasurenent
includes the tine the DUT/SUT requires to add the address to
the MFDB and begi n forwarding. Del ay neasured from State 0
provi des information about how the DUT/SUT is able to add new
addresses into M-DB.

o State 1, where the MFDB does contain the specified nulticast
group address. In this state, the delay neasurenent includes
the time the DUT/SUT requires to update the MFDB with t he
new y j oi ned node<s> and begin forwarding to the new node<s>
pl us packet replication tinme. Delay nmeasured from State 1
provi des information about how well the DUT/SUT is able to
update the MFDB for new nodes while transmtting packets to
ot her nodes for the same IP nulticast address. Exanples
i ncl ude addi ng a new user to an event that is being pronoted
via multicast packets.

The net hodol ogy for the Milticast Group Join Del ay neasurenent

provi des two alternate nethods, based on the state of the MFDB, to
nmeasure the delay netric. The nethods MAY be used i ndependently or
in conjunction to provide neaningful insight into the DUT/SUT ability
to nanage the M-DB.

Users MAY elect to use either method to determine the Milticast Goup
Joi n Del ay; however the collection nethod MIST be specified as part
of the reporting format.

In order to minimze the variation in delay cal culations as well as
m ni m ze burden on the DUT/ SUT, the test SHOULD be perforned with one
mul ticast group. |In addition, all destination test ports MJST join
the specified multicast group offered to the ingress interface of the
DUT/ SUT.
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Met hod A:

Met hod A assunes that the Multicast Forwardi ng Dat abase <MFDB> of the
DUT/ SUT does not contain or has not |earned the specified multicast
group address; specifically, the MFDB MJST be in State 0. In this
scenario, the netric represents the time the DUT/ SUT takes to add the
nmul ticast address to the MFDB and begin forwarding the multicast
packet. Only one ingress and one egress MJST be used to determ ne
this netric.

Prior to sending any | GWP Group Menbership Reports used to cal cul ate
the Multicast Goup Join Delay, it MJST be verified through
external |y observabl e neans that the destination test port is not
currently a nenber of the specified nulticast group. In addition, it
MUST be verified through externally observable neans that the M-DB of
the DUT/ SUT does not contain the specified multicast address.

Met hod B

Met hod B assumes that the MFDB of the DUT/ SUT does contain the
specified multicast group address; specifically, the M-FDB MUST be in
State 1. In this scenario, the metric represents the tine the

DUT/ SUT takes to update the MFDB with the additional nodes and their
corresponding interfaces and to begin forwarding the multicast
packet. One or nore egress ports MAY be used to determine this
nmetric.

Prior to sending any | GW Group Menbership Reports used to cal cul ate
the Group Join Delay, it MJST be verified through externally
observabl e means that the M-DB contains the specified nulticast group
address. A single un-instrunented test port MJST be used to join the
specified multicast group address prior to sending any test traffic.
This port will be used only for insuring that the MFDB has been

popul ated with the specified multicast group address and can
successfully forward traffic to the un-instrunented port.

Join Delay Cal cul ation

Once verification is conplete, multicast traffic for the specified
mul ticast group address MJST be offered to the ingress interface
prior to the DUT/ SUT receiving any | GW G oup Menbership Report
nessages. It is RECOWENDED to offer traffic at the neasured
aggregated mul ticast throughput rate (Section 4.3).

After the nulticast traffic has been started, the destination test

port (See Figure 1) MJIST send one | GW G oup Menbership Report for
the specified nmulticast group
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The join delay is the difference in time fromwhen the | GW G oup
Menbership nmessage is sent (timestanp A) and the first frame of the
mul ticast group is forwarded to a receiving egress interface
(timestanmp B).

Group Join delay time = timestanp B - tinmestanp A
Ti mestanp A MUST be the tinme the last bit of the | GW group
menbership report is sent fromthe destination test port; tinestanp B
MJUST be the time the first bit of the first valid nulticast frane is
forwarded on the egress interface of the DUT/ SUT.
Reporting Fornat:

The foll owi ng configuration paranmeters MJST be reflected in the test

report:
o Frame size(s)
o Nunmber of tested egress interfaces on the DUT/ SUT
o | GW version
o Total nunber of multicast groups
o Ofered load to ingress interface
o Method used to nmeasure the join delay netric

The followi ng results MJUST be reflected in the test report:

o The group join delay time in mcroseconds per egress
i nterface(s)

The Group Join Delay results for each test MAY be reported in the
formof a table, with a row for each of the tested frame sizes per
the recomendations in section 3.1.3. Each row or iteration MAY
specify the group join delay tinme per egress interface for that
iteration.

6.2. Goup Leave Del ay
oj ective:
To determine the tine duration it takes a DUT/ SUT to cease forwarding

mul ticast franes after a corresponding | GW Leave G oup nessage has
been successfully offered to the DUT/ SUT.
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Pr ocedur e:

In order to minimze the variation in delay cal culations as well as
m ni m ze burden on the DUT/ SUT, the test SHOULD be perforned with one
mul ticast group. In addition, all destination test ports MJST join
the specified multicast group offered to the ingress interface of the
DUT/ SUT.

Prior to sending any | GW Leave Group nmessages used to calculate the
group |l eave delay, it MJST be verified through externally observable
means that the destination test ports are currently nenbers of the
specified nmulticast group. |If any of the egress interfaces do not
forward validation nulticast frames then the test is invalid.

Once verification is conplete, multicast traffic for the specified
mul ticast group address MJST be offered to the ingress interface
prior to receipt or processing of any | GW Leave G oup nessages. It
is RECOWENDED to offer traffic at the neasured aggregated multicast
t hroughput rate (Section 4.3).

After the multicast traffic has been started, each destination test
port (See Figure 1) MJUST send one | GW Leave Group nessage for the
specified multicast group

The | eave delay is the difference in tinme fromwhen the | GW Leave
Group nessage is sent (tinestanp A) and the |ast frame of the

mul ticast group is forwarded to a receiving egress interface

(ti mestanmp B).

Group Leave delay tine = tinestanp B - tinmestanp A
Ti mestanp A MUST be the tine the last bit of the | GW Leave G oup
nmessage is sent fromthe destination test port; timestanp B MJUST be
the tinme the last bit of the last valid nulticast frane is forwarded
on the egress interface of the DUT/ SUT.
Reporting Fornat:

The foll owi ng configuration paranmeters MJST be reflected in the test

report:
o Frane size(s)
o Nunmber of tested egress interfaces on the DUT/ SUT
o | GW version
o Total nunber of multicast groups
o Ofered load to ingress interface
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The followi ng results MJUST be reflected in the test report:

o The group |leave delay time in m croseconds per egress
i nterface(s)

The Group Leave Delay results for each test MAY be reported in the
formof a table, with a row for each of the tested frame sizes per
the recomendations in section 3.1.3. Each row or iteration MAY
specify the group |l eave delay tine per egress interface for that
iteration.

7. Capacity

This section offers a procedure relating to the identification of
mul ticast group limts of a DUT/ SUT.

7.1. Milticast Goup Capacity
oj ective:

To determ ne the maxi mum nunber of nulticast groups a DUT/ SUT can
support while maintaining the ability to forward multicast frames to
all nulticast groups registered to that DUT/ SUT.

Pr ocedur e:

One or nore destination test ports of DUT/SUT will join an initial
nunber of nulticast groups.

After a m ninmum del ay as neasured by section 6.1, the source test
ports MJST transmt to each group at a specified offered | oad.

If at | east one frane for each multicast group is forwarded properly
by the DUT/ SUT on each participating egress interface, the iteration
is said to pass at the current capacity.

For each successful iteration, each destination test port will join
an additional user-defined nunmber of multicast groups and the test
repeats. The test stops iterating when one or nore of the egress
interfaces fails to forward traffic on one or nore of the configured
mul ticast groups.

Once the iteration fails, the |ast successful iteration is the stated
Maxi mum Group Capacity result.
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Reporti ng Fornat:

The foll owing configuration paranmeters MJST be reflected in the test

report:
o Frame size(s)
o Nunber of tested egress interfaces on the DUT/ SUT
o | Gw version
o Ofered | oad

The following results MIST be reflected in the test report:

o The total nunber of nulticast group addresses that were
successfully forwarded through the DUT/ SUT

The Multicast Group Capacity results for each test SHOULD be reported
inthe formof a table, with a row for each of the tested franme sizes
per the recomendations in section 3.1.3. Each row or iteration
SHOULD specify the nunber of nulticast groups joined per destination
i nterface, nunber of frames transmitted and nunmber of franes received
for that iteration.

8. I nteraction

Net wor k forwardi ng devices are generally required to provide nore
functionality than just the forwarding of traffic. Moreover,

net wor k- f or war di ng devi ces may be asked to provide those functions in
a variety of environnents. This section offers procedures to assi st
in the characterization of DUT/SUT behavi or in consideration of
potentially interacting factors.

8.1. Forwardi ng Burdened Miulticast Latency
nj ecti ve:
To produce a set of multicast |atency nmeasurenents froma single
nmul ticast ingress interface of a DUT/SUT through nultiple egress
mul ticast interfaces of that sanme DUT/ SUT as provided for by the
metric "Multicast Latency" in RFC 2432 [Du98] while forwardi ng neshed
uni cast traffic.
Procedur e:
The Multicast Latency netrics can be influenced by forcing the

DUT/ SUT to performextra processing of packets while multicast class
traffic is being forwarded for |atency neasurenents.
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The Burdened Forwardi ng Miulticast Latency test MJIST follow the
descri bed setup for the Milticast Latency test in Section 5.1. In
addi ti on, another set of test ports MJST be used to burden the
DUT/ SUT (burdening ports). The burdening ports will be used to
transmt unicast class traffic to the DUT/SUT in a fully neshed
traffic distribution as described in RFC 2285 [Ma98]. The DUT/ SUT
MUST | earn the appropriate uni cast addresses and verified through
sonme externally observabl e net hod

Perform a baseline measurenent of Milticast Latency as described in
Section 5.1. After the baseline neasurenent is obtained, start
transmtting the unicast class traffic at a user-specified offered
| oad on the set of burdening ports and rerun the Milticast Latency
test. The offered load to the ingress port MJST be the sanme as was
used in the baseline neasurenent.

Reporti ng Format:

Simlar to Section 5.1, the followi ng configuration paraneters MJST
be reflected in the test report:

Frame size(s)

Nunber of tested egress interfaces on the DUT/ SUT
Test duration

| GWP version

O fered load to ingress interface

Total nunmber of nulticast groups

O fered |l oad to burdening ports

Total nunber of burdening ports

OO0OO0OO0OO0OO0OO0OO0

The followi ng results MJUST be reflected in the test report:

o The set of all latencies related to the tested ingress and
each tested egress DUT/SUT interface for both the baseline
and burdened response.

The tinme units of the presented |atency MUST be uniformand with
sufficient precision for the mediumor media being tested.

The latency results for each test SHOULD be reported in the formof a
table, with a row for each of the tested frame sizes per the
recomended frane sizes in section 3.1.3, and SHOULD preserve the

rel ationship of latency to ingress/egress interface(s) to assist in
trending across multiple trials.
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8.2. Forwardi ng Burdened Group Join Del ay
oj ective:

To determine the tine duration it takes a DUT/SUT to start forwarding
nmulticast franes fromthe tinme a successful | GW G oup Menbership
Report has been issued to the DUT/ SUT while forwardi ng neshed uni cast
traffic.

Pr ocedur e:

The Forwardi ng Burdened Group Join Delay test MIUST follow the
descri bed setup for the Group Join Delay test in Section 6.1. In
addi ti on, another set of test ports MJST be used to burden the
DUT/ SUT (burdening ports). The burdening ports will be used to
transmt unicast class traffic to the DUT/SUT in a fully neshed
traffic pattern as described in RFC 2285 [Ma98]. The DUT/ SUT MJST
| earn the appropriate unicast addresses and verified through sone
external |y observabl e net hod

Perform a basel i ne nmeasurenent of G oup Join Delay as described in
Section 6.1. After the baseline nmeasurenent is obtained, start
transmtting the unicast class traffic at a user-specified offered
| oad on the set of burdening ports and rerun the G oup Join Del ay
test. The offered load to the ingress port MJUST be the same as was
used in the baseline nmeasurenent.

Reporti ng Fornat:

Simlar to Section 6.1, the followi ng configuration paraneters MJST
be reflected in the test report:

Frame size(s)

Nunber of tested egress interfaces on the DUT/ SUT
| GWP version

O fered load to ingress interface

Total nunmber of nulticast groups

O fered |l oad to burdening ports

Total nunber of burdening ports

Met hod used to neasure the join delay nmetric

OO0OO0OO0OO0OO0OO0O

The following results MUST be reflected in the test report:

o The group join delay time in mcroseconds per egress
interface(s) for both the baseline and burdened response.
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10.

11.

12.

12.

The Group Join Delay results for each test MAY be reported in the
formof a table, with a row for each of the tested frame sizes per
the recomrendations in section 3.1.3. Each row or iteration MAY
specify the group join delay time per egress interface, nunber of
franes transmtted and nunmber of frames received for that iteration

Security Considerations

As this docunment is solely for the purpose of providing nmetric

nmet hodol ogy and descri bes neither a protocol nor a protocol’s

i mpl enentation, there are no security considerations associated with
this docunment specifically. Results fromthese nethodol ogi es may
identify a performance capability or linmt of a device or systemin a
particul ar test context. However, such results mght not be
representative of the tested entity in an operational network.
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14. Full Copyright Statenent
Copyright (C The Internet Society (2004).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATION HE/ S HE
REPRESENTS OR |'S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE
| NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS COR

| MPLI ED, | NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI' N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the |ETF' s procedures with respect to rights in | ETF Docunents can
be found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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