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Thi s docunent describes the nessages and procedures of the Negative-
acknow edgnment (NACK) Oriented Reliable Milticast (NORM protocol
This protocol is designed to provide end-to-end reliable transport of
bul k data objects or streans over generic |IP multicast routing and
forwardi ng services. NORM uses a sel ective, negative acknow edgnent
mechani smfor transport reliability and of fers additional protoco
nmechani sns to allow for operation with minimal "a priori"

coordi nati on anong senders and receivers. A congestion contro

schene is specified to all ow the NORM protocol to fairly share
avai | abl e network bandwi dth with other transport protocols such as
Transm ssion Control Protocol (TCP). It is capable of operating with
both reciprocal multicast routing anong senders and receivers and
with asymretric connectivity (possibly a unicast return path) between
the senders and receivers. The protocol offers a nunber of features
to allow di fferent types of applications or possibly other higher

l evel transport protocols to utilize its service in different ways.
The protocol |everages the use of FEC- based repair and other |ETF
reliable multicast transport (RMI) building blocks in its design
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1. Introduction and Applicability

The Negative-acknow edgment (NACK) Oriented Reliable Milticast (NORM
protocol is designed to provide reliable transport of data from one
or nore sender(s) to a group of receivers over an |IP multicast
network. The primary design goals of NORM are to provide efficient,
scal abl e, and robust bulk data (e.g., conputer files, transm ssion of
persi stent data) transfer across possibly heterogeneous |P networks
and topol ogies. The NORM protocol design provides support for

di stributed nulticast session participation with nminiml coordination
among senders and receivers. NORM all ows senders and receivers to
dynam cally join and | eave nulticast sessions at will wth m ninal
overhead for control information and tim ng synchroni zati on anong
partici pants. To accommodate this capability, NORM protocol nessage
headers contain some common information allow ng receivers to easily
synchroni ze to senders throughout the lifetime of a reliable

mul ticast session. NORMis designed to be self-adapting to a wi de
range of dynamic network conditions with little or no pre-
configuration. The protocol is purposely designed to be tolerant of
i naccurate tining estinmations or |lossy conditions that nmay occur in
many networks including nobile and wireless. The protocol is also
designed to exhibit convergence and efficient operation even in
situations of heavy packet |oss and | arge queuing or transm ssion

del ays.

This docunment is a product of the |ETF RMI WG and foll ows the

gui delines provided in RFC 3269 [1]. The key words "MJST", "MJST
NOT", "REQUI RED', "SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT",

" RECOMMVENDED', "MAY", and "OPTIONAL" in this docunent are to be
interpreted as described in BCP 14, RFC 2119 [2].

St atement of |ntent

This menmo contains part of the definitions necessary to fully specify
a Reliable Miulticast Transport protocol in accordance with RFC 2357.
As per RFC 2357, the use of any reliable multicast protocol in the
Internet requires an adequate congestion control schene.

Wiile waiting for such a schene to be available, or for an existing
schene to be proven adequate, the Reliable Miulticast Transport
wor ki ng group (RMI) publishes this Request for Comments in the
"Experinental " category.

It is the intent of RMI to re-submit this specification as an | ETF
Proposed Standard as soon as the above condition is net.
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1.1. NORM Delivery Service Mde

A NORM protocol instance (NornBSession) is defined within the context
of participants comruni cati ng connectionless (e.g., Internet Protoco
(I'P) or User Datagram Protocol (UDP)) packets over a network using
pre-determ ned addresses and host port nunbers. GCenerally, the
partici pants exchange packets using an IP multicast group address,
but uni cast transport nmay al so be established or applied as an
adjunct to multicast delivery. |In the case of multicast, the
partici pati ng NormNodes wi |l conmuni cate using a common | P mul ticast
group address and port nunber that has been chosen via nmeans outside
the context of the given NornBession. Oher |ETF data fornmat and
protocol standards exist that may be applied to describe and convey
the required "a priori" information for a specific NornSession (e.g.
Session Description Protocol (SDP) [7], Session Announcenent Protoco
(SAP) [8], etc.).

The NORM protocol design is principally driven by the assunption of a
single sender transmtting bulk data content to a group of receivers.
However, the protocol MAY operate with nultiple senders within the

context of a single NornSession. |In initial inplenmentations of this
protocol, it is anticipated that multiple senders will transmt
i ndependent of one another and receivers will maintain state as

necessary for each sender. However, in future versions of NORM it
is possible that sonme aspects of protocol operation (e.g., round-trip
time collection) may provide for alternate nodes all owi ng nore
efficient performance for applications requiring nmultiple senders.

NORM provides for three types of bulk data content objects
(Nornmjects) to be reliably transported. These types include:

1) static conmputer nmenory data content (NORM OBJECT DATA type),
2) computer storage files (NORM OBJECT_FILE type), and

3) non-finite streams of continuous data content (NORM OBJECT STREAM
type).

The distinction between NORM OBJECT_DATA and NORM OBJECT_FILE is
simply to provide a "hint" to receivers in NornBessions serving
multiple types of content as to what type of storage should be

al l ocated for received content (i.e., nenory or file storage). QO her
than that distinction, the two are identical, providing for reliable
transport of finite (but potentially very large) units of content.
These static data and file services are anticipated to be useful for
mul ti cast - based cache applications with the ability to reliably
provide transmi ssion of |large quantities of static data. Oher types
of static data/file delivery services m ght nmake use of these
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transport object types, too. The use of the NORM OBJECT STREAM type
is at the application's discretion and could be used to carry static
data or file content also. The NORMreliable stream service opens up
addi tional possibilities such as serialized reliable messaging or

ot her unbounded, perhaps dynam cally produced content. The

NORM OBJECT_STREAM provi des for reliable transport anal ogous to that
of the Transm ssion Control Protocol (TCP), although NORM receivers
will be able to begin receiving streamcontent at any point in tine.
The applicability of this feature will depend upon the application

The NORM protocol also allows for a small anpunt of "out-of-band"
data (sent as NORM | NFO nessages) to be attached to the data content
objects transnmitted by the sender. This readily-available "out-of-
band" data allows nulticast receivers to quickly and efficiently
determ ne the nature of the corresponding data, file, or stream bul k
content being transmitted. This allows application-Ilevel control of
the receiver node’'s participation in the current transport activity.
This also allows the protocol to be flexible with mninmal pre-
coordi nati on anong senders and receivers. The NORM INFO content is
designed to be atomic in that its size MIST fit into the payl oad
portion of a single NORM nessage.

NORM does _not _ provide for global or application-I|eve

identification of data content within in its nessage headers. Note
the NORM | NFO out - of - band data nmechani sm coul d be | everaged by the
application for this purpose if desired, or identification could
alternatively be enbedded within the data content. NORM does
identify transmitted content (NornObjects) with transport identifiers
that are applicable only while the sender is transmtting and/or
repairing the given object. These transport data content identifiers
(NormTransportlds) are assigned in a nonotonically increasing fashion
by each NORM sender during the course of a NornBession. Each sender
mai ntains its Norniransportld assignnents independently so that

i ndi vi dual NormObj ects nmay be uniquely identified during transport
with the concatenation of the sender session-unique identifier

(Nor mNodel d) and the assigned NornTransportld. The Nornmlransportlds
are assigned froma large, but fixed, numeric space in increasing
order and may be reassigned during long-lived sessions. The NORM
protocol provides nechanisns so that the sender application may

term nate transm ssion of data content and informthe group of this
in an efficient manner. Qher simlar protocol control mechani sms
(e.g., session termnation, receiver synchronization, etc.) are
specified so that reliable nulticast application variants nmay
construct different, conplete bulk transfer conmunication nodels to
neet their goals.
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To sumari ze, the NORM protocol provides reliable transport of
different types of data content (including potentially mixed types).
The senders enqueue and transmit bulk content in the formof static
data or files and/or non-finite, ongoing streamtypes. NORM senders
provide for repair transm ssion of data and/or FEC content in
response to NACK nessages received fromthe receiver group

Mechani sns for "out-of-band" informati on and other transport contro
nmechani sns are specified for use by applications to form conpl ete
reliable multicast solutions for different purposes.

1.2. NORM Scal ability

Group conmuni cation scalability requirenments |ead to adaptation of
negati ve acknow edgnment (NACK) based protocol schenmes when feedback
for reliability is required [9]. NORMis a protocol centered around
the use of selective NACKs to request repairs of mssing data. NORM
provi des for the use of packet-level forward error correction (FEC
techniques for efficient nulticast repair and optional proactive
transm ssi on robustness [10]. FEC based repair can be used to
greatly reduce the quantity of reliable nmulticast repair requests and
repair transm ssions [11] in a NACK-oriented protocol. The principal
factor in NORM scal ability is the volume of feedback traffic
generated by the receiver set to facilitate reliability and
congestion control. NORM uses probabilistic suppression of redundant
f eedback based on exponentially distributed random backoff tinmers.
The performance of this type of suppression relative to other
techniques is described in [12]. NORM dynamnically measures the
group’s roundtrip timng status to set its suppression and other
protocol timers. This allows NORMto scale well while maintaining
reliable data delivery transport with low latency relative to the
networ k topol ogy over which it is operating.

Feedback messages can be either multicast to the group at | arge or
sent via unicast routing to the sender. 1In the case of unicast

f eedback, the sender "advertises" the feedback state to the group to
facilitate feedback suppression. In typical Internet environnments,

it is expected that the NORM protocol will readily scale to group
sizes on the order of tens of thousands of receivers. A study of the
gquantity of feedback for this type of protocol is described in [13].
NORM is able to operate with a smaller anmount of feedback than a
singl e TCP connection, even with relatively |arge nunbers of
receivers. Thus, depending upon the network topology, it is possible
that NORM may scale to larger group sizes. Wth respect to computer
resource usage, the NORM protocol does not_require that state be
kept on all receivers in the group. NORM senders maintain state only
for receivers providing explicit congestion control feedback. NORM
receivers nust maintain state for each active sender. This nmay
constrain the nunmber of sinmultaneous senders in sone uses of NORM
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1.3. Environnental Requirenents and Consi derations

Al'l of the environmental requirenents and considerations that apply
to the RMI NORM Bui I ding Bl ock [4] and the RMI FEC Bui l di ng Bl ock [ 5]
al so apply to the NORM prot ocol

The NORM protocol SHALL be capabl e of operating in an end-to-end
fashion with no assistance frominternedi ate systens beyond basic IP
mul ti cast group managenent, routing, and forwarding services. Wile
the techniques utilized in NORM are principally applicable to "flat"
end-to-end I P nmulticast topologies, they could also be applied in the
sub-l evel s of hierarchical (e.g., tree-based) nmulticast distribution
if so desired. NORM can make use of reciprocal (anobng senders and
recei vers) multicast communi cation under the Any-Source Milticast
(ASM nodel defined in RFC 1112 [3], but SHALL al so be capabl e of
scal abl e operation in asymretric topol ogi es such as Source Specific
Mul ticast (SSM [14] where there may only be unicast routing service
fromthe receivers to the sender(s).

NORM i s conpatible with IPv4 and | Pv6. Additionally, NORM may be
used wi th networks enpl oyi ng Network Address Transl ati on (NAT)
provi di ng the NAT device supports IP multicast and/or can cache UDP
traffic source port numbers for remapping feedback traffic from
receivers to the sender(s).

2. Architecture Definition

A NornSession is conprised of participants (NornNodes) acting as
senders and/or receivers. NORM senders transmt data content in the
formof Nornthjects to the session destination address and the NORM
receivers attenpt to reliably receive the transnitted content using
negati ve acknow edgnents to request repair. Each NormNode within a
Nor nBSessi on is assunmed to have a presel ected unique 32-bit identifier
(Nor mNodel d). NormNodes MUST have uni quely assigned identifiers
within a single NornSession to distinguish between possible nultiple
senders and to di stinguish feedback i nformation fromdifferent
receivers. There are two reserved NormNodel d val ues. A val ue of
0x00000000 i s considered an invalid NormNodeld val ue and a val ue of
Oxffffffff is a "wildcard" NornmNodeld. Wile the protocol does not
preclude multiple sender nodes concurrently transmtting within the
context of a single NORM session (i.e., many-to-many operation), any
type of interactive coordi nati on anong NORM senders is assuned to be
controll ed by the application or higher protocol l|ayer. There are
some optional nechanisns specified in this document that can be

| everaged for such application | ayer coordination
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As previously noted, NORM allows for reliable transm ssion of three
di fferent basic types of data content. The first type is
NORM_OBJECT_DATA, which is used for static, persistent blocks of data
content maintained in the sender’s application menory storage. The
second type i s NORM OBJECT FILE, which corresponds to data stored in
the sender’s non-volatile file system The NORM OBJECT_DATA and
NORM OBJECT FI LE types both represent "Nornlbjects" of finite but
potentially very large size. The third type of data content is
NORM_OBJECT_STREAM whi ch corresponds to an ongoi ng transm ssion of
undefined length. This is analogous to the reliable stream service
provide by TCP for unicast data transport. The format of the stream
content is application-defined and may be byte or nmessage oriented.
The NORM protocol provides for "flushing" of the streamto expedite
delivery or possibly enforce application nessage boundaries. NORM
protocol inplenmentations may offer either (or both) in-order delivery
of the streamdata to the receive application or out-of-order (nore

i medi ate) delivery of received segnents of the streamto the
receiver application. In either case, NORM sender and receiver

i mpl enentati ons provide buffering to facilitate repair of the stream
as it is transported.

Al'l NormObjects are logically segnmented into FEC codi ng bl ocks and
synmbol s for transmission by the sender. In NORM an FEC encoding
synbol directly corresponds to the payl oad of NORM DATA nessages or
"segnent”. Note that when systematic FEC codes are used, the payl oad
of NORM DATA nessages sent for the first portion of a FEC encodi ng

bl ock are source synmbols (actual segnents of original user data),
whil e the remai ning synmbols for the block consist of parity synbols
generated by FEC encodi ng. These parity synbols are generally sent
in response to repair requests, but some number may be sent
proactively at the end each encoding block to increase the robustness
of transm ssion. Wen non-systematic FEC codes are used, all symnbols

sent consist of FEC encoding parity content. 1In this case, the
recei ver nmust receive a sufficient nunber of synbols to reconstruct
(via FEC decoding) the original user data for the given block. In

this docunent, the terns "synbol" and "segnent" are used
i nt erchangeabl y.

Transmitted NormObjects are tenporarily yet uniquely identified

wi thin the NornBession context using the given sender’s Normodel d,
Nor m nst ancel d, and a temnporary NormnmObj ect Transportld. Depending
upon the inplenentation, individual NORM senders may nmanage their

Nor m nst ancel ds i ndependently, or a comon Norm nstanceld may be
agreed upon for all participating nodes within a session if needed as
a session identifier. NORM NorntbjectTransportld data content
identifiers are sender-assigned and applicable and valid only during
a Normbject’s actual _transport_ (i.e., for as long as the sender is
transmtting and providing repair of the indicated NornmObject). For
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a long-lived session, the NornmObjectTransportlid field can wap and
previously-used identifiers my be re-used. Note that globally

uni que identification of transported data content is not provided by
NORM and, if required, nust be nanaged by the NORM application. The
i ndi vi dual segnments or synbols of the Norn(bject are further
identified with FEC payl oad identifiers which include coding bl ock
and synmbol identifiers. These are discussed in detail later in this
document .

2.1. Protocol Operation Overview

A NORM sender primarily generates nessages of type NORM DATA. These
nessages carry original data segments or FEC synbols and repair
segment s/ synbol s for the bulk data/file or stream NornObjects being
transferred. By default, redundant FEC synbols are sent only in
response to receiver repair requests (NACKs) and thus normally little
or no additional transm ssion overhead is inposed due to FEC
encodi ng. However, the NORM i npl enentati on MAY be optionally
configured to proactively transmt sone anobunt of redundant FEC
synbols along with the original content to potentially enhance
performance (e.g., inproved delay) at the cost of additiona
transm ssi on overhead. This option may be sensible for certain
network conditions and can all ow for robust, asymetric multicast
(e.g., unidirectional routing, satellite, cable) [15] with reduced
recei ver feedback, or, in sone cases, no feedback

A sender message of type NORM INFO is al so defined and is used to
carry OPTI ONAL "out - of - band" context information for a given
transport object. A single NORM I NFO nmessage can be associated with
a Nornbj ect. Because of its atomic nature, m ssing NORM | NFO
nessages can be NACKed and repaired with a slightly | ower del ay
process than NORM s general FEC-encoded data content. NORM | NFO nay
serve special purposes for some bulk transfer, reliable nulticast
applications where receivers join the group nid-stream and need to
ascertain contextual information on the current content being
transmtted. The NACK process for NORMINFO wi |l be described |ater.
When the NORM | NFO nessage type is used, its transnission should
precede transni ssion of any NORM DATA nessage for the associ ated

Nor nbj ect .

The sender al so generates nessages of type NORM CMD to assist in
certain protocol operations such as congestion control, end-of-
transm ssion flushing, round trip tinme estinmation, receiver
synchroni zati on, and optional positive acknow edgnment requests or
application defined commands. The transm ssion of NORM CVD nmessages
fromthe sender is acconplished by one of three different procedures.
These procedures are: single, best effort unreliable transm ssion of
the command; repeated redundant transm ssions of the command; and
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posi tivel y-acknow edged conmands. The transm ssion techni que used
for a given command depends upon the function of the comrand.

Several core conmands are defined for basic protocol operation
Additionally, inplenentations MAY wi sh to consider providing the
OPTI ONAL appl i cati on-defined comrands that can take advantage of the
transm ssi on net hodol ogi es avail able for commands. This allows for
application-level session managenent mechani snms that can nmake use of
i nformati on avail able to the underlying NORM protocol engine (e.g.
round-trip timng, transm ssion rate, etc.).

NORM recei vers generate messages of type NORM NACK or NORM ACK in
response to transm ssions of data and commands from a sender. The
NORM NACK nessages are generated to request repair of detected data
transm ssion | osses. Receivers generally detect |osses by tracking
the sequence of transmission froma sender. Sequencing information
is embedded in the transmitted data packets and end-of-transni ssion
conmmands fromthe sender. NORM ACK nessages are generated in
response to certain comuands transnitted by the sender. 1In the
general (and nost scal able) protocol node, NORM ACK nmessages are sent
only in response to congestion control commands fromthe sender. The
f eedback vol une of these congestion control NORM ACK nessages is
controll ed using the sane tiner-based probabilistic suppression
techni ques as for NORM NACK nessages to avoid feedback inmplosion. In
order to neet potential application requirenents for positive

acknow edgnment fromreceivers, other NORM ACK nessages are defined
and avail able for use. Al sender and receiver transmni ssions are
subject to rate control governed by a peak transm ssion rate set for
each participant by the application. This can be used to limt the
gquantity of nulticast data transmtted by the group. Wen NORM s
congestion control algorithmis enabled the rate for senders is
automatically adjusted. In sone networks, it nay be desirable to
establish m ni mum and maxi mum bounds for the rate adjustment
dependi ng upon the application even when dynamni c congestion contro

is enabled. However, in the case of the general Internet, congestion
control policy SHALL be observed that is conpatible with coexistent
TCP fl ows.

2.2. Protocol Building Bl ocks

The operation of the NORM protocol is based primarily upon the
concepts presented in the Nack-Oriented Reliable Milticast (NORV
Bui | di ng Bl ock docunent [4]. This includes the basic NORM
architecture and the data transm ssion, repair, and feedback
strategi es discussed in that docunment. Additional reliable multicast
bui | di ng bl ocks are applied in creating the full NORM protoco
instantiation [16]. NORM al so nakes use of Forward Error Correction
encodi ng techni ques for repair messagi ng and optional transm ssion
robust ness as described in [10]. NORM uses the FEC Payl oad ID as
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specified by the FEC Buil ding Bl ock Docunent [5]. Additionally, for
congestion control, this docunment includes a baseline congestion
control mechani sm (NORM CC) based on the TCP-Friendly Milticast
Congestion Control (TFMCC) schene described in [19].

2.3. Design Tradeoffs

Wil e the various features of NORM are designed to provi de sone
nmeasure of general purpose utility, it is inmportant to enphasize the
understanding that "no one size fits all" in the reliable multicast
transport arena. There are numerous engi neering tradeoffs invol ved
inreliable multicast transport design and this requires an increased
awar eness of application and network architecture considerations.
Performance requirenments affecting design can include: group size,
het erogeneity (e.g., capacity and/or delay), asymetric delivery,
data ordering, delivery delay, group dynanics, mobility, congestion
control, and transport across |ow capacity connections. NORM
contai ns various paraneters to accomopdate nmany of these differing
requi renments. The NORM protocol and its nmechanisns MAY be applied in
mul ticast applications outside of bulk data transfer, but there is an
assuned nodel of bulk transfer transport service that drives the
trade-offs that determ ne the scalability and performance descri bed
in this docunent.

The ability of NORMto provide reliable data delivery is also
governed by any buffer constraints of the sender and receiver
applications. NORM protocol inplenmentations SHOULD be designed to
operate with the greatest efficiency and robustness possible within
application-defined buffer constraints. Buffer requirements for
reliability, as always, are a function of the del ay-bandw dth product
of the network topology. NORM perfornms best when all owed nore
buffering resources than typical point-to-point transport protocols.
This is because NORM f eedback suppression is based upon random y-

del ayed transm ssions fromthe receiver set, rather than i mediately
transmtted feedback. There are definitive tradeoffs between buffer
utilization, group size scalability, and efficiency of performance.
Large buffer sizes allow the NORM protocol to perform nost
efficiently in | arge del ay- bandw dth topol ogi es and al |l ow for | onger
f eedback suppressi on backoff timeouts. This yields inproved group
size scalability. NORMcan operate with reduced buffering but at a
cost of decreased efficiency (lower relative goodput) and reduced
group size scalability.
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3.

| NORM_DATA

Conf or mance St at enent

This Protocol Instantiation docunent, in conjunction with the RMI
Bui | di ng Bl ock documents of [4] and [5], conpletely specifies a
working reliable multicast transport protocol that conforms to the
requi renents described in RFC 2357 [17].

Thi s docunent specifies the follow ng nmessage types and nechani sns
whi ch are REQUI RED i n conpl yi ng NORM protocol inplenentations:

| Sender message for application data |
| transmi ssion. |nplenmentations nmust support |
| at | east one of the NORM OBJECT_ DATA, |
| NORM OBJECT_FI LE, or NORM OBJECT_STREAM |
| delivery services. The use of the NORM FEC |
| Object Transm ssion |Informati on header |
| extension is OPTIONAL with NORM DATA |
| messages. |

| Sender conmand to excite receivers for repair |
| requests in lieu of ongoi ng NORM DATA |
| transm ssions. Note the use of the |
| NORM CMDX( FLUSH) for positive acknow edgnent |
| of data receipt is OPTI ONAL. |

------------------- e N
| NORM_CVD( SQUEL CH) | Sender conmand to advertise its current valid |
| repair windowin response to invalid requests |

| for repair. |

------------------- T

| NORM_CVD( REPAI R_ADV) | Sender conmand to advertise current repair

|
| (and congestion control state) to group when |
| unicast feedback nessages are detected. Used |
| to control/suppress excessive receiver |
| feedback in asymmetric nmulticast topol ogies. |

| Sender conmand used in collection of round |
| trip timng and congestion control status |
| fromgroup (this may be OPTI ONAL if |
| alternative congestion control nechanismand |
| round trip timng collection is used). |

| NORM_NACK | Receiver nessage used to request repair of |

| mssing transmitted content. |

Adanson, et al. Experi ment al [ Page 12]



RFC 3940 NORM Pr ot ocol Novenmber 2004

| Receiver nessage used to proactively provide |
| | feedback for congestion control purposes. |
| Also used with the OPTI ONAL NORM Posi tive |
| Acknow edgment Process. |

Thi s docunent al so describes the follow ng nmessage types and
associ at ed nechani sns whi ch are OPTIONAL for conplying NORM protocol
i mpl enent ati ons:

| NORM_I NFO | Sender message for providing ancillary |
| context information associated with NORM |
| transport objects. The use of the NORM FEC |
| Object Transm ssion Information header |
I I
I I

extension is OPTI ONAL with NORM | NFO

nmessages.

e . +
| NORM_CMD( EOT) | Sender conmand to indicate it has reached |
| | end-of-transm ssion and will no | onger |
| | respond to repair requests. |
R S +

| NORM_CVD( ACK_REQ) | Sender conmand to support application- |
| defined, positively acknow edged conmands |
| sent outside of the context of the bulk data |
| content being transmtted. The NORM Positive|
| Acknow edgnent Procedure associated with this|
I

nessage type i s OPTI ONAL. |

| NORM_CVD( APPLI CATI ON) | Sender conmand cont ai ni ng application-defi ned|
| | commands sent outside of the context of the |
| | bulk data content being transmtted. |

o e e e e e oo o e m e e e e e e e e e e e e e e e e e e e e e e e e oo o - +
| NORM_REPORT | Optional nessage type reserved for |
| | experinental inplenentations of the NORM |
| | protocol. |
o m e e e a e oo o m e e e e e e e e e e e e e e e e e e e e e e e e e e +

4. Message Formats

As mentioned in Section 2.1, there are two primary cl asses of NORM
nmessages: sender nmessages and receiver nessages. NORM CMVD,

NORM_| NFO, and NORM DATA nessage types are generated by senders of
data content, and NORM NACK and NORM ACK nessages generated by
receivers within a NornBession. An auxiliary nessage type of
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NORM REPORT is al so provided for experinental purposes. This section
descri bes the nessage formats used by the NORM protocol. These
nmessages and their fields are referenced in the detail ed functiona
description of the NORM protocol given in Section 5. Individual NORM
nmessages are designed to be conpatible with the MU limtations of
encapsul ating Internet protocols including IPv4, 1Pv6, and UDP. The
current NORM protocol specification assumes UDP encapsul ati on and

| everages the transport features of UDP. The NORM nessages are

i ndependent of network addresses and can be used in IPv4 and | Pv6

net wor ks.

4.1. NORM Commbn Message Header and Extensions

There are sonme conmon nessage fields contained in all NORM nessage
types. Additionally, a header extension mechanismis defined to
expand the functionality of the NORM protocol w thout revision to
this document. All NORM protocol nessages begin with a conmon header
with information fields as foll ows:

0 1 2 3
3 234567890

+- - +- O Ok ST T S S R

| | en |

+- - +- i I S R e e i

| source_id |

e i I R R i T R it i S S e e e i I T R T e e i

NORM Common Message Header For mat

The "version" field is a 4-bit value indicating the protocol version
nunber. NORM i npl enentati ons SHOULD i gnore received nessages with
versi on nunbers different fromtheir own. This nunber is intended to
i ndi cate and di stingui sh upgrades of the protocol which may be non-
i nteroperable. The NORM version nunber for this specificationis 1

The nessage "type" field is a 4-bit value indicating the NORM
protocol nessage type. These types are defined as foll ows:

Message Val ue

NORM_| NFO
NORM_DATA
NORM_CMVD
NORM_NACK
NORM_ACK
NORM_REPORT

OO, WNE
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The 8-bit "hdr_len" field indicates the nunber of 32-bit words that
conpri se the given nessage’s header portion. This is used to
facilitate header extensions that nmay be applied. The presence of
header extensions are inplied when the "hdr_|len" value is greater
than the base value for the given nessage "type"

The "sequence" field is a 16-bit value that is set by the nessage
originator as a nonotonically increasing nunber incremented with each
NORM nessage transmitted to a given destination address. A
"sequence" field number space SHOULD be mai ntai ned for messages sent
to the NornSession group address. This value can be nonitored by
recei ving nodes to detect packet losses in the transm ssion froma
sender and used in estinmating raw packet | oss for congestion contro
purposes. Note that this value is NOT used in the NORM protocol to
detect missing reliable data content and does NOT identify the
application data or FEC payload that may be attached. Wth nmessage
aut hentication, the "sequence" field may al so be | everaged for
protection from nmessage "replay" attacks, particularly of NORM NACK
or other feedback nmessages. |In this case, the receiver node shoul d
mai ntain a nonotonically increasing "sequence" field space for each
destination to which it transnmits (this may be nultiple destinations
when uni cast feedback is used). The size of this field is intended
to be sufficient to all ow detection of a reasonable range of packet

| oss within the del ay-bandw dth product of expected network

connecti ons.

The "source_id" field is a 32-bit value identifying the node that
sent the nessage. A participant’s NORM node identifier (NormNodeld)
can be set according to application needs but unique identifiers nust
be assigned within a single NornSession. |In sone cases, use of the
host | P address or a hash of it can suffice, but alternative

nmet hodol ogi es for assignnment and potential collision resolution of
node identifiers within a nulticast session need to be considered.
For exanple, the "source identifier" mechani smdefined in the Real -
Time Protocol (RTP) specification [18] may be applicable to use for
NORM node identifiers. At this point in time, the protocol nakes no
assunpti ons about how these unique identifiers are actually assigned.

NORM Header Extensi ons

VWhen header extensions are applied, they follow the nmessage type’'s
base header and precede any payload portion. There are two formats
for header extensions, both of which begin with an 8-bit "het"
(header extension type) field. One format is provided for variable-
l ength extensions with "het" values in the range fromO through 127.
The other format is for fixed | ength (one 32-bit word) extensions
with "het" values in the range from 128 through 255. These formats
are given here:
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| het <=127 | hel | |
B i S S S it s ol T S S |
| Header Extension Content |
| |
T L R e o o e i T M N
NORM Vari abl e Lengt h Header Extension For nat
0 1 2 3
01234567890123456789012345678901
R e L i e e i i SR S e e C s
| het >=128 | reserved | Header Extension Content |
R R i ik It I R R T T I i R R R S e ol o o i i i i R
NORM Fi xed Length (32-bit) Header Extension Format

The "Header Extension Content" portion of these header extension
format is defined for each header extension type defined for NORM
nmessages. Sone header extensions are defined within this docunent
for NORM basel i ne FEC and congesti on control operations.

4.2. Sender Messages

NORM sender nessages i nclude the NORM DATA type, the NORM I NFO type,
and the NORM CMVD type. NORM DATA and NORM_ | NFO nmessages contain
application data content while NORM CMD nessages are used for various
protocol control functions.

4.2.1. NORM DATA Message

The NORM DATA nessage is expected to be the predom nant type
transmtted by NORM senders. These nmessages are used to encapsul ate
segnented data content for objects of type NORM OBJECT_DATA,

NORM OBJECT _FI LE, and NORM OBJECT STREAM NORM DATA nessages nmay
contain original or FEC encoded application data content.

The format of NORM DATA nessages is conprised of three |ogical
portions: 1) a fixed-format NORM DATA header portion, 2) a FEC
Payl oad 1D portion with a format dependent upon the FEC encodi ng
used, and 3) a payl oad portion containing source or encoded
application data content. Note for objects of type

NORM OBJECT _STREAM the payl oad portion contains additional fields
used to appropriately recover streamcontent. NORM i npl enentations
MAY al so extend the NORM DATA header to include a FEC Object
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Transm ssion Information (EXT_FTI) header extension. This allows
NORM receivers to automatically allocate resources and properly
perform FEC decodi ng wi thout the need for pre-configuration or out-
of - band i nformati on.

o
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instance_id grtt | backof f| gsize
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flags | fec_id | obj ect _transport_id
i T e s ais i S S S I T T O S i St S S
fec_payl oad_i d

-+
B S i T T i S S S S e S S i i i i
header extensions (if applicable) |

B e i s o ST S o S i S S S i aTuits SIS S R S S
payl oad_r eser ved* | payl oad_I| en* |

B T i S ks a ai  E
payl oad_of f set * |

B N e i i T R et o s S
payl oad_dat a* |

I T S e e i i i S S S T i o S S S S S S

+-——— +—+—+-—"—+— +— +— +— +— +

NORM DATA Message For mat

*NOTE: The "payl oad_reserved", "payl oad_|len" and "payl oad_of fset"
fields are present only for objects of type NORM OBJECT_STREAM The
"payl oad_| en" and "payl oad_offset” fields allow senders to
arbitrarily vary the size of NORM DATA payl oad segnments for streans.
This allows applications to flush transmitted streans as needed to
neet uni que streamng requirenments. For objects of types

NORM _OBJECT_FI LE and NORM OBJECT_DATA, these fields are unnecessary
since the receiver can calcul ate the payload | ength and offset
information fromthe "fec_payl oad_i d" using the al gorithm descri bed
in Section 5.1.1. The "payl oad_reserved"” field is kept for
anticipated future NORM stream control functions. Wen systematic
FEC codes (e.g., "fec_id" = 129) are used, the "payload | en" and
"payl oad_of fset" fields contain actual length and offset values for
the encapsul ated application data segnent for those NORM DATA
nmessages contai ni ng source data synbols. | n NORM DATA nessages t hat
contain parity information, these fields are not actual |ength or
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of fset values, but instead are val ues conputed from FEC encodi ng the
"payl oad_| en" and "payload offset" fields of the source_ data
synmbol s of the correspondi ng applicabl e codi ng bl ock

The "version", "type", "hdr_len", "sequence", and "source_id" fields
formthe NORM Cormpon Message Header as described in Section 4.1. The
val ue of the NORM DATA "type" field is 2. The NORM DATA _base

"hdr _len" value is 4 (32-bit words) plus the size of the
"fec_payload_id" field. The "fec_payload_id" field size depends upon
the FEC encodi ng used for the referenced NornmbObject. The "fec_id"
field is used to indicate the FEC coding type. For exanple, when
smal | bl ock, systematic codes are used, a "fec_id" value of 129 is

i ndi cated and the size of the "fec_payload id" is two 32-bit words.
In this case the NORM DATA base "hdr_len" value is 6. The cunulative
size of any header extensions applied is added into the "hdr_I|en"
field.

The "instance_id" field contains a val ue generated by the sender to
uniquely identify its current instance of participation in the

Nor nSession. This allows receivers to detect when senders have
perhaps left and rejoined a session in progress. Wen a sender
(identified by its "source_id") is detected to have a new
"instance_id", the NORM receivers SHOULD drop their previous state on
the sender and begin reception anew.

The "grtt" field contains a non-linear quantized representation of
the sender’s current estinmate of group round-trip tine (GRTT) (this
is also referred to as Rmax in [19]). This value is used to contro
timng of the NACK repair process and ot her aspects of protoco
operation as described in this docunent. The algorithmfor encoding
and decoding this field is described in the RMI NORM Bui | di ng Bl ock
docunent [4].

The "backoff" field value is used by receivers to determ ne the

maxi mum backoff tinmer value used in the tiner-based NORM NACK

f eedback suppression. This 4-bit field supports values from 0-15
which is multiplied by the sender GRTT to determ ne the maxi num
backoff timeout. The "backoff" field inforns the receiver set of the
sender’s backoff factor parameter "Ksender". Recomrended val ues and
their use are described in the NORM recei ver NACK procedure
description in Section 5.3. The "gsize" field contains a
representation of the sender’s current estimate of group size. This
4-bit field can roughly represent values fromten to 500 nmillion
where the nmost significant bit value of O or 1 represents a nantissa
of 1 or 5, respectively and the three |east significant bits

i ncrenented by one represent a base 10 exponent (order of magnitude).
For exanples, a field value of "0Ox0" represents 1.0e+01 (10), a value
of "Ox8" represents 5.0e+01 (50), a value of "Ox1" represents 1.0e+02
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(100), and a value of "Oxf" represents 5.0e+08. For NORM f eedback
suppressi on purposes, the group size does not need to be represented
with a high degree of precision. The group size nay even be
estimated sonewhat conservatively (i.e., overestimated) to nmaintain
| ow | evel s of feedback traffic. A default group size estimate of
10,000 ("gsize" = 0x4) is recomended for general purpose reliable
nmul ticast applications using the NORM protocol

The "flags" field contains a nunber of different binary flags
providing informati on and hints regardi ng how the receiver shoul d
handl e the identified object. Defined flags in this field include:

e S S e +
| Fl ag | Val ue | Pur pose |
- Fommma - e +
| NORM_FLAG REPAI R | Ox01 | Indicates nmessage is a repair |
| | | transm ssion |
o e e e e e oo R, T +
| NORM FLAG EXPLICIT | 0x02 | Indicates a repair segnent intended to

| | | meet a specific receiver erasure, as

| | | compared to parity segnents provided by

| | | the sender for general purpose (with

| | | respect to an FEC codi ng bl ock) erasure

| | | filling. |
R DT e +
| NORM_FLAG | NFO | 0x04 | Indicates availability of NORM.I NFO for

| | | object. |
Fom e e e oo S o e e e e e e e e e e e e mmm e mamao o +
| NORM_FLAG UNRELI ABLE| 0x08 | Indicates that repair transm ssions for

| | | the specified object will be unavail abl e
| | | (One-shot, best effort transm ssion).
- S . s +
| NORM_FLAG FI LE | 0x10 | Indicates object is "file-based" data

| | | (hint to use disk storage for |
| | | reception). |
o e e e e e oo R, T +
| NORM_FLAG _STREAM | 0x20 | Indicates object is of type |
| | | NORM_OBJECT_STREAM

- Fommma - e +

| NORM_FLAG MSG START | 0x40 | Marks the first segnent of application
| | | nessages enbedded in |
| | | NORM_OBJECT_STREAM. |

NORM FLAG REPAIR is set when the associated nessage is a repair
transm ssion. This information can be used by receivers to help
observe a join policy where it is desired that newy joining
receivers only begin participating in the NACK process upon recei pt
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of new (non-repair) data content. NORM FLAG EXPLICIT is used to mark
repai r nessages sent when the data sender has exhausted its ability
to provide "fresh" (previously untransmitted) parity segments as
repair. This flag could possibly be used by intermedi ate systens

i mpl enenting functionality to control sub-casting of repair content
to different legs of a reliable nulticast topology with disparate
repair needs. NORM FLAG INFO is set only when optional NORM | NFO
content is actually available for the associated object. Thus,
receivers will NACK for retransm ssion of NORM.INFO only when it is
avail abl e for a given object. NORM FLAG UNRELIABLE is set when the
sender wishes to transmt an object with only "best effort"” delivery
and will not supply repair transm ssions for the object. NORM

recei vers SHOULD NOT execute repair requests for objects nmarked with
the NORM FLAG UNRELI ABLE flag. Note that receivers nay inadvertently
request repair of such objects when all segments (or info content)
for those objects are not received (i.e., a gap in the

"obj ect _transport_id" sequence is noted). |In this case, the sender
shoul d i nvoke t he NORM CMD( SQUELCH) process as described in Section
4.2.3. NORM FLAG FILE can be set as a "hint" fromthe sender that
the associ ated object should be stored in non-volatile storage.

NORM FLAG STREAM i s set when the identified object is of type

NORM OBJECT_STREAM  When NORM FLAG STREAM i s set, the
NORM_FLAG MSG _START can be optionally used to mark the first data
segnents of application-layer nessages transported within the NORM
stream This allows NORM receiver applications to "synchronize" with
NORM senders and to be able to properly interpret application |ayer
data when joining a NORM session already in progress. |n practice,
the NORM i npl ementation MAY set this flag for the segment transnmitted
following an explicit "flush" of the stream by the application

The "fec_id" field corresponds to the FEC Encoding Identifier
described in the FEC Buil di ng Bl ock docunment [5]. The "fec_id" val ue
inmplies the format of the "fec_payload_id" field and, coupled with
FEC bj ect Transm ssion Information, the procedures to decode FEC
encoded content. Small block, systematic codes ("fec_id" = 129) are
expected to be used for nobst NORM purposes and the NORM OBJECT_ STREAM
requires systemati c FEC codes for nost efficient perfornmance.

The "object _transport_id" field is a nonotonically and increnmentally
i ncreasi ng val ue assigned by the sender to Normnmbbjects being
transmtted. Transm ssions and repair requests related to that

obj ect use the sane "object transport _id" value. For sessions of
very long or indefinite duration, the "object transport_id" field may
be repeated, but it is presuned that the 16-bit field size provides
an adequat e enough sequence space to avoid object confusion anongst
recei vers and sources (i.e., receivers SHOULD re-synchronize with a
server when receiving object sequence identifiers sufficiently out-
of-range with the current state kept for a given source). During the
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course of its transmission within a NORM session, an object is

uni quely identified by the concatenation of the sender "source_id"
and the given "object _transport_id". Note that NORM | NFO nessages
associated with the identified object carry the same

"obj ect _transport_id" val ue.

The "fec_payload id" identifies the attached NORM DATA "payl oad"
content. The size and format of the "fec_payload id" field depends
upon the FEC type indicated by the "fec_id" field. These formats are
given in the FEC Buil di ng Bl ock docunent [5] and any subsequent
extensions of that docunment. As an example, the format of the
"fec_payload_id" fornmat snmall bl ock, systematic codes ("fec_id" =
129) given here:

0 1 2 3
1234567890 12345678901
B I S S S i S B ik SR S S S

|

+O

1
+-
so
+

2
+
u
s i e T e T R S i i R S o ok o N

source_bl ock_| en encodlng_synbol_ld |
s i i i o i i I R S R e R R o o i S

+T 4+ +

Smal | Bl ock, Systematic Code ("fec_id" = 129) "fec_payload_id" Format

The FEC payl oad identifier "source bl ock nunber”, "source_ bl ock |en",
and "encodi ng _synbol _id" fields correspond to the "Source Bl ock
Nunber ", "Source Bl ock Length, and "Encodi ng Synbol ID" fields of the
FEC Payl oad I D format given by the | ETF FEC Buil di ng Bl ock docunent
[5]. The "source_bl ock_nunber” identifies the coding block’s
relative position with a Norntbject. Note that, for NormObjects of
type NORM OBJECT_STREAM the "source_bl ock_nunber" may wap for very
long lived sessions. The "source block |Ien" indicates the nunber of
user data segments in the identified coding block. Gven the
"source_bl ock_len" information of how many synbols of application
data are contained in the block, the receiver can determ ne whether
the attached segnent is data or parity content and treat it
appropriately. The "encodi ng synmbol id" identifies which specific
synbol (segnent) within the coding block the attached payl oad
conveys. Dependi ng upon the value of the "encodi ng_synbol _id" and
the associ ated "source_bl ock_| en" parameters for the bl ock, the
synmbol (segnent) referenced may be a user data or an FEC parity
segnent. For systenmatic codes, encoding synbols nunbered | ess than
the source bl ock | en contain original application data while segnents
greater than or equal to source_block |en contain parity synbols

cal cul ated for the block. The concatenation of
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object transport _id::fec_payload id can be viewed as a uni que
transport protocol data unit identifier for the attached segnent with
respect to the NORM sender’s instance within a session

Addi ti onal FEC (bject Transm ssion Information (as described in the
FEC Bui | di ng Bl ock docunent [5]) is required to properly receive and
decode NORM transport objects. This information MAY be provi ded as
out - of - band session information. However, in sone cases, it nmay be
useful for the sender to include this information "in band" to
facilitate receiver operation with mninmal preconfiguration. For
this purpose, the NORM FEC bj ect Transm ssion |Infornmation Header
Extension (EXT_FTl) is defined. This header extension MAY be applied
t o NORM DATA and NORM | NFO nessages to provide this necessary

i nformati on. The exact format of the extension depends upon the FEC
code in use, but in general it SHOULD contain any required details on
the FEC code in use (e.g., FEC Instance ID, etc.) and the byte size
of the associ ated NormObj ect (For the NORM OBJECT_STREAM type, this
size corresponds to the stream buffer size naintained by the NORM
sender). As an exanple, the format of the EXT_FTI for snall bl ock
systematic codes ("fec_id" = 129) is given here:
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FEC bj ect Transmi ssion Informati on Header Extension (EXT_FTI) for
Smal | Bl ock Systematic Codes ("fec_id" = 129)

The header extension type "het" field value for this header extension
is 64. The header extension length "hel" depends upon the fornmat of
the FTI for FEC code type identified by the "fec_id" field. 1In this
exanmple (for "fec_id" = 129), the "hel" field value is 4.

The 48-bit "object length" field indicates the total size of the
object (in bytes) for the static object types of NORM OBJECT FILE and
NORM OBJECT_DATA. This information is used by receivers to determ ne
storage requirenments and/or allocate storage for the received object.
Receivers with insufficient storage capability nay wish to forego
reliable reception (i.e., not NACK for) of the indicated object. In
the case of objects of type NORM OBJECT _STREAM the "object | ength"
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field is used by the sender to indicate the size of its stream buffer
to the receiver group. In turn, the receivers SHOULD use this
information to allocate a streambuffer for reception of
correspondi ng si ze.

The "fec_instance_id" corresponds to the "FEC Instance I D' descri bed
in the FEC Buil ding Block docunent [5]. |In this case, the
"fec_instance_id" SHALL be a val ue corresponding to the particul ar
type of Small Bl ock Systematic Code being used (e.g., Reed-Sol onbn
GF(2"8), Reed-Sol omon G-(2716), etc). The standardi zed assi gnnent of
FEC I nstance ID values is described in [5]. The "segment_size" field
i ndicates the sender’s current setting for maxi nrum nmessage payl oad
content (in bytes). This allows receivers to allocate appropriate
buffering resources and to determ ne other information in order to
properly process received data nessagi ng.

The "fec_max_bl ock | en" indicates the current maxi mum nunber of user
dat a segnents per FEC coding block to be used by the sender during
the session. This allows receivers to allocate appropriate buffer
space for buffering blocks transmtted by the sender

The "fec_num parity" corresponds to the "maxi num nunber of encoding
synmbol s that can be generated for any source bl ock” as described in
for FEC Object Transmission Information for Snall Bl ock Systematic
Codes in the FEC Building Bl ock docunent [5]. For exanple, Reed-

Sol onon codes may be arbitrarily shortened to create different code
variations for a given block length. 1In the case of Reed-Sol onon
(GF(278) and GF(2"16)) codes, this value indicates the maxi num numnber
of parity segments available fromthe sender for the coding bl ocks.
This field MAY be interpreted differently for other systematic codes
as they are defined.

The payl oad portion of NORM DATA messages includes source data or FEC
encoded application content.

The "payl oad_reserved", "payload_|en" and "payl oad offset" fields are
present ONLY for transport objects of type NORM OBJECT STREAM These
fields indicate the size and relative position (within the streamn of
the application content represented by the nmessage payl oad. For
senders enpl oyi ng systemati c FEC encodi ng, these fields contain
_actual _ length and offset values (in bytes) for the payl oad of
nessages whi ch contain original data source synmbols. For NORM DATA
nessages containing calculated parity content, these fields wll
actually contain val ues conmputed by FEC encodi ng of the "payl oad_| en"
and "payl oad_of fset" val ues of the NORM DATA data segnments of the
correspondi ng FEC codi ng bl ock. Thus, the "payl oad_l en" and

"payl oad_of fset" values of mssing data content can be determ ned
upon decoding a FEC coding block. Note that these fields do NOT
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contribute to the value of the NORM DATA "hdr_len" field. These
fields are NOT present when the "flags" portion of the NORM DATA
nmessage indicate the transport object if of type NORM OBJECT_FILE or
NORM OBJECT _DATA. In this case, the length and offset information
can be calculated fromthe "fec_payl oad_id" using the nethodol ogy
described in Section 5.1.1. Note that for long-lived streans, the
"payl oad _offset" field can wap.

The "payl oad_data" field contains the original application source or
parity content for the synmbol identified by the "fec_payl oad_id".

The length of this field SHALL be limted to a maxi num of the
sender’s Nor nSegnent Si ze bytes as given in the FTI for the object.
Note the length of this field for nessages containing parity content
will always be of |ength NornSegnment Size. Wen encoding data
segnents of varying sizes, the FEC encoder SHALL assune ZERO val ue
paddi ng for data segnents with |l ength | ess than the NornSegnmentSi ze.
It is RECOWENDED that a sender’s NornBSegnentSi ze generally be
constant for the duration of a given sender’s term of participation
in the session, but may possibly vary on a per-object basis. The

Nor nSegnent Si ze i s expected to be configurable by the sender
application prior to session participation as needed for network
topol ogy mexi mum transm ssion unit (MIU) considerations. For |Pv6,
MIU di scovery may be possibly | everaged at session startup to perform
this configuration. The "payload data" content may be delivered
directly to the application for source synbols (when systematic FEC
encodi ng i s used) or upon decoding of the FEC bl ock. For

NORM _OBJECT_FI LE and NORM OBJECT_STREAM obj ects, the data segnent

| ength and of fset can be cal cul ated using the algorithm described in
Section 5.1.1. For NORM OBJECT_STREAM obj ects, the I ength and of f set
is obtained fromthe segnment’s correspondi ng "payl oad | en" and

"payl oad_offset" fields.

4.2.2. NORM.I| NFO Message

The NORM_ I NFO nessage is used to convey OPTI ONAL, application-
defined, "out-of-band" context information for transmtted

Nor mbj ects. An exanple NORM I NFO use for bulk file transfer is to
pl ace M ME type information for the associated file, data, or stream
object into the NORM | NFO payl oad. Receivers may use the NORM | NFO
content to rmake a decision as whether to participate in reliable
reception of the associated object. Each NornmObject can have an

i ndependent unit of NORMINFO associated with it. NORM DATA nessages
contain a flag to indicate the availability of NORMINFO for a given
Nor mtbj ect. NORM receivers may NACK for retransm ssion of NORM | NFO
when they have not received it for a given NormObject. The size of
the NORM INFO content is limted to that of a single NornBegnentSize

Adanson, et al. Experi ment al [ Page 24]



RFC 3940 NORM Pr ot ocol Novenmber 2004

for the given sender. This atomic nature allows the NORM I NFO to be
rapidly and efficiently repaired within the NORMreli abl e
transm ssi on process.

VWhen NORM I NFO content is available for a Nornbject, the

NORM FLAG I NFO fl ag SHALL be set in NORM DATA nessages for the
correspondi ng "object _transport_id" and the NORM I NFO nessage shall
be transnmitted as the first nessage for the Nornthject.
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NORM | NFO Message For mat

The "version", "type", "hdr_len", "sequence", and "source_id" fields
formthe NORM Cormpon Message Header as described in Section 4.1. The
val ue of "hdr_len" field when no header extensions are present is 4.

The "instance_id", "grtt", "backoff", "gsize", "flags", "fec_id", and
"object _transport_id" fields carry the sane informati on and serve the
sanme purpose as wi th NORM DATA nessages. These values allow the
receiver to prepare appropriate buffering, etc, for further

transm ssions fromthe sender when NORM INFO is the first nessage
received.

As wi th NORM DATA nessages, the NORM FTlI Header Extension (EXT_FTI)
may be optionally applied to NORM I NFO nessages. To conserve
protocol overhead, some NORM i npl enentations may wi sh to apply the
EXT_FTlI when used to NORM I NFO nessages only and not to NORM DATA
nmessages.
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The NORM I NFO "payl oad_data" field contains sender application-
defined content which can be used by receiver applications for
various purposes as described above.

4.2.3. NORM CMD Messages

NORM CMD nessages are transnmitted by senders to performa nunber of
different protocol functions. This includes functions such as
round-trip tinming collection, congestion control functions,

synchroni zati on of sender/receiver repair "wi ndows", and notification
of sender status. A core set of NORM CMD nmessages i s enunerated.
Additionally, a range of command types remain available for potenti al
application-specific use. Sonme NORM CMD types may have dynam c
content attached. Any attached content will be limted to naxi mum
 ength of the sender NornfSegnentSize to retain the atonic nature of
conmands. All NORM CMD nessages begin with a common set of fields,
after the usual NORM nmessage common header. The standard NORM CMVD
fields are:
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NORM CMD St andard Fi el ds

The "version", "type", "hdr_len", "sequence", and "source_id" fields
formthe NORM Conmon Message Header as described in Section 4.1. The
value of the "hdr len" field for NORM CVMD nessages w thout header

ext ensi ons present depends upon the "flavor" field.

The "instance_id", "grtt", "backoff", and "gsize" fields provide the
sane information and serve the same purpose as with NORM DATA and
NORM | NFO nessages. The "flavor" field indicates the type of command
to follow The remainder of the NORM CVMD nmessage i s dependent upon
the command type ("flavor"). NORM conmand fl avors include:
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| NORM_CVD( FLUSH) | Used to indicate sender |
| | temporary end-of-transm ssion.
| | (Assists in robustly initiating
| | outstanding repair requests fronj
| | receivers). My also be
| | optionally used to coll ect
| | positive acknow edgnent of
| | reliable reception from subset
| | of receivers.
2 | Used to indicate sender
| permanent end-of-transni ssion.

| Used to advertise sender’s

| current repair w ndow in |
| response to out-of-range NACKs |
| fromreceivers. |

4 | Used for GRTT neasurenent and
| collection of congestion control
| feedback.

| Used to advertise sender’s

| aggregated repair/feedback state|
| for suppression of unicast

| feedback fromreceivers.

| Used to request application-

| defined positive acknow edgnent
| froma list of receivers

| (OPTI ONAL) .

| Used for application-defined
| purposes which may need to

| tenmporarily preenpt data
| transm ssion (OPTI ONAL).

1
1
1
1
1
1
1
1
1
1
1
:
+
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
———— ———— 4 ——

4.2.3.1. NORM CMX FLUSH) Message

The NORM CMD( FLUSH) conmand is sent when the sender reaches the end
of all data content and pending repairs it has queued for

transm ssion. This may indicate a tenporary or permanent end of data
transm ssion, but the sender is still willing to respond to repair
requests. This command is repeated once per 2*GRTT to excite the
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recei ver set for any outstanding repair requests up to and including
the transm ssion point indicated within the NORM CMD FLUSH) nessage
The nunber of repeats is equal to NORM ROBUST_FACTOR unl ess a list of
receivers fromwhich explicit positive acknow edgnent is expected
("acking_node_list") is given. |In that case, the "acking_node_list"

i s updated as acknow edgnents are received and the NORM CVMD(FLUSH) is
repeat ed according to the nechani smdescribed in Section 5.5.3. The
greater the NORM ROBUST_FACTOR, the greater the probability that al
applicable receivers will be excited for acknow edgnent or repair
requests (NACKs) _and_ that the corresponding NACKs are delivered to
the sender. [If a NORM NACK nessage interrupts the flush process, the
sender will re-initiate the flush process after any resulting repair
transm ssi ons are conpl et ed.

Note that receivers also enploy a tineout nmechanismto self-initiate
NACKi ng (if there are outstanding repair needs) when no nessages of
any type are received froma sender. This inactivity tineout is
related to 2*GRTT* NORM ROBUST_FACTOR and will be discussed nore
later. Wth a sufficient NORM ROBUST_FACTOR val ue, data content is
delivered with a high assurance of reliability. The penalty of a

I arge NORM ROBUST_FACTOR val ue is potentially excess sender

NORM _CMD( FLUSH) transni ssions and a | onger timeout for receivers to
self-initiate the term nal NACK process.

For finite-size transport objects such as NORM OBJECT DATA and

NORM OBJECT FI LE, the flush process (if there are no further pending
obj ects) occurs at the end of these objects. Thus, FEC repair
information is always available for repairs in response to repair
requests elicited by the flush command. However, for

NORM OBJECT _STREAM the flush may occur at any tine, including in the
m ddl e of an FEC coding block if systematic FEC codes are enpl oyed.
In this case, the sender will not yet be able to provide FEC parity
content as repair for the concurrent coding block and will be linted
to explicitly repairing stream data content for that bl ock
Applications that anticipate frequent flushing of stream content
SHOULD be judicious in the selection of the FEC codi ng bl ock size
(i.e., do not use a very large coding block size if frequent flushing
occurs). For exanple, a reliable nmulticast application transmtting
an on-going series of intermttent, relatively small nessaging
content will need to trade-off using the NORM OBJECT_DATA paradi gm
versus the NORM OBJECT_STREAM paradi gmwi th an appropri ate FEC codi ng
bl ock size. This is analogous to application trade-offs for other
transport protocols such as the selection of different TCP nodes of
operation such as "no del ay", etc.
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In addition to the NORM common nmessage header and standard NORM CMVD
fields, the NORM CMD) FLUSH) message contains fields to identify the
current status and logical transmt position of the sender

The "fec_id" field indicates the FEC type used for the flushing
"object _transport _id" and inplies the size and format of the
"fec_payload_id" field. Note the "hdr_len" value for the
NORM_CMD( FLUSH) nessage is 4 plus the size of the "fec_payl oad_id"
field when no header extensions are present.

The "object _transport_id" and "fec_payload id" fields indicate the
sender’s current logical "transmit position". These fields are
interpreted in the sane manner as in the NORM DATA nmessage type.
Upon recei pt of the NORM CMD( FLUSH), receivers are expected to check
their conpletion state _through_ (including) this transm ssion

position. |If receivers have outstanding repair needs in this range,
they SHALL initiate the NORM NACK Repair Process as described in
Section 5.3. If receivers have no outstanding repair needs, no

response to the NORM CMD(FLUSH) is generated

For NORM OBJECT_STREAM obj ects using systemati c FEC codes, receivers
MUST request "explicit-only" repair of the identified

"source_bl ock_nunber" if the given "encoding synbol _id" is |ess than
the "source_block len". This condition indicates the sender has not
yet conpl eted encodi ng the correspondi ng FEC bl ock and parity content
is not yet available. An "explicit-only" repair request consists of
NACK content for the applicable "source_bl ock_number” which does not
i nclude any requests for parity-based repair. This allows NORM
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sender applications to "flush" an ongoi ng stream of transm ssion when
needed, even if in the middle of an FEC bl ock. Once the sender
resunes streamtransm ssion and passes the end of the pending codi ng
bl ock, subsequent NACKs fromreceivers SHALL request parity-based
repair as usual. Note that the use of a systematic FEC code is
assumed here. Nornmal receiver NACK initiation and construction is

di scussed in detail in Section 5.3. The OPTIONAL "acki ng node |ist"
field contains a list of NornmNodelds for receivers fromwhich the
sender is requesting explicit positive acknow edgnment of reception up
through the transm ssion point identified by the

"object _transport_id" and "fec_payl oad_id" fields. The length of the
list can be inferred fromthe length of the recei ved NORM CVD( FLUSH)
nessage. Wen the "acking_node list" is present, the |ightweight
positive acknow edgnent process described in Section 5.5.3 SHALL be
observed

4.2.3.2. NORM CMD( EOT) Message

The NORM CMD( EOT) command is sent when the sender reaches pernanent
end-of -transm ssion with respect to the NornBSession and will not
respond to further repair requests. This allows receivers to
gracefully reach closure of operation with this sender (without
requiring any timeout) and free any resources that are no | onger
needed. The NORM CMD( EOT) command SHOULD be sent with the sane
robust nechani smas used for NORM CMD( FLUSH) conmands to provide a
hi gh assurance of reception by the receiver set.
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NORM_CMD( EOT) Message For mat

The value of the "hdr_len" field for NORM CVMD( EOT) nessages Wit hout
header extensions present is 4. The "reserved" field is reserved for
future use and MJST be set to an all ZERO value. Receivers MJST
ignore the "reserved" field.
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4.2.3.3. NORM CMD( SQUELCH) Message

The NORM CMD( SQUELCH) command is transnmitted in response to outdated

or invalid NORM NACK content received by the sender. Invalid
NORM_NACK content consists of repair requests for Normnlbjects for
whi ch the sender is unable or unwilling to provide repair. This

i ncludes repair requests for outdated objects, aborted objects, or
those objects which the sender previously transmtted marked with the
NORM _FLAG UNRELI ABLE flag. This command indicates to receivers what
content is available for repair, thus serving as a description of the
sender’s current "repair window'. Receivers SHALL not generate
repair requests for content identified as invalid by a

NORM_CMD( SQUELCH) .

The NORM _CVD( SQUELCH) conmand is sent once per 2*CRTT at the nost.
The NORM CMD( SQUELCH) advertises the current "repair w ndow' of the
sender by identifying the earliest (lowest) transm ssion point for
which it will provide repair, along with an encoded |ist of objects
fromthat point forward that are no longer valid for repair. This
nmechani sm al |l ows the sender application to cancel or abort

transm ssion and/or repair of specific previously enqueued objects.
The list also contains the identifiers for any objects within the
repair wi ndow that were sent with the NORM FLAG UNRELI ABLE fl ag set.
In normal conditions, it is expected the NORM CMD(SQUELCH) will be
needed i nfrequently, and generally only to provide a reference repair
wi ndow for receivers who have fallen "out-of-sync" with the sender
due to extrenely poor network conditions.

The starting point of the invalid NornmDObject |ist begins with the

| owest invalid NornfTransportld greater than the current "repair

wi ndow' start fromthe invalid NACK(s) that pronpted the generation
of the squelch. The length of the list is limted by the sender’s
Nor nSegnent Si ze. This allows the receivers to learn the status of
the sender’s applicable object repair wi ndow wi th m ni mal

transm ssi on of NORM CMD( SQUELCH) commands. The format of the
NORM _CMD( SQUELCH) nessage i s:
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NORM_CMD( SQUELCH) Message For mat

In addition to the NORM common nmessage header and standard NORM CMVD
fields, the NORM CMD({ SQUELCH) message contains fields to identify the
earliest logical transmt position of the sender’s current repair

wi ndow and an "invalid object Iist" beginning with the index of the
logically earliest invalid repair request fromthe of fendi ng NACK
nmessage which initiated the squelch transm ssion

The "object_transport_id" and "fec_payload_id" fields are
concatenated to indicate the beginning of the sender’s current repair
wi ndow (i.e., the logically earliest point inits transni ssion
history for which the sender can provide repair). The "fec_id" field
inmplies the size and format of the "fec_payload id" field. This
serves as an advertisenent of a "synchronization point" for receivers
to request repair. Note, that while an "encodi ng_synbol _id" may be
included in the "fec_payl oad_id" field, the sender’s repair w ndow
SHOULD be al i gned on FEC codi ng bl ock boundaries and thus the

"encodi ng_synbol _id" SHOULD be zero.

The "invalid_object_list" is a list of 16-bit Norniransportlds that,
al t hough they are within the range of the sender’s current repair

wi ndow, are no |longer available for repair fromthe sender. For
exanpl e, a sender application may dequeue an out-of-date object even
though it is still within the repair window The total size of the
"invalid_object_list" content is can be deternined fromthe packet’s
payl oad length and is linmted to a maxi num of the NornSegnent Si ze of
the sender. Thus, for very large repair windows, it is possible that
a single NORM CVD( SQUELCH) nessage may not be capable of listing the
entire set of invalid objects in the repair window |In this case,
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the sender SHALL ensure that the list begins with a Nornthjectld that
is greater than or equal to the | owest ordinal invalid Nornmbbjectld
fromthe NACK nessage(s) that pronpted the NORM CVD( SQUELCH)
generation. The Nornthjectlds in the "invalid_object _list" MJST be
greater than the "object_transport_id" marking the beginning of the
sender’s repair window. This insures convergence of the squelch
process, even if multiple invalid NACK/ squelch iterations are
required. This explicit description of invalid content within the
sender’s current wi ndow allows the sender application (nmost notably
for discrete "object" based transport) to arbitrarily invalidate
(i.e., dequeue) portions of enqueued content (e.g., certain objects)
for which it no | onger wishes to provide reliable transport.

4.2.3.4. NORM CMX(CC) Message

The NORM CMD( CC) nessages contains fields to enable sender-to-

recei ver group greatest round-trip time (GRTT) neasurenent and to
excite the group for congestion control feedback. A baseline NORM
congestion control schene (NORM CC), based on the TCP-Friendly

Mul ticast Congestion Control (TFMCC) schene of [19] is described in
Section 5.5.2 of this docunent. The NORM CMD(CC) nessage is usually
transmtted as part of NORM CC congestion control operation. A NORM
header extension is defined below to be used with the NORM CVD(CC)
nessage to support NORM CC operation. Different header extensions
may be defined for the NORM CMD(CC) (and/or other NORM nessages as
needed) to support alternative congestion control schenmes in the
future. If NORMis operated in a private network wi th congestion
control operation disabled, the NORM CVMD(CC) message is then used for
GRTT measurenent only and may optionally be sent |ess frequently than
wi th congestion control operation
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NORM_CMD( CC) Message For mat

The NORM common nessage header and standard NORM CMVD fi el ds serve
their usual purposes.

The "reserved" field is for potential future use and should be set to
ZERO in this version of the NORM protocol

The "cc_sequence" field is a sequence nunber applied by the sender
For NORM CC operation, it is used to provide functionality equival ent
to the "feedback round nunmber" (fb_nr)described in [19]. The nost
recently received "cc_sequence" value is recorded by receivers and
can be fed back to the sender in congestion control feedback
generated by the receivers for that sender. The "cc_sequence" nunber
can al so be used in NORM i npl enentations to assess how recently a
recei ver has recei ved NORM CMX( CC) probes fromthe sender. This can
be useful instrunmentation for conplex or experinental multicast
routing environnents.

The "send_time" field is a tinmestanp indicating the tinme that the
NORM CMD( CC) nessage was transmitted. This consists of a 64-bit
field containing 32-bits with the time in seconds ("send_tinme_sec")
and 32-bits with the tine in mcroseconds ("send_tine_usec") since
some reference tinme the source maintains (usually 00:00:00, 1 January
1970). The byte ordering of the fields is "Big Endian" network
order. Receivers use this tinmestanp adjusted by the anpbunt of del ay
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fromthe tine they received the NORM CMD)(CC) nessage to the tinme of
their response as the "grtt_response" portion of NORM ACK and

NORM NACK nessages generated. This allows the sender to eval uate
round-trip tines to different receivers for congestion control and
other (e.g., GRTT determ nation) purposes.

To facilitate the baseline NORM CC scheme described in Section 5.5. 2,
a NORM CC Rat e header extension (EXT_RATE) is defined to informthe
group of the sender’s current transmi ssion rate. This is used al ong
with the | oss detection "sequence" field of all NORM sender nessages
and the NORM CMD(CC) GRTT collection process to support NORM CC
congestion control operation. The format of this header extension is
as follows:

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i
| het = 128 | reserved | send_rate
s S S o T i i S S i (i

NORM CC Rat e Header Extension Format (EXT_RATE)

The "send rate"” field indicates the sender’s current transm ssion
rate in bytes per second. The 16-bit "send rate" field consists of
12 bits of mantissa in the nost significant portion and 4 bits of
base 10 exponent (order of magnitude) information in the | east
significant portion. The 12-bit nantissa portion of the field is
scal ed such that a floating point value of 0.0 corresponds to 0 and a
floating point value of 10.0 corresponds to 4096. Thus:

send rate = (((int)(Value_mantissa * 4096.0 / 10.0 + 0.5)) << 4) |
Val ue_exponent ;

For exanple, to represent a transm ssion rate of 256kbps (3.2e+04
bytes per second), the lower 4 bits of the 16-bit field contain a

val ue of 0x04 to represent the exponent while the upper 12 bhits
contain a value of Ox51f as determi ned fromthe equation given above:

send_rate (((int)((3.2 * 4096.0 / 10.0) + 0.5)) << 4) | 4

(0x51f << 4) | Ox4

0x51f 4

To decode the "send_rate" field, the follow ng equation can be used:

value = (send_rate >> 4) * 10.0 / 4096.0 *
power (10.0, (send_rate & x000f))
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Note the maxi numtransmi ssion rate that can be represented by this
schene is approxi mately 9.99e+15 bytes per second.

VWhen this extension is present, a "cc_node_list" may be attached as
the payl oad of the NORM CMD(CC) nessage. The presence of this header
extension also inplies that NORM receivers shoul d respond according
to the procedures described in Section 5.5.2. The "cc_node_|ist"
consists of a list of NormNodelds and their associ ated congestion
control status. This includes the current limiting receiver (CLR)
node, any potential limting receiver (PLR) nodes that have been
identified, and sone nunber of receivers for which congestion contro
status is being provided, nost notably including the receivers’
current RTT neasurenent. The maxi mum|length of the "cc_node list"
provides for at |east the CLR and one other receiver, but may be
configurable for nore tinmely feedback to the group. The list length
can be inferred fromthe | ength of the NORM CMD(CC) message.

Each itemin the "cc_node list" is in the follow ng format:

0 1 2 3
123456789012 89012345678901
T S i S e T S T T S S S S

|

+O

i i e S i i R e i T i e S S e i ol (e R
cc_flags | cc rtt cc_rate |
B N e i i T R et o s S

+T 4+ +

Congestion Control Node List |Item Format

The "cc_node_id" is the NornmNodeld of the receiver which the item
represents.

The "cc_flags" field contains flags indicating the congestion contro
status of the indicated receiver. The follow ng flags are defined:
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| NORM FLAG CC CLR | Ox01 | Receiver is the current limting |
| | | receiver (CLR). |

| NORM FLAG CC PLR | 0Ox02 | Receiver is a potential limting
| | | receiver (PLR). |

o e oo O o m e e e e e e eeee—aao-- +
| NORM FLAG CC RTT | O0x04 | Receiver has neasured RTT with respect

| | | to sender. |
o e e e e e oo oo - R, T +
| NORM FLAG CC START| 0x08 | Sender/receiver is in "slow start" phase

| | | of congestion control operation (i.e., |
| | | The receiver has not yet detected any

| | | packet loss and the "cc_rate" field is

| | | the receiver’s actual neasured receive

| | | rate). |
oo O gy +
| NORM FLAG CC LEAVE| 0x10 | Receiver is immnently |eaving the |
| | | session and its feedback shoul d not be

| | | considered in congestion control |
| | | operation. |
o e e e e e oo oo - R, T +

The "cc_rtt" contains a quantized representation of the RTT as
nmeasured by the sender with respect to the indicated receiver. This
field is valid only if the NORM FLAG CC RTT flag is set in the
"cc_flags" field. This one byte field is a quantized representation
of the RTT using the algorithmdescribed in the NORM Bui | di ng Bl ock
docunent [4]. The "cc_rate" field contains a representation of the
receiver’'s current calcul ated (during steady-state congestion contro
operation) or twice its nmeasured (during the "slow start" phase)
congestion control rate. This field is encoded and decoded using the
same techni que as described for the NORM CMD(CC) "send_rate" field.

4.2.3.5. NORM CMD(REPAI R ADV) Message

The NORM CVD( REPAI R_ADV) nessage is used by the sender to "advertise"
its aggregated repair state from NORM NACK nessages accurmul at ed
during a repair cycle and/or congestion control feedback received.
This nmessage is sent only when the sender has recei ved NORM NACK
and/ or NORM ACK(CC) (when congestion control is enabled) nessages via
uni cast transm ssion instead of nulticast. By "echoing" this
information to the receiver set, suppression of feedback can be

achi eved even when receivers are unicasting that feedback instead of
multicasting it anong the group [13].
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0 1 2 3
567890 56789
ks +- - - - -
|

+O

enc

1
- +-
seq

+

234 1
+- +- - +- -+
| uence |
+- T o T e e ik T R R R e o i sl i
| source_id |
e S i i e e T i i S R e e e
| i nstance_id | grtt | backof f| gsize
L R i o o e i i S S SR S
| flavor =5 | flags | reserved
+- +
| |
| |
+- +
| |
| |
+- +

I o o e T ot i R S R s s S S S S S S S S S S
header extensions (if applicable)

R s i T R NI S R R e + + ok S R R R e R S
repai r _adv_payl oad

I o o e T ot i R S R s s S S S S S S S S S S
NORM_CMD( REPAI R_ADV) Message For mat

The "instance_id", "grtt", "backoff", "gsize", and "flavor" fields
serve the sanme purpose as in other NORM CMD nmessages. The val ue of
the "hdr_len" field when no extensions are present is 4.

The "flags" field provide informati on on the NORM CVD( REPAI R_ADV)
content. There is currently one NORM CVD( REPAI R_ADV) fl ag defi ned

NORM_REPAI R_ADV_FLAG LIM T = 0x01

This flag is set by the sender when it is unable to fit its ful
current repair state into a single NornSegnentSize. |If this flag is
set, receivers should Iimt their NACK response to generating NACK
content only up through the nmaxi mum ordi nal transm ssion position
(objectld::fecPayl oadld) included in the "repair_adv_content"

When congestion control operation is enabled, a header extension may
be applied to the NORM CMD( REPAI R_ADV) representing the nost limting
(in terns of congestion control feedback suppression) congestion
control response. This allows the NORM CVD( REPAI R_ADV) nessage to
suppress receiver congestion control responses as well as NACK

f eedback messages. The field is defined as a header extension so
that alternative congestion control schenes may be used with NORM

wi thout revision to this docunent. A NORM CC Feedback Header
Extensi on (EXT_CC) is defined to encapsul ate congestion contro
feedback within NORM NACK, NORM ACK, and NORM CMD( REPAI R_ADV)
nmessages. |f another congestion control technique (e.g., Pragmatic
General Milticast Congestion Control (PGVCC) [20]) is used within a
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NORM i npl enent ati on, an additi onal header extension MAY need to be
defined to encapsul ate any required feedback content. The NORM CC
Feedback Header Extension format is:

B s i S i I i S S S i i
| het = 3 | hel = 3 | cc_sequence

e i s S e e e et S i R S S
| cc_flags | cc rtt | cc_loss

e e e e i ol o i S R SR e
| cc_rate | cc_reserved

B s i S i I i S S S i i
NORM CC Feedback Header Extension (EXT_CC) For mat

The "cc_sequence" field contains the current greatest "cc_sequence"”
val ue recei vers have received in NORM CM)(CC) nessages fromthe
sender. This information assists the sender in congestion contro
operation by providing an indicator of how current ("fresh") the
receiver’'s round-trip nmeasurenment reference tine is and whether the
recei ver has been successfully receiving recent congestion contro
probes. For example, if it is apparent the receiver has not been
recei ving recent congestion control probes (and thus possibly other
messages fromthe sender), the sender may choose to take congestion
avoi dance neasures. For NORM CMD( REPAI R_ADV) nessages, the sender
SHALL set the "cc_sequence" field value to the value set in the |ast
NORM CMD( CC) nessage sent.

The "cc_flags" field contains bits representing the receiver’s state
with respect to congestion control operation. The possible val ues
for the "cc_flags" field are those specified for the NORM CMD( CC)
nessage node list itemflags. These fields are used by receivers in
controlling (suppressing as necessary) their congestion contro

f eedback. For NORM CMD( REPAI R_ADV) mnessages, the NORM FLAG CC RTT
shoul d be set only when all feedback nmessages received by the sender
have the flag set. Simlarly, the NORM FLAG CC CLR or

NORM FLAG CC PLR shoul d be set only when no feedback has been
received fromnon-CLR or non-PLR receivers. And the
NORM_FLAG CC LEAVE shoul d be set only when all feedback nessages the
sender has received have this flag set. These heuristics for setting
the flags in NORM CVMD( REPAI R_ADV) ensure the nost effective
suppressi on of receivers providing unicast feedback nmessages.

The "cc_rtt" field SHALL be set to a default naxi mum val ue and the
NORM FLAG CC RTT flag SHALL be cl eared when no receiver has yet
recei ved RTT neasurenent information. Wen a receiver has received
RTT nmeasurenent information, it shall set the "cc_rtt" val ue
accordingly and set the NORM FLAG CC RTT flag in the "cc_fl ags"
field.
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For NORM CMD( REPAI R_ADV) nessages, the sender SHALL set the "cc_rtt"
field value to the largest non-CLR/ non-PLR RTT it has nmeasured from
receivers for the current feedback round.

The "cc_loss" field represents the receiver’'s current packet |oss
fraction estimate for the indicated source. The loss fractionis a
value from0.0 to 1.0 corresponding to a range of zero to 100 percent
packet loss. The 16-bit "cc_|loss" value is calculated by the
follow ng fornul a:

"cc_loss" = decimal | oss _fraction * 65535.0

For NORM CMVD( REPAI R_ADV) nessages, the sender SHALL set the "cc_| oss"
field value to the [ argest non-CLR/ non-PLR | 0ss estimate it has
received fromreceivers for the current feedback round.

The "cc_rate" field represents the receivers current |ocal congestion
control rate. During "slow start", when the receiver has detected no
loss, this value is set to twice the actual rate it has neasured from
the correspondi ng sender and the NORM FLAG CC START is set in the
"cc_flags’ field. QOherwi se, the receiver calculates a congestion
control rate based on its | oss nmeasurenment and RTT neasurenent
information (even if default) for the "cc_rate" field. For

NORM _CMD( REPAI R_ADV) nessages, the sender SHALL set the "cc_| oss"
field value to the | owest non-CLR/ non-PLR "cc_rate" report it has
received fromreceivers for the current feedback round.

The "cc_reserved" field is reserved for future NORM protocol use.
Currently, senders SHALL set this field to ZERO, and receivers SHALL
ignore the content of this field.

The "repair_adv_payload" is in exactly the sane formas the
"nack_content"” of NORM NACK nessages and can be processed by
recei vers for suppression purposes in the sane nmanner, with the
exception of the condition when the NORM REPAIR ADV_FLAG LIMT is
set.

4.2.3.6. NORM CMD( ACK_REQ Message

The NORM CMD( ACK_REQ) nessage is used by the sender to request
acknow edgnent from a specified list of receivers. This nmessage is
used in providing a |lightweight positive acknow edgnent mechani sm
that is OPTIONAL for use by the reliable nulticast application. A
range of acknow edgnment request types is provided for use at the
application’s discretion. Provision for application-defined,

posi tivel y-acknow edged conmands all ows the application to
automatical ly take advantage of transm ssion and round-trip timng

i nformation available to the NORM protocol. The details of the NORM
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positive acknow edgnent process including transn ssion of the

NORM CMD( ACK_REQ) nessages and the receiver response (NORM ACK) are
described in Section 5.5.3. The format of the NORM CMD( ACK_REQ
nmessage is:

0 1 2 3
6 7890 56789
o o

+O

S
S S

enc

7
+
| q
+

12314
+- - - -
equence
s SE s B
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+
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+

| instance_id grtt | backof f| gsize
e o T e i i ol e S S e e I T S ok I S NI R
|

+
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+

flavor = 6 | reserved | ack_type | ack _id
R e ik ik i i i i oI I I T e e e e e S e e

1
+

|

+

|
R it S S S S R R R i T o ik e T N S e il o
|

+

|

+
acki ng_node_li st |
|

+

+++++++++++++++++++++++++++++++
NORM_CMD( ACK_REQ) Message For mat

The NORM common nmessage header and standard NORM CMD fi el ds serve
their usual purposes. The value of the "hdr _len" field for
NORM CMD( ACK_REQ) nessages with no header extension present is 4.

The "ack _type" field indicates the type of acknow edgnent being
requested and thus inplies rules for how the receiver will treat this
request. The follow ng "ack_type" values are defined and are al so
used in NORM ACK nessages described | ater:

| NORM_ACK_CC | 1| Used to identify NORM ACK |
| | | messages sent in response to |
| | | NORM CMD(CC) nessages. |

| NORM_ACK_FLUSH | 2 | Used to identify NORM ACK |
| | | messages sent in response to |
| | | NORM CMD( FLUSH) nessages. |

| NORM_ACK RESERVED | 3-15 | Reserved for possible future |
| | | NORM protocol use. |

| NORM_ACK_APPLI CATION | 16-255 | Used at application’s |
| | | discretion. |
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The NORM ACK CC value is provided for use only in NORM ACKs gener at ed
in response to the NORM CMD)( CC) nessages used in congestion contro
operation. Simlarly, the NORM ACK FLUSH i s provided for use only in
NORM _ACKs generated in response to applicabl e NORM CVD( FLUSH)
messages. NORM CVD( ACK_REQ mnessages with "ack_type" of NORM ACK CC
or NORM ACK FLUSH SHALL NOT be generated by the sender

The NORM ACK RESERVED range of "ack type" values is provided for
possi bl e future NORM protocol use.

The NORM ACK_APPLI CATI ON range of "ack_type" values is provided so
that NORM applications may inpl ement application-defined,

posi tivel y-acknow edged conmands that are able to | everage interna
transm ssion and round-trip timng informati on available to the NORM
protocol inplenmentation

The "ack_id" provides a sequenced identifier for the given

NORM CMD( ACK_REQ) nessage. This "ack_id" is returned i n NORM ACK
nessages generated by the receivers so that the sender nmay associate
the response with its correspondi ng request.

The "reserved" field is reserved for possible future protocol use and
SHALL be set to ZERO by senders and ignored by receivers.

The "acking_node list" field contains the NornNodelds of the current
NORM receivers that are desired to provide positive acknow edge
(NORM ACK) to this request. The packet payload length inplies the

l ength of the "acking_node_list" and its length is limted to the
sender Nor nSegnent Si ze. The individual NornmNodeld itenms are |isted
in network (Big Endian) byte order. |If a receiver’s NormNodeld is
included in the "acking_node list", it SHALL schedul e transm ssion of
a NORM ACK nessage as described in Section 5.5.3.

4.2.3.7. NORM CVD( APPLI CATI ON) Message

This command all ows the NORM application to robustly transm't

appl i cati on-defined commands. The command nessage preenpts any
ongoi ng data transmi ssion and is repeated up to NORM ROBUST_ FACTOR
times at a rate of once per 2*GRTT. This rate of repetition allows
the application to observe any response (if that is the application’s
purpose for the conmmand) before it is repeated. Possible responses
may include initiation of data transm ssion, other
NORM_CMD( APPLI CATI ON) nessages, or even application-defined,

posi tivel y-acknowl edge comands from ot her NornBSessi on participants.
The transni ssion of these commands will preenpt data transm ssion
when they are schedul ed and may be multipl exed with ongoi ng data
transm ssion. This type of robustly transmtted command al |l ows NORM
applications to define a conplete set of session control nmechani sns
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with less state than the transfer of FEC encoded reliable content
requires while taking advantage of NORM transmi ssion and round-trip
timng information.
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NORM_CMD( APPLI CATI ON) Message For mat

The NORM common nmessage header and NORM CMD fields are interpreted as
previously described. The value of the NORM CVD( APPLI CATI ON)
"hdr | en" field when no header extensions are present is 4.

The "Application-Defined Content" area contains information in a
format at the discretion of the application. The size of this

payl oad SHALL be limted to a maxi num of the sender’s NornSegment Si ze
setting.

4.3. Receiver Messages

The NORM nessage types generated by participating receivers consi st
of NORM NACK and NORM ACK message types. NORM NACK messages are sent
to request repair of mssing data content from sender transm ssion
and NORM ACK nessages are generated in response to certain sender
conmands i ncl udi ng NORM CVD( CC) and NORM CMD( ACK_REQ) .

4.3.1. NORM NACK Message

The principal purpose of NORM NACK nessages is for receivers to
request repair of sender content via selective, negative

acknow edgnent upon detection of inconplete data. NORM NACK nessages
will be transmtted according to the rules of NORM NACK generation
and suppression described in Section 5.3. NORM NACK nessages al so
contain additional fields to provide feedback to the sender(s) for
purposes of round-trip timng collection and congestion control.
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The payl oad of NORM NACK nessages contains one or nore repair
requests for different objects or portions of those objects. The
NORM _NACK nessage format is as foll ows:
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NORM _NACK Message For mat

The NORM common nessage header fields serve their usual purposes.
The value of the "hdr _len" field for NORM NACK nessages wi t hout
header extensions present is 6.

The "server_id" field identifies the NORM sender to which the
NORM _NACK nessage i s destined.

The "instance_id" field contains the current session identifier given
by the sender identified by the "server_id" field in its sender
nessages. The sender SHOULD i gnore feedback nmessages which contain
an invalid "instance_id" val ue.

The "grtt_response” fields contain an adjusted version of the
timestanp fromthe nost recently received NORM CMD( CC) nessage for
the indicated NORM sender. The format of the "grtt _response" is the
sane as the "send_tinme" field of the NORM.CMX(CC). The
"grtt_response" value is _relative_to the "send_tine" the source
provided with a correspondi ng NORM CMD( CC) command. The receiver
adjusts the source’s NORM CMD)(CC) "send_tinme" tinmestanp by adding the
time differential from when the receiver received the NORM CVD( CC)
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to when the NORM NACK is transnmitted to calculate the value in the
"grtt _response" field. This is the
"receive_to_response_differential" value used in the foll ow ng

f or mul a:

"grtt_response” = NORM CMD(CC) "send tinme" +
receive to _response _differentia

The receiver SHALL set the "grtt_response"” to a ZERO val ue, to
indicate that it has not yet received a NORM CM)( CC) message fromthe
i ndi cated sender and that the sender should ignore the
"grtt_response" in this nessage.

For NORM CC operation, the NORM CC Feedback Header Extension, as
descri bed in the NORM CMD( REPAI R_ADV} nessage description, is added
to NORM NACK nessages to provide feedback on the receivers current
state with respect to congestion control operation. Note that
alternative header extensions for congestion control feedback may be
defined for alternative congestion control schenes for NORM use in
the future.

The "reserved" field is for potential future NORM use and SHALL be
set to ZERO for this version of the protocol

The "nack_content" of the NORM NACK nessage specifies the repair
needs of the receiver with respect to the NORM sender indicated by
the "server_id" field. The receiver constructs repair requests based
on the NORM DATA and/or NORM | NFO segnents it requires fromthe
sender in order to conplete reliable reception up to the sender’s
transm ssion position at the nonent the receiver initiates the NACK
Procedure as described in Section 5.3. A single NORM Repair Request
consists of a list of itens, ranges, and/or FEC coding bl ock erasure
counts for needed NORM DATA and/or NORM I NFO content. Miltiple
repair requests may be concatenated within the "nack_payl oad" field
of a NORM NACK nessage. Note that a single NORM Repair Request can
possibly include multiple "itens", "ranges", or "erasure_counts". In
turn, the "nack _payload" field may contain nmultiple repair requests.
A singl e NORM Repair Request has the follow ng format:

0 1 2 3
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NORM Repai r Request For nat

The "form' field indicates the type of repair request itenms given in
the "repair_request _itenms" list. Possible values for the "fornt
field include:

Form Val ue

NORM NACK_| TEMS 1

NORM_NACK_RANGES 2

NORM_NACK _ERASURES 3
A "fornm val ue of NORM NACK | TEMS i ndicates each repair request item
inthe "repair_request _itens" list is to be treated as an i ndividua
request. A value of NORM NACK RANGES indicates that the
"repair_request _itenms" list consists of pairs of repair request itens

that correspond to inclusive ranges of repair needs. And the
NORM_NACK _ERASURES "forni indicates that the repair request itens are
to be treated individually and that the "encodi ng synmbol id" portion
of the "fec_payload id" field of the repair request item (see bel ow)
is to be interpreted as an "erasure count" for the FEC codi ng bl ock
identified by the repair request itenis "source_bl ock_nunber".

The "flags" field is currently used to indicate the |level of data
content for which the repair request itenms apply (i.e., an individua
segnent, entire FEC coding bl ock, or entire transport object).
Possi bl e fl ag val ues i ncl ude:

Fom e oo - S o e e e e e e e e e e e e mmm e mamao o +
| Fl ag | Value | Pur pose |
o e e e e e oo oo - R, T +
| NORM NACK SEGVENT | 0Ox01 | Indicates the |isted segnent(s) or range
| | | of segnents are required as repair.
o e e oo R oo o e e e e e e e e e e e e e e e me—m oo +
| NORM_NACK BLOCK | 0x02 | Indicates the listed bl ock(s) or range

| | | of blocks in entirety are required as

| | | repair. |
o e e oo Fomm o - o m m e e e e e e e e e e e e e e e eeeemooan +
| NORM_NACK | NFO | Ox04 | Indicates that NORMINFO is required as

| | | repair for the listed object(s).

Fom e oo - S o e e e e e e e e e e e e mmm e mamao o +
| NORM_NACK OBJECT | Ox08 | Indicates the listed object(s) or range

| | | of objects in entirety are required as

| | | repair. |
o e e e oo Fommm o - o m e e e e e e e e e e e e e e e e emee—— o an +

VWhen the NORM NACK SEGVENT flag is set, the "object _transport_id" and
"fec_payload_id" fields are used to determ ne which sets or ranges of
i ndi vi dual NORM DATA segnments are needed to repair content at the
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receiver. Wen the NORM NACK BLOCK flag is set, this indicates the
receiver is conpletely missing the indicated coding bl ock(s) and
requires transmnissions sufficient to repair the indicated block(s) in
their entirety. Wen the NORM NACK INFO flag is set, this indicates
the receiver is mssing the NORM I NFO segnment for the indicated
"object _transport_id". Note the NORM NACK I NFO may be set in

conbi nati on with the NORM NACK BLOCK or NORM NACK SEGMVENT fl ags, or
may be set alone. Wen the NORM NACK OBJECT flag is set, this

i ndicates the receiver is nissing the entire Nornlransport Qhj ect
referenced by the "object _transport_id". This also implicitly
requests any avail able NORM INFO for the Nornthject, if applicable.
The "fec_payload id" field is ignored when the flag NORM NACK OBJECT
is set.

The "length" field value is the length in bytes of the
"repair_request _itenms" field.

The "repair_request _itens" field consists of a list of individual or
range pairs of transport data unit identifiers in the follow ng

format.
0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| fec_ id | reserved | obj ect transport _id
s S S i I S R R e h T Tk e S S S o T S
| fec_payload_id
| - |
B s i S i I i S S S i i

NORM Repai r Request |tem For nat

The "fec_id" indicates the FEC type and can be used to determine the
format of the "fec_payload_id" field. The "reserved" field is kept
for possible future use and SHALL be set to a ZERO val ue and i gnored
by NORM nodes processing NACK content.

The "object transport _id" corresponds to the Norntbject for which
repair is being requested and the "fec_payload_id" identifies the
speci fic FEC codi ng bl ock and/ or segment being requested. Wen the
NORM_NACK OBJECT flag is set, the value of the "fec_payload_id" field
is ignored. Wen the NORM NACK BLOCK flag is set, only the FEC code
bl ock identifier portion of the "fec_payload id" is to be

i nterpreted.

The format of the "fec_payload_id" field depends upon the "fec_id"
field val ue.
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When the receiver’'s repair needs dictate that different fornms (m xed
ranges and/or individual itens) or types (m xed specific segnents
and/ or bl ocks or objects in entirety) are required to conplete
reliable transm ssion, nultiple NORM Repair Requests with different
"forn and or "flags" values can be concatenated within a single
NORM NACK nessage. Additionally, NORMreceivers SHALL construct
NORM NACK nessages with their repair requests in ordinal order with
respect to "object transport_id" and "fec_payl oad_id" values. The
"nack_payl oad" size SHALL NOT exceed the NornBegment Size for the
sender to which the NORM NACK i s destined.

NORM _NACK Cont ent Exanpl es:

In these exanples, a small block, systematic FEC code ("fec_id" =
129) is assunmed with a user data block Iength of 32 segnments. In
Example 1, a list of individual NORM NACK | TEMS repair requests is
given. In Exanple 2, a list of NORM NACK RANGES requests _and_ a
si ngl e NORM NACK | TEMS request are concatenated to illustrate the
possi bl e content of a NORM NACK nessage. Note that FEC codi ng bl ock
erasure counts could al so be provided in each case. However, the
erasure counts are not really necessary since the sender can easily
determ ne the erasure count while processing the NACK content.
However, the erasure count option may be useful for operation with
ot her FEC codes or for internediate system purposes.
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Exampl e 1: NORM NACK "nack _payl oad" for: Object 12, Coding Bl ock 3,
Segnents 2,5, 8

0 1 2 3
01234567890123456789012345678901
i T S e i e i e S SN R S

form=1 flags = 0x01 | length = 36

+-
L R T i NI L B T T o R S i i T T R S S e S e S s e TR S
| fec_id = 129 | reserved | object _transport_id = 12

B T i T i S T T S i i S S S
| source_bl ock_number = 3

R it e i T e S R el ot (I I S R S R R S R
| source_block length = 32 | encodi ng_synbol _id = 2

e i I R R i T R it i S S e e e i I T R T e e i
| fec_id = 129 | reserved | object _transport_id = 12
R R i ik It I R R T T I i R R R S e ol o o i i i i R
| source_bl ock_number = 3

R it e i T e S R el ot (I I S R S R R S R
| source_block length = 32 | encodi ng_synbol _id =5

e i I R R i T R it i S S e e e i I T R T e e i
| fec_id = 129 | reserved | object _transport _id = 12
R R i ik It I R R T T I i R R R S e ol o o i i i i R
| source_bl ock_number = 3

R it e i T e S R el ot (I I S R S R R S R
| source_block length = 32 | encodi ng_synbol _id = 8

e i I R R i T R it i S S e e e i I T R T e e i
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Exanmpl e 2: NORM NACK "nack_payl oad" for: Object 18 Codi ng Bl ock 6,
Segnments 5, 6, 7, 8, 9, 10; and Object 19 NORM | NFO and Codi ng Bl ock
1, segnent 3

0 1 2 3
01234567890123456789012345678901

i S T i s o i i R SR S S S S
| form= 2 | flags = 0x01 | length = 24

e  E E ke s e T o e i i i i S N R
| fec_id = 129 | reserved | object _transport_id = 18
B s i S i I i S S S i i
| sour ce_bl ock_nunber = 6

e s S i e e e R e st s S R SR S
| source_block length = 32 | encodi ng_synbol _id =5

e T S  C b o T R N S
| fec_id = 129 | reserved | object _transport_id = 18
B s i S i I i S S S i i
| sour ce_bl ock_nunber = 6

e s S i e e e R e st s S R SR S
| source_block length = 32 | encodi ng_synbol _id = 10

e T S  C b o T R N S
| form=1 | flags = Ox05 | length = 12

B s i S i I i S S S i i
| fec_id = 129 | reserved | obj ect _transport_id = 19
e s s i i e e N i sl Sh SR N SR S
| source_bl ock_nunber =1

ok R e T e ks S NI R R
| source_bl ock_length = 32 | encodi ng_synbol _id = 3
B s i S i I i S S S i i

4.3.2. NORM ACK Message

The NORM ACK nessage is intended to be used primarily as part of NORM
congestion control operation and round-trip timng neasurement. As
mentioned in the NORM CVD( ACK_REQ nmnessage description, the

acknow edgnent type NORM ACK CC is provided for this purpose. The
generation of NORM ACK(CC) nessages for round-trip timng estination
and congestion-control operation is described in Sections 5.5.1 and
5.5.2, respectively. However, sone nulticast applications nay
benefit fromsone |limted formof positive acknow edgnment for certain
functions. A sinple, scal able positive acknow edgnent schemne is
defined in Section 5.5.3 that can be | everaged by protoco

i mpl enent ati ons when appropriate. The NORM CMD(FLUSH) may be used
for OPTIONAL collection of positive acknow edgnment of reliable
reception to a certain "watermark" transnission point from specific
recei vers using this nechanism The NORM ACK type NORM ACK FLUSH i s
provided for this purpose and the format of the "nack_payl oad” for
this acknow edgrment type is given below. Beyond that, a range of
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application-defined "ack _type" values is provided for use at the NORM
application’s discretion. |nplenmentations naking use of

appl i cation-defined positive acknow edgnents may al so nake use the
"nack_payl oad" as needed, observing the constraint that the
"nack_payl oad" field size be limted to a maxi num of the

Nor nSegnent Si ze for the sender to which the NORM ACK i s desti ned.

0 1 2 3

9 34567890 5678901

- +- S S S
| |

+oo
+ P

5 h

-

\Y

ﬁ
+m+|—\

+O+I\)

n e n

y sequenc

+('D+O

3
- 4-
I
+

+'-*+4>
+T + 0
+1l 4+ 0

7
- 4-
|
+

+o.+o

2 1234
- - B
e equence
- +- e

+
+
+1

i I it
source_id |
R L o S ik i S I R S e ik o T T R T S R

server _id |
B i T T i e el i i T ST T S S S S S e e e i i o

i nstance_id | ack _type | ack_id

+

|

+- e eh T
|

+

|

+

|

T S S e i e s e it e g
|

+

|

+

|

|

+

|

|

+

grtt_response_sec |

i it i S e e e S N et RIS R S R R S il S R e e it 2

grtt_response_usec |

R i T T e e S s ol i o S o S e S  de it S SRR TR R S
header extensions (if applicable)

++++++++++++++++++++++++++++++++
ack payload (|f appl i cabl e) |
+

i S I T e S T s i S N S S S Y S S S S

NORM_ACK Message For mat
The NORM commmon nessage header fields serve their usual purposes.

The "server_id", "instance_id", and "grtt_response" fields serve the
same purpose as the corresponding fields in NORM NACK nmessages. And
header extensions nay be applied to support congestion contro

f eedback or other functions in the sane nmanner.

The "ack_type" field indicates the nature of the NORM ACK nessage.
This directly corresponds to the "ack_type" field of the
NORM_CMD( ACK_REQ) nessage to which this acknow edgnent applies.

The "ack _id" field serves as a sequence nunber so that the sender can
verify that a NORM ACK nessage received actually applies to a current
acknow edgnent request. The "ack_id" field is not used in the case
of the NORM ACK _CC and NORM ACK _FLUSH acknow edgment types.
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The "ack _payl oad" format is a function of the "ack_ type". The
NORM ACK CC nessage has no attached content. Only the NORM ACK
header applies. |In the case of NORM ACK FLUSH, a specific
"ack_payl oad" format is defined:

5678
+- - - -
|

+

|

+- 4= +- I i I S R R
| fec payload id
|

R ok I R R R R T T o + + R ok I R R R R T T o
NORM_ACK_FLUSH "ack_payl oad" For mat

The "object_transport_id" and "fec_payl oad_i d" are used by the
recei ver to acknow edge applicabl e NORM CMD( FLUSH) nessages
transmtted by the sender identified by the "server _id" field.

The "ack_payl oad" of NORM ACK nessages for application-defined
"ack_type" values is specific to the application but is limted in
size to a maxi num the NornBSegnent Si ze of the sender referenced by the
"server _id".

4.4. Ceneral Purpose Messages

Sone additional nmessage formats are defined for general purpose in
NORM nul ti cast sessions whether the participant is acting as a sender
and/ or receiver within the group

4.4.1. NORM REPCRT Message

This is an optional nmessage generated by NORM participants. This
message coul d be used for periodic perfornmance reports fromreceivers
in experinmental NORM i npl enentations. The format of this nmessage is
currently undefined. Experinental NORM inpl enentati ons may define
NORM REPORT formats as needed for test purposes. These report
nmessages SHOULD be di sabled for interoperability testing between

di fferent NORM i npl enent ati ons.

5. Detailed Protocol Operation
This section describes the detailed interactions of senders and

receivers participating in a NORM session. A sinple synopsis of
protocol operation is given here:
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1) The sender periodically transmts NORM CMD(CC) nessages as heeded
toinitialize and collect roundtrip timng and congestion contro
f eedback fromthe receiver set.

2) The sender transmits an ordinal set of NormObjects segmented in
the form of NORM DATA nessages | abel ed with Nornmfransportlds and
logically identified with FEC encodi ng bl ock nunbers and synbol
identifiers. NORM.INFO nessages nmay optionally precede the
transm ssion of data content for NORM transport objects.

3) As receivers detect mssing content fromthe sender, they initiate
repair requests with NORM NACK nessages. Note the receivers track
the sender’s nobst recent objectld::fecPayloadld transmt position
and NACK _only_ for content ordinally prior to that transmit
position. The receivers schedul e random backoff timeouts before
gener ati ng NORM NACK messages and wait an appropriate amunt of
time before repeating the NORM NACK if their repair request is not
sati sfied.

4) The sender aggregates repair requests fromthe receivers and
logically "rewinds" its transmt position to send appropriate
repair nmessages. The sender sends repairs for the earliest
ordinal transmt position first and maintains this ordinal repair
transm ssi on sequence. Previously untransmtted FEC parity
content for the applicable FEC coding block is used for repair
transm ssions to the greatest extent possible. |If the sender
exhausts its available FEC parity content on nmultiple repair
cycles for the sane coding block, it resorts to an explicit repair
strategy (possibly using parity content) to conplete repairs.
(The use of explicit repair is expected to be an exception in
general protocol operation, but the possibility does exist for
extreme conditions). The sender inmmrediately assunes transm ssion
of new content once it has sent pending repairs.

5) The sender transmits NORM CMD( FLUSH) nessages when it reaches the
end of enqueued transmit content and pending repairs. Receivers
respond to the NORM CMD( FLUSH) nessages wi th NORM NACK
transm ssions (follow ng the same suppression backoff tineout
strategy as for data) if they require further repair

6) The sender transm ssions are subject to rate control limts
det erm ned by congestion control nechanisns. 1In the baseline
NORM CC operation, each sender in a NornSession nmaintains its own
i ndependent congestion control state. Receivers provide
congestion control feedback i n NORM NACK and NORM ACK nessages.
NORM_ACK f eedback for congestion control purposes is governed
usi ng a suppression mechanismsimlar to that for NORM NACK
nmessages.

Adanson, et al. Experi ment al [ Page 53]



RFC 3940 NORM Pr ot ocol Novenmber 2004

While this overall concept is relatively sinple, there are details to
each of these aspects that need to be addressed for successful,
efficient, robust, and scal abl e NORM prot ocol operation

5.1. Sender Initialization and Transm ssi on

Upon startup, the NORM sender inmmredi ately begi ns sendi ng NORM CVD( CC)
nessages to collect round trip timng and other information fromthe
potential group. |If NORM CC congestion control operation is enabled,
the NORM CC Rat e header extension MJUST be included in these nmessages.
Congestion control operation SHALL be observed at all tinmes when
operating in the general Internet. Even if congestion contro
operation is disabled at the sender, it may be desirable to use the
NORM CMD( CC) nessaging to coll ect feedback fromthe group using the
basel i ne NORM CC f eedback nechani sns. This proactive feedback

coll ection can be used to establish a GRTT estimate prior to data
transm ssi on and potential NACK operation

In sonme cases, applications may wi sh for the sender to al so proceed
with data transm ssion inmediately. In other cases, the sender may
wi sh to defer data transmission until it has received sone feedback
or request fromthe receiver set indicating that receivers are indeed
present. Note, in sone applications (e.g., web push), this

i ndi cation may come out-of-band with respect to the nulticast session
via other nmeans. As noted, the periodic transm ssion of NORM CVD( CC)
nessages may precede actual data transmission in order to have an
initial GRTT estimate.

Wth inclusion of the OPTI ONAL NORM FEC Obj ect Transm ssi on
I nformati on Header Extension, the NORM protocol sender nessage

headers can contain all informati on necessary to prepare receivers
for subsequent reliable reception. This includes FEC codi ng
paraneters, the sender NornBSegrmentSize, and other information. |If

this header extension is not used, it is presumed that receivers have
recei ved the FEC Object Transmi ssion Information via other neans.
Additionally, applications may | everage the use of NORM | NFO nessages
associated with the session data objects in the session to provide
application-specific context information for the session and data
being transmitted. These nmechanisns allow for operation with mnim
pre-coordi nati on anong the senders and receivers.

The NORM sender begi ns segmenting application-enqueued data into
NORM DATA segnents and transmitting it to the group. The
segnentation algorithmis described in Section 5.1.1. The rate of
transm ssion is controlled via congestion control nechanisns or is a
fixed rate if desired for closed network operations. The receivers
participating in the nmulticast group provide feedback to the sender
as needed. Wen the sender reaches the end of data it has enqueued
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for transm ssion or any pending repairs, it transmits a series of
NORM CMD( FLUSH) nessages at a rate of one per 2*GRTT. Receivers nay
respond to these NORM CMD( FLUSH) nessages with additional repair
requests. A protocol paraneter "NORM ROBUST_FACTOR' determ nes the
nunber of flush messages sent. |If receivers request repair, the
repair is provided and flushing occurs again at the end of repair
transm ssion. The sender may attach an OPTI ONAL "acki ng node_ list"
to NORM CMD( FLUSH) contai ning the NornNodelds for receivers from
which it expects explicit positive acknow edgnent of reception. The
NORM_CMD( FLUSH) message may be al so used for this optional function
any time prior to the end of data enqueued for transm ssion with the
NORM CMD( FLUSH) messages mul ti pl exed with ongoi ng data transni ssions.
The OPTI ONAL NORM positive acknow edgnent procedure is described in
Section 5.5.3.

5.1.1. nject Segnentation Al gorithm

NORM senders and receivers nust use a common algorithmfor logically
segnenting transport data into FEC encoding bl ocks and synbols so
that appropriate NACKs can be constructed to request repair of

m ssing data. NORM FEC codi ng bl ocks are conprised of nulti-byte
synmbol s which are transmitted in the payl oad of NORM DATA nessages.
Each NORM DATA nessage contai ns one source or encodi ng synbol and the
Nor nSegnent Si ze sender paraneter defines the maxi mum synbol size in
bytes. The FEC encodi ng type and associ ated paraneters govern the
source bl ock size (number of source synbols per coding block). NORM
senders and receivers use these FEC paraneters, along with the

Nor nSegnent Si ze and transport object size to conpute the source bl ock
structure for transport objects. These paranmeters are provided in
the FEC Transm ssion Information for each object. The algorithm
given below is used to conpute a source block structure such that al
source blocks are as close to being equal length as possible. This
hel ps avoi d the performance di sadvantages of "short" FEC bl ocks.

Note this algorithmapplies only to the statically-sized
NORM_OBJECT_DATA and NORM OBJECT_FI LE transport object types where
the object size is fixed and predeterm ned. For NORM OBJECT STREAM
obj ects, the object is segnmented according to the maxi num source

bl ock length given in the FEC Transm ssion Information, unless the
FEC Payl oad I D indicates an alternative size for a given bl ock.

The NORM bl ock segnentation algorithmis defined as follows. For a
transport object of a given length (L_obj) in bytes, a first nunber
of FEC source blocks (N large) is delineated of a |larger block size
(B_large), and a second nunber of source blocks (N.small) is
del i neated of a snaller block size (B_small). G ven the maxi mum FEC
source block size (B_max) and the sender’s NornBegnent Si ze, the bl ock
segnentation for a given NORMtransport object is determ ned as
fol | ows:
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| nput s:
B _max = Maxi mum source bl ock length (i.e., maxi mum nunmber of source
symbol s per source bl ock)
L_sym = Encodi ng synbol length in bytes (i.e., NornSegmentSize)
L_obj = Object length in bytes
CQut put s:
N total = The total nunber of source blocks into which the transport
object is partitioned.
N | arge = Nurmber of |arger source blocks (first set of bl ocks)
B large = Size (in encoding synbols) of the |arger source bl ocks
N smal | = Nunmber of smaller source blocks (second set of bl ocks)
B small = Size (in encoding synbols) of the smaller source bl ocks
L final = Length (in bytes) of the |last source synbol of the |ast
source block (Al other synbols are of length L_sym.
Al gorithm
1) The total nunber of source symbols in the transport object is
conputed as: S total = L_obj/L_sym[rounded up to the nearest
i nteger]

2) The transport object is partitioned into N total source bl ocks,
wher e:
i nteger]

N total = S total/B _nmax [rounded up to the nearest

3) The average length of a source block is computed as: B ave =
Stotal/Ntotal (this may be non-integer)

4) The size of the first set of larger blocks is conputed as:

B | arge

= B _ave [rounded up to the nearest integer] (Note it wll

al ways be the case that B_|arge <= B _max)

5) The size of the second set of smaller blocks is conmputed as:

B small = B_ave [rounded down to the nearest integer] (Note if
B ave is an integer B snall = B large; otherwise B small = B |l arge
- 1)
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6) The fractional part of B ave is conputed as: B fraction = B ave -
B_snal

7) The nunber of |arger source blocks is conputed as: N.large =
B fraction * N total (Note N large is an integer in the range O
through N total - 1)

8) The nunber of smaller source blocks is conmputed as: N snall =
N total - N_large

9) Each of the first N_|large source blocks consists of B_|arge source
synbols. Each of the remaining N snall source bl ocks consists of
B smal |l source synmbols. All synbols are L_symbytes in length
except for the final source synbol of the final source bl ock which
is of length (in bytes):
L final = L obj - (N.large*B large + Nsmall*B small - 1) * L_sym

5.2. Receiver Initialization and Reception

The NORM protocol is designed such that receivers may join and | eave
the group at will. However, sone applications nmay be constrained
such that receivers need to be nmenbers of the group prior to start of
data transm ssion. NORM applications may use different policies to
constrain the inpact of new receivers joining the group in the mddle
of a session. For exanple, a useful inplenmentation policy is for new
receivers joining the group to limt or avoid repair requests for
transport objects already in progress. The NORM sender

i mpl enentati on may wi sh to i npose additional constraints to limt the
ability of receivers to disrupt reliable nulticast perfornmance by
joining, leaving, and rejoining the group often. Different receiver
"join policies" may be appropriate for different applications and/or
scenarios. For general purpose operation, default policy where
receivers are allowed to request repair only for coding blocks with a
Nor milr ansportld and FEC codi ng bl ock nunber greater than or equal to
the first non-repair NORM DATA or NORM I NFO nessage recei ved upon
joining the group is RECOWENDED. For objects of type

NORM OBJECT _STREAM it is RECOMVENDED that the join policy constrain
receivers to start reliable reception at the current FEC coding bl ock
for which non-repair content is received.

5.3. Receiver NACK Procedure
When the receiver detects it is nissing data froma sender’s NORM
transm ssions, it initiates its NACKi ng procedure. The NACKi ng

procedure SHALL be initiated _only_ at FEC codi ng bl ock boundari es,
Nor mCbj ect boundaries, and upon recei pt of a NORM CMD( FLUSH) nessage
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The NACKi ng procedure begins with a random backoff tineout. The
duration of the backoff timeout is chosen using the "RandonBackof f"
al gorithm described in the NORM Bui |l di ng Bl ock docunent [4] using
(Ksender *GRTTsender) for the "nmaxTi ne" paraneter and the sender
advertised group size (GSIZEsender) as the "groupSi ze" paraneter.
NORM senders provide val ues for GRTTsender, Ksender and GSl| ZEsender
via the "grtt", "backoff", and "gsize" fields of transmtted
nessages. The GRTTsender value is determined by the sender based on
feedback it has received fromthe group while the Ksender and

GSl ZEsender val ues may determ ned by application requirenments and
expectations or ancillary information. The backoff factor "Ksender"
MUST be greater than one to provide for effective feedback
suppression. A value of K= 4 is RECOMENDED for the Any Source

Mul ticast (ASM nodel while a value of K= 6 is RECOVWENDED f or
Singl e Source Miulticast (SSM operation

Thus:
T _backoff = RandonBackoff (Ksender* GRTTsender, GSI ZEsender)

To avoid the possibility of NACK i nmplosion in the case of sender or
network failure during SSM operation, the receiver SHALL
automatically suppress its NACK and i medi ately enter the "hol dof f"
peri od descri bed bel ow when T _backoff is greater than (Ksender-

1) *GRTTsender. O herw se, the backoff period is entered and the

recei ver MJST accunul ate external pending repair state from NORM NACK
nmessages and NORM CMD( REPAI R_ADV) nessages received. At the end of
the backoff time, the receiver SHALL generate a NORM NACK nessage
only if the followi ng conditions are net:

1) The sender’'s current transmt position (in terns of
obj ectld:: fecPayl oadl d) exceeds the earliest repair position of
the receiver.

2) The repair state accumul ated from NORM NACK and
NORM _CMD( REPAI R_ADV) nessages do not equal or supersede the
receiver’'s repair needs up to the sender transm ssion position at
the tinme the NACK procedure (backoff tineout) was initiated.

If these conditions are net, the receiver imredi ately generates a
NORM_NACK nessage when the backoff timeout expires. Oherw se, the
receiver’'s NACK is considered to be "suppressed" and the nessage is
not sent. At this tine, the receiver begins a "holdoff" period
during which it constrains itself to not reinitiate the NACKi ng
process. The purpose of this timeout is to allow the sender worst-
case tine to respond to the repair needs before the receiver requests
repair again. The value of this "holdoff" timeout (T_rcvrHoldoff)
as described in [4] is:
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T rcvrHol dof f =(Ksender +2) * GRTTsender

The NORM NACK nessage contains repair request content beginning wth
| owest ordinal repair position of the receiver up through the coding
bl ock prior to the nmost recently heard ordinal transm ssion position
for the sender. |If the size of the NORM NACK content exceeds the
sender’s Nor nSegnment Si ze, the NACK content is truncated so that the
receiver only generates a single NORM NACK nessage per NACK cycle for
a given sender. In summary, a single NACK nessage i s generated
contai ning the receiver’s | owest ordinal repair needs.

For each partially-received FEC coding block requiring repair, the
receiver SHALL, on its _first_ repair attenpt for the block, request
the parity portion of the FEC coding bl ock beginning with the | owest
ordinal _parity_ "encoding_synbol _id" (i.e., "encoding_synbol _id" =
"source_bl ock_len") and request the nunber of FEC synbols
corresponding to its data segnent erasure count for the block. On
_subsequent _ repair cycles for the sane codi ng bl ock, the receiver
SHALL request only those repair synbols fromthe first set it has not
yet received up to the renmining erasure count for that applicable
codi ng bl ock. Note that the sender nmay have provi ded other
different, additional parity segments for other receivers that could
al so be used to satisfy the local receiver’s erasure-filling needs.
In the case where the erasure count for a partially-received FEC
codi ng bl ock exceeds the nmaxi mum nunber of parity synbols avail abl e
fromthe sender for the block (as indicated by the NORM DATA
"fec_numparity" field), the receiver SHALL request all avail able
parity segnents plus the ordinally highest mssing data segnents
required to satisfy its total erasure needs for the bl ock. The goa
of this strategy is for the overall receiver set to request a | owest
conmon denom nator set of repair synbols for a given FEC coding

bl ock. This allows the sender to construct the nost efficient repair
transm ssion segnent set and enables effective NACK suppressi on anong
the receivers even with uncorrel ated packet |loss. This approach al so
requi res no synchroni zati on anong the receiver set in their repair
requests for the sender

For FEC codi ng bl ocks or Norntbjects missed in their entirety, the
NORM recei ver constructs repair requests with NORM NACK BLOCK or
NORM_NACK OBJECT fl ags set as appropriate. The request for
retransm ssion of NORMINFO is acconplished by setting the

NORM NACK INFO flag in a corresponding repair request.

5.4. Sender NACK Processing and Response
The principle goal of the sender is to make forward progress in the

transm ssion of data its application has enqueued. However, the
sender must occasionally "rewind" its logical transnmission point to
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satisfy the repair needs of receivers who have NACKed. Aggregation
of multiple NACKs is used to determine an optinal repair strategy
when a NACK event occurs. Since receivers initiate the NACK process
on codi ng bl ock or object boundaries, there is sonme | oose degree of
synchroni zati on of the repair process even when receivers experience
uncorrel ated data | oss.

5.4.1. Sender Repair State Aggregation

VWen a sender is in its normal state of transmitting new data and
receives a NACK, it begins a procedure to accurul ate NACK repair
state from NORM NACK nessages before begi nning repair transni ssions.
Note that this period of aggregating repair state does _not
interfere with its ongoing transm ssion of new data.

As described in [4], the period of tine during which the sender
aggr egat es NORM NACK messages i s equal to:

T _sndr Aggregate = (Ksender +1) *GRTT

where "Ksender" is the same backoff scaling value used by the
receivers, and "GRTT" is the sender’s current estimate of the group’s
greatest round-trip tinme.

When this period ends, the sender "rew nds" by incorporating the
accunul ated repair state into its pending transm ssion state and
begins transmitting repair nmessages. After pending repair

transm ssions are conpl eted, the sender continues with new
transm ssi ons of any enqueued data. Also, at this point in tinme, the
sender begins a "holdoff" timeout during which time the sender
constrains itself frominitiating a new repair aggregation cycle,
even if NORM NACK nessages arrive. As described in [4], the value of
this sender "hol doff" period is:

T_sndrHol dof f = (1*GRTT)

| f additional NORM NACK nessages are received during this sender

"hol dof f" period, the sender will imrediately incorporate these "late
nmessages" into its pending transmi ssion state ONLY i f the NACK
content is ordinally greater than the sender’s current transm ssion
position. This "holdoff" tine allows worst case time for the sender
to propagate its current transm ssion sequence position to the group
thus avoi di ng redundant repair transm ssions. After the hol doff

ti meout expires, a new NACK accunul ation period can be begun (upon
arrival of a NACK) in concert with the pending repair and new data
transm ssion. Recall that receivers are not to initiate the NACK
repair process until the sender’s logical transm ssion position
exceeds the | owest ordinal position of their repair needs. Wth the
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new NACK aggregation period, the sender repeats the sane process of

i ncorporating accunul ated repair state into its transm ssion plan and
subsequently "rewi nding" to transmt the | owest ordinal repair data
when the aggregation period expires. Again, this is conducted in
concert wth ongoing new data and/or pending repair transm ssions.

5.4.2. Sender FEC Repair Transm ssion Strategy

The NORM sender shoul d | everage transm ssion of FEC parity content
for repair to the greatest extent possible. Recall that the
receivers use a strategy to request a | owest common denom nat or of
explicit repair (including parity content) in the formation of their
NORM NACK nessages. Before falling back to explicitly satisfying

di fferent receivers’ repair needs, the sender can nake use of the
general erasure-filling capability of FEC-generated parity segnents.
The sender can determ ne the maxi mum erasure filling needs for

i ndi vi dual FEC coding bl ocks fromthe NORM NACK nessages received
during the repair aggregation period. Then, if the sender has a
sufficient number (less than or equal to the naxi mum erasure count)
of previously unsent parity segnents available for the applicable
codi ng bl ocks, the sender can transmt these in lieu of the specific
packets the receiver set has requested. Only after exhausting its
supply of "fresh" (unsent) parity segnents for a given coding bl ock
shoul d the sender resort to explicit transm ssion of the receiver
set’s repair needs. |In general, if a sufficiently powerful FEC code
is used, the need for explicit repair will be an exception, and the
fulfillment of reliable nulticast can be acconplished quite
efficiently. However, the ability to resort to explicit repair
allows the protocol to be reliable under even very extrene

ci rcunst ances.

NORM DATA nessages sent as repair transm ssions SHALL be flagged with
the NORM FLAG REPAIR flag. This allows receivers to obey any
policies that limt new receivers fromjoining the reliable
transm ssi on when only repair transm ssions have been received.
Additionally, the sender SHOULD additionally flag NORM DATA

transm ssions sent as explicit repair with the NORM FLAG EXPLICI T
flag.

Al t hough NORM end system receivers do not nake use of the

NORM FLAG EXPLICIT flag, this message transm ssion status could be

| everaged by internediate systens wishing to "assist"” NORM protoco
performance. |f such systens are properly positioned with respect to
reci procal reverse-path multicast routing, they need to sub-cast only
a sufficient count of non-explicit parity repairs to satisfy a

mul ticast routing sub-tree’s erasure filling needs for a given FEC
codi ng bl ock. Wen the sender has resorted to explicit repair, then
the internmedi ate systens should sub-cast all of the explicit repair
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packets to those portions of the routing tree still requiring repair
for a given coding block. Note the internediate systems will be
required to conduct repair state accumul ation for sub-routes in a
manner simlar to the sender’s repair state accumul ation in order to
have sufficient information to performthe sub-casting.

Additionally, the internediate systenms coul d perform additiona

NORM NACK suppression/aggregation as it conducts this repair state
accumul ation for NORM repair cycles. The detail of this type of
operation are beyond the scope of this docunent, but this information
is provided for possible future consideration.

5.4.3. Sender NORM CMD( SQUELCH) Generation

If the sender receives a NORM NACK nessage for repair of data it is
no | onger supporting, the sender generates a NORM CVD( SQUELCH)
nmessage to advertise its repair wi ndow and squel ch any receivers from
addi ti onal NACKing of invalid data. The transm ssion rate of

NORM _CMD( SQUELCH) nessages is limted to once per 2*GRTT. The
"invalid object list" (if applicable) of the NORM CMD SQUELCH)
nessage SHALL begin with the | owest "object transport id" fromthe

i nval i d NORM NACK nessages received since the |ast NORM CVD( SQUELCH)
transm ssion. Lower ordinal invalid "object_transport_ids" should be
i ncluded only while the NORM CVD( SQUELCH) payl oad is |less than the
sender’s Nor nSegnent Si ze paraneter.

5.4.4. Sender NORM CMD( REPAI R_ADV) Generation

VWhen a NORM sender recei ves NORM NACK messages fromreceivers via

uni cast transmssion, it uses NORM CMD( REPAI R_ADV) nessages to
advertise its accunul ated repair state to the receiver set since the
receiver set is not directly sharing their repair needs via nulticast
conmuni cati on. The NORM CMD( REPAI R_ADV) nessage is multicast to the
recei ver set by the sender. The payload portion of this nessage has
content in the sane format as the NORM NACK recei ver message payl oad.
Recei vers are then able to perform feedback suppression in the sane
manner as w th NORM NACK nessages directly received from ot her
receivers. Note the sender does not nerely retransmt NACK content
it receives, but instead transmits a representation of its aggregated
repair state. The transm ssion of NORM CMD( REPAI R_ADV) nessages are
subject to the sender transmt rate lint and NornBegnent Si ze
[imtation. Wen the NORM CVMD( REPAI R_ADV) nessage is of maxi mum
size, receivers SHALL consider the maxi mum ordinal transm ssion
position val ue enbedded in the nessage as the senders "current”
transm ssion position and inplicitly suppress requests for ordinally
hi gher repair. For congestion control operation, the sender may al so
need to provide information so that dynam c congestion contro

f eedback can be suppressed as needed anong receivers. This docunent
specifies the NORM CC Feedback Header Extension that is applied for
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basel i ne NORMt CC operation. |f other congestion control nechanisns
are used within a NORM i npl enent ati on, other header extensions may be
defined. Whatever content format is used for this purpose shoul d
ensure that maxi mum possi bl e suppression state is conveyed to the
recei ver set.

5.5. Additional Protocol Mechani sns

In addition to the principal function of data content transmi ssion
and repair, there are sonme other protocol mechani snms that hel p NORM
to adapt to network conditions and play fairly wi th other coexistent
pr ot ocol s.

5.5.1. Greatest Round-trip Tine Collection

For NORM receivers to appropriately scal e backoff tineouts and the
senders to use proper corresponding timeouts, the participants nust
agree on a common tineout basis. Each NORM sender nonitors the
round-trip tine of active receivers and determ nes the group greatest
round-trip tine (GRTT). The sender advertises this GRTT estinmate in
every message it transmits so that receivers have this val ue

avail able for scaling their tiners. To measure the current GRTT, the
sender periodically sends NORM CMD( CC) nessages that contain a
locally generated tinmestanp. Receivers are expected to record this
timestanp along with the tinme the NORM CVMD(CC) nessage is received.
Then, when the receivers generate feedback nessages to the sender, an
adj usted version of the sender tinestanp is enbedded in the feedback
message (NORM NACK or NORM ACK). The adjustnent adds the amount of
time the receiver held the tinestanp before generating its response.
Upon receipt of this adjusted tinmestanp, the sender is able to
calculate the round-trip tine to that receiver.

The round-trip time for each receiver is fed into an algorithmthat
wei ghts and snoot hes the values for a conservative estinmate of the
GRTT. The al gorithm and net hodol ogy are described in the NORM
Bui | di ng Bl ock docunent [4] in the section entitled "One-to-Many
Sender GRTT Measurenment". A conservative estinmate hel ps feedback
suppression at a small cost in overall protocol repair delay. The
sender’s current estimate of GRTT is advertised in the "grtt" field
found in all NORM sender messages. The advertised GRTT is al so
[imted to a minimum of the nomnal inter-packet transm ssion tine
given the sender’s current transm ssion rate and system cl ock
granularity. The reason for this additional limt is to keep the
recei ver somewhat "event driven" by naking sure the sender has had
adequate time to generate any response to repair requests from
receivers given transnmt rate limtations due to congestion contro
or configuration.
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When the NORM CC Rat e header extension is present in NORM CMD( CC)
nessages, the receivers respond to NORM CM)( CC) nessages as descri bed
in Section 5.5.2, "NORM Congestion Control Operation". The

NORM CMD( CC) nessages are periodically generated by the sender as
descri bed for congestion control operation. This provides for
proactive, but controlled, feedback fromthe group in the form of
NORM ACK nessages. This provides for CGRTT feedback even if no

NORM NACK nessages are being sent. |If operating without congestion
control in a closed network, the NORM CMD(CC) nessages may be sent
periodically wi thout the NORM CC Rate header extension. In this
case, receivers will only provide GRTT neasurenent feedback when
NORM NACK nessages are generated since no NORM ACK nessages are
generated. In this case, the NORM CVMD(CC) nessages may be sent |ess
frequently, perhaps as little as once per nminute, to conserve network
capacity. Note that the NORM CC Rate header extension may al so be
used proactively solicit RTT feedback fromthe receiver group per
congestion control operation even though the sender may not be
conducti ng congestion control rate adjustnent. NORM operation

wi t hout congestion control should be considered only in closed

net wor ks.

5.5.2. NORM Congestion Control Operation

Thi s section describes baseline congestion control operation for the
NORM pr ot ocol (NORM CC). The supporting NORM nessage fornmats and
approach descri bed here are an adaptation of the equation-based TCP-
Friendly Milticast Congestion Control (TFMCC) approach described in
[19]. This congestion control scheme is REQU RED for operation
within the general Internet unless the NORM i npl enmentation is adapted
to use another |ETF-sanctioned reliable multicast congestion control
nmechani sm(e.g., PGMCC [20]). Wth this TFMCC based approach, the
transm ssions of NORM senders are controlled in a rate-based nanner
as opposed to wi ndow based congestion control algorithns as in TCP.
However, it is possible that the NORM protocol nessage set may
alternatively be used to support a w ndow based nmulticast congestion
control schene such as PGMCC. The details of that alternative may be
descri bed separately or in a future revision of this docunent. |In
ei ther case (rate-based TFMCC or wi ndow based PGVCC), successful
control of sender transm ssion depends upon collection of sender-to-
recei ver packet | oss estimates and RTTs to identify the congestion
control bottleneck path(s) within the nulticast topol ogy and adj ust
the sender rate accordingly. The receiver with loss and RTT
estimates that correspond to the |lowest result transmssion rate is
identified as the "current limting receiver" (CLR).
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As described in [21], a steady-state sender transmi ssion rate, to be
"friendly" with conpeting TCP flows can be cal cul ated as:

Rsender = -------mmm i oo
tRTT * (sqrt((2/3)*p) + 12 * sqrt((3/8)*p) * p *
(1 + 32%(p"2)))

wher e
S = Nominal transmtted packet size. (In NORM the "nom nal"
packet size can be determ ned by the sender as an
exponentially wei ghted novi ng average (EWA) of transmitted

packet sizes to account for variable message sizes).

tRTT

The RTT estimate of the current "current limting receiver”
(CLR).

p = The | oss event fraction of the CLR

To support congestion control feedback collection and operation, the
NORM sender periodically transmts NORM CMD(CC) conmand messages.
NORM CMD( CC) nessages are nultiplexed with NORM data and repair
transm ssi ons and serve several purposes:

1) Stinulate explicit feedback fromthe general receiver set to
col l ect congestion control information.

2) Communicate state to the receiver set on the sender’s current
congestion control status including details of the CLR

3) Initiate rapid (i medi ate) feedback fromthe CLR in order to
closely track the dynam cs of congestion control for that current
"worst path" in the group multicast topol ogy.

The format of the NORM CMD(CC) nessage is describe in Section 4.2.3
of this docunent. The NORM CMD(CC) nessage contains information to
al | ow measurement of RTTs, to informthe group of the congestion
control CLR and to provide feedback of individual RTT measurenents
to the receivers in the group. The NORM CMD(CC) al so provides for
exciting feedback from OPTIONAL "potential limting receiver" (PLR)
nodes that may be determ ned adm nistratively or possibly
algorithm cally based on congestion control feedback. PLR nodes are
recei vers that have been identified to have potential for (perhaps
soon) becom ng the CLR and thus inmedi ate, up-to-date feedback is
beneficial for congestion control performance. The details of PLR
selection are not discussed in this docunent.
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5.5.2.1. NORM CMD(CC) Transnission

The NORM CMD(CC) nessage is transmitted periodically by the sender
along with its normal data transm ssion. Note that the repeated
transm ssi on of NORM CMD(CC) nessages may be initiated sone tine
bef ore transm ssion of user data content at session startup. This
nmay be done to collect sone estinmation of the current state of the
mul ticast topology with respect to group and individual RTT and
congestion control state.

A NORM CMD(CC) message is imediately transmtted at sender startup.
The interval of subsequent NORM CMD(CC) nessage transmission is
deterni ned as foll ows:

1) By default, the interval is set according to the current sender
GRTT estimate. A startup GRTT of 0.5 seconds is recommended when
no feedback has yet been received fromthe group

2) If a CLR has been identified (based on previous receiver
feedback), the interval is the RTT between the sender and CLR

3) Additionally, if the interval of nom nal data nessage transni ssion
is greater than the GRTT or RTT_clr interval, the NORM CM)( CC)
interval is set to this greater value. This ensures that the
transm ssion of this control nessage is not done to the exclusion
of user data transm ssion.

The NORM CMD(CC) "cc_sequence” field is increnented with each

transm ssion of a NORM CMD(CC) command. The greatest "cc_sequence"
recently received by receivers is included in their feedback to the
sender. This allows the sender to determ ne the "age" of feedback to
assi st in congestion avoi dance.

The NORM CC Rate Header Extension is applied to the NORM CMD( CC)
nmessage and the sender advertises its current transmission rate in
the "send rate" field. The rate information is used by receivers to
initialize | oss estimtion during congestion control startup or
restart.

The "cc_node_list" contains a list of entries identifying receivers
and their current congestion control state (status "flags", "rtt" and
"l oss" estimates). The list may be enpty if the sender has not yet
recei ved any feedback fromthe group. |If the sender has received
feedback, the list will mininally contain an entry identifying the
CLR. A NORM FLAG CC CLR flag value is provided for the "cc_flags"
field to identify the CLR entry. It is RECOWENDED that the CLR
entry be the first in the list for inplenmentation efficiency.
Additional entries in the list are used to provi de sender-neasured
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i ndividual RTT estinmates to receivers in the group. The nunber of
additional entries in this list is dependent upon the percentage of
control traffic the sender application is willing to send with
respect to user data nessage transmissions. NMre entries in the |ist
may all ow the sender to be nore responsive to congestion contro
dynam cs. The length of the list may be dynami cally determ ned
according to the current transm ssion rate and schedul i ng of

NORM CMD( CC) messages. The nmaxi num |l ength of the list corresponds to
the sender’s NornBSegnent Si ze paraneter for the session. The

i nclusion of additional entries in the |ist based on receiver
feedback are prioritized with follow ng rules:

1) Receivers that have not yet been provided RTT feedback get first
priority. O these, those with the greatest |oss fraction receive
precedence for list inclusion

2) Secondly, receivers that have previously been provided RTT are
included with receivers yielding the | owest cal cul ated congestion
rate getting precedence.

There are "cc_flag" values in addition to NORM FLAG CC CLR that are
used for other congestion control functions. The NORM FLAG CC PLR
flag value is used to mark additional receivers fromthat the sender
woul d i ke to have i medi ate, non-suppressed feedback. These may be
receivers that the sender algorithmcally identified as potentia
future CLRs or that have been pre-configured as potential congestion
control points in the network. The NORM FLAG CC RTT indicates the
validity of the "cc_rtt" field for the associ ated recei ver node.
Normal ly, this flag will be set since the receivers in the list wll
typically be receivers fromwhich the sender has received feedback
However, in the case that the NORM sender has been pre-configured
with a set of PLR nodes, feedback fromthose receivers nmay not yet
have been collected and thus the "cc_rtt" and "cc_rate" fields do not
contain valid values when this flag is not set.

5.5.2.2. NORM CMD(CC) Feedback Response

Receivers explicitly respond to NORM CMD)( CC) nessages in the form of
a NORM ACK(RTT) nessage. The goal of the congestion control feedback
is to determne the receivers with the | owest congestion contro
rates. Receivers that are marked as CLR or PLR nodes in the

NORM CMD( CC) "cc_node_ list" imredi ately provide feedback in the form
of a NORM ACK to this nessage. Wen a NORM CMD(CC) is received,

non- CLR or non-PLR nodes initiate random feedback backoff tineouts
simlar to that used when the receiver initiates a repair cycle (see
Section 5.3) in response to detection of data | oss. The backoff
timeout for the congestion control response is generated as foll ows:
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T backoff = RandonBackoff (K*GRTTsender, GSIZEsender)

The "RandomBackoff ()" al gorithm provi des a truncated exponentially

di stributed random nunmber and is described in the NORM Bui |l di ng Bl ock
docunent [4]. The same backoff factor K = Ksender MAY be used as

wi th NORM NACK suppression. However, in cases where the application
purposeful ly specifies a very snall Ksender backoff factor to

m nimze the NACK repair process latency (trading off group size
scalability), it may still be desirable to maintain a |arger backoff
factor for congestion control feedback, since there may often be a

| arger vol ume of congestion control feedback than NACKs in nmany cases
and congestion control feedback |atency may be tol erabl e where
reliable delivery latency is not. As previously noted, a backoff
factor value of K =4 is generally recomended for ASM operation and
K =6 for SSM operation. A receiver SHALL cancel the backoff tineout
and thus its pending transm ssion of a NORM ACK(RTT) message under
the follow ng conditions:

1) The receiver generates another feedback nessage ( NORM NACK or
ot her NORM _ACK) before the congestion control feedback timeout
expires,

2) A NORM CM(CC) or other receiver feedback with an ordinally
greater "cc_sequence" field value is received before the
congestion control feedback tineout expires (this is simlar to
the TFMCC f eedback round nunber),

3) Wien the T _backoff is greater than 1*GRTT. This prevents NACK
i mpl osion in the event of sender or network failure,

4) "Suppressing" congestion control feedback is heard from another
receiver (in a NORM ACK or NORM NACK) or via a
NORM_CMD( REPAI R_ADV) nessage fromthe sender. The |oca
recei ver’'s feedback is "suppressed" if the rate of the conpeting
feedback (Rfb) is sufficiently close to or less than the |oca
receiver’'s calculated rate (Rcalc). The local receiver’s feedback
i s cancel ed when:

Rcalc > (0.9 * Rfb)

Al so note receivers that have not yet received an RTT neasurenent
fromthe sender are suppressed only by other receivers that have
not yet neasured RTT. Additionally, receivers whose RTT estinmate
has "aged" considerably (i.e., they haven’t been included in the
NORM CMD( CC) "cc_node_list" in a long tinme) nay wish to conpete as
a receiver with no prior RTT measurenent after sone expiration
peri od.
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When the backoff timer expires, the receiver SHALL generate a

NORM ACK( RTT) nessage to provide feedback to the sender and group
This message may be multicast to the group for nost effective
suppression in ASM topol ogi es or unicast to the sender dependi ng upon
how t he NORM protocol is deployed and confi gured.

Whenever any feedback is generated (including this NORM ACK(RTT)
nessage), receivers include an adjusted version of the sender
timestanp fromthe nost recently recei ved NORM CMD(CC) nessage and
the "cc_sequence" value fromthat command in the applicabl e NORM ACK
or NORM NACK message fields. For NORM CC operation, any generated

f eedback nmessage SHALL al so contain the NORM CC Feedback header
extension. The receiver provides its current "cc_rate" estimate,
"cc_loss" estimate, "cc_rtt" if known, and any applicable "cc_flags"
via this header extension

During slow start (when the receiver has not yet detected | oss from
the sender), the receiver uses a value equal to two tinmes its
neasured rate fromthe sender in the "cc_rate" field. For steady-
state congestion control operation, the receiver "cc_rate" value is
fromthe equation-based value using its current |oss event estimate
and sender<->receiver RTT information. (The GRTT is used when the
recei ver has not yet neasured its individual RITT).

The "cc_loss" field value reflects the receiver’s current | oss event
estimate with respect to the sender in question

When the receiver has a valid individual RTT neasurenent, it SHALL
include this value in the "cc_rtt" field. The NORM FLAG CC RTT MJUST
be set when the "cc_rtt" field is valid.

After a congestion control feedback nmessage is generated or when the
f eedback is suppressed, a non-CLR receiver begins a "holdoff" timeout
period during which it will restrain itself from providing congestion
control feedback, even if NORM CMD(CC) messages are received fromthe
sender (unless the receive becomes narked as a CLR or PLR node). The
val ue of this holdoff tineout (T_ccHoldoff) period is:

T ccHol dof f = (K*GRTT)

Thus, non-CLR receivers are constrained to providing explicit
congestion control feedback once per K*GRTT intervals. Note,
however, that as the session progresses, different receivers will be
responding to different NORM CMD(CC) nessages and there will be

rel atively continuous feedback of congestion control information
whil e the sender is active.
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5.5.2.3. Congestion Control Rate Adjustnent

During steady-state operation, the sender will directly adjust its
transm ssion rate to the rate indicated by the feedback fromits
currently selected CLR As noted in [19], the estinmation of
paraneters (loss and RTT) for the CLRwill generally constrain the
rate changes possible within acceptabl e bounds. For rate increases,
the sender SHALL observe a maxi mumrate of increase of one packet per
RTT at all tines during steady-state operation

The sender processes congestion control feedback fromthe receivers
and selects the CLR based on the | owest rate receiver. Receiver
rates are either deternmined directly fromthe slow start "cc_rate"
provi ded by the receiver in the NORM CC Feedback header extension or
by performing the equation-based cal cul ati on using individual RTT and
| oss estimates ("cc_l oss") as feedback is received.

The sender can calculate a current RTT for a receiver (RTT_rcvrNew)
using the "grtt_response” tinestanp included in feedback nessages.
When the "cc_rtt" value in a response is not valid, the sender sinply
uses this RTT_rcvrNew value as the receiver’s current RTT (RTT_rcvr).
For non-CLR and non-PLR receivers, the sender can use the "cc_rtt"
val ue provided in the NORM CC Feedback header extension as the
receiver’'s previous RTT neasurenent (RTT_rcvrPrev) to snooth
according to:

RTT_rcvr = 0.5 * RTT_rcvrPrev + 0.5 * RTT_rcvrNew
For CLR receivers where feedback is received nore regularly, the
sender SHOULD naintain a nore snoothed RTT estimate upon new feedback
fromthe CLR where:

RTT clr = 0.9 * RTT_clr + 0.1 * RTT_clrNew

"RTT_clrNew' is the new RTT cal cul ated fromthe timestanp in the
f eedback nmessage received fromthe CLR The RTT clr is initialized
to RTT_clrNew on the first feedback nmessage received. Note that the
same procedure i s observed by the sender for PLR receivers and that
if a PLRis "prompted" to CLR status, the snoothed estinmate can be
conti nued.

There are some additional periods besides steady-state operation that
need to be considered in NORM CC operation. These periods are:

1) during session startup,

2) when no feedback is received fromthe CLR and
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3) when the sender has a break in data transnission

Duri ng session startup, the congestion control operation SHALL
observe a "slow start" procedure to quickly approach its fair
bandwi dth share. An initial sender startup rate is assumed where:

Rinitial = M N(NornBSegnentSi ze / GRTT, NornSegnentSize) bytes/second.

The rate is increased only when feedback is received fromthe
receiver set. The "slow start" phase proceeds until any receiver
provi des feedback indicating that | oss has occurred. Rate increase
during slow start is applied as:

Rnew = Rrecv_min

where "Rrecv_mn" is the mininumreported receiver rate in the
"cc_rate" field of congestion control feedback messages received from
the group. Note that during "slow start", receivers use two tines
their neasured rate fromthe sender in the "cc rate" field of their
feedback. Rate increase adjustnent is limted to once per GRTT
during slow start.

If the CLR or any receiver intends to | eave the group, it will set
the NORM FLAG CC LEAVE in its congestion control feedback nessage as
an indication that the sender should not select it as the CLR  When
the CLR changes to a lower rate receiver, the sender should

i medi ately adjust to the new lower rate. The sender is limted to
increasing its rate at one additional packet per RTT towards any new,
hi gher CLR rate.

The sender should also track the "age" of the feedback it has
received fromthe CLR by conparing its current "cc_sequence" val ue
(Seqg_sender) to the last "cc_sequence" value received fromthe CLR
(Seq_clr). As the "age" of the CLR feedback increases with no new
f eedback, the sender SHALL begin reducing its rate once per RTT_clr
as a congestion avoi dance neasure.

The following algorithmis used to determine the decrease in sender
rate (Rsender bytes/sec) as the CLR feedback, unexpectedly,
excessi vel y ages:

Age = Seq_sender - Seq_clr;
if (Age > 4) Rsender = Rsender * 0.5;

This rate reduction is linited to the | ower bound on NORM

transm ssion rate. After NORM ROBUST_FACTOR consecutive NORM CVD( CC)
rounds without any feedback fromthe CLR the sender SHOULD assune
the CLR has left the group and pick the receiver with the next | owest
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rate as the new CLR Note this assunes that the sender does not have
explicit know edge that the CLR intentionally left the group. [If no
recei ver feedback is received, the sender MAY wi sh to wi thhold
further transm ssions of NORM DATA segnments and mai ntai n NORM_CVD( CC)
transm ssions only until feedback is detected. After such a CLR
timeout, the sender will be transmtting with a mninmal rate and
should return to slow start as described here for a break in data
transm ssi on.

When the sender has a break in its data transmission, it can continue
to probe the group with NORM CMD(CC) nessages to maintain RTT
collection fromthe group. This will enable the sender to quickly
determ ne an appropriate CLR upon data transm ssion restart.

However, the sender shoul d exponentially reduce its target rate to be
used for transnmission restart as tinme since the break el apses. The
target rate SHOULD be recal cul ated once per RTT clr as:

Rsender = Rsender * 0.5;

If the minimnum NORMrate is reached, the sender should set the

NORM _FLAG START flag in its NORM CVMD(CC) nessages upon restart and
the group shoul d observer "slow start" congestion control procedures
until any receiver experiences a new | oss event.

5.5.3. NORM Positive Acknow edgnent Procedure

NORM provi des options for the source application to request positive
acknow edgnent (ACK) of NORM CMD( FLUSH) and NORM CMD( ACK_REQ
messages from menbers of the group. There are sone specific

acknow edgnment requests defined for the NORM protocol and a range of
acknow edgnent request types that are left to be defined by the
application. One predefined acknow edgnent type is the

NORM ACK_FLUSH type. This acknow edgnment is used to determine if
recei vers have achi eved conpletion of reliable reception up through a
specific logical transm ssion point with respect to the sender’s
sequence of transnmission. The NORM ACK FLUSH acknow edgnent nmay be
used to assist in application flow control when the sender has
information on a portion of the receiver set. Another predefined
acknow edgnent type is NORM ACK(CC), which is used to explicitly
provi de congestion control feedback in response to NORM CVD( CC)
nmessages transmitted by the sender for NORM CC operation. Note the
NORM _ACK( CC) response does NOT foll ow the positive acknow edgnent
procedure described here. The NORM CMD( ACK REQ and NORM ACK
nessages contain an "ack type" field to identify the type of

acknow edgnent requested and provided. A range of "ack_type" val ues
is provided for application-defined use. Wile the application is
responsi ble for initiating the acknow edgnment request and interprets
application-defined "ack _type" val ues, the acknow edgnent procedure
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SHOULD be conducted within the protocol inplenentation to take
advantage of timing and transm ssion scheduling information avail abl e
to the NORM transport.

The NORM positive acknow edgment procedure uses polling by the sender
to query the receiver group for response. Note this polling
procedure is not intended to scale to very large receiver groups, but
could be used in large group setting to query a critical subset of
the group. Either the NORM CVMD(ACK REQ, or when applicable, the
NORM_CMD( FLUSH) message is used for polling and contains a list of
Nor mNodel ds for receivers that should respond to the command. The
list of receivers providing acknow edgrment is determ ned by the
source application with "a priori" know edge of participating nodes
or via sone other application-level nechanism

The ACK process is initiated by the sender that generates

NORM_CMD( FLUSH) or NORM CMD( ACK_REQ messages in periodic "rounds".
For NORM ACK FLUSH requests, the NORM CVMD(FLUSH) contain a

"obj ect _transport_id" and "fec_payl oad_i d" denoting the watermark
transm ssion point for which acknow edgnent is requested. This

wat ermark transmni ssion point is "echoed" in the corresponding fields
of the NORM ACK(FLUSH) nessage sent by the receiver in response.
NORM_CMD( ACK_REQ) nessages contain an "ack_id" field which is
simlarly "echoed" in response so that the sender may nmatch t he
response to the appropriate request.

In response to the NORM CMD(ACK REQ), the listed receivers randomy
spread NORM ACK nessages uniformy in tine over a wi ndow of (1*GRTT).
These NORM ACK messages are typically unicast to the sender. (Note
that NORM ACK(CC) nessages SHALL be multicast or unicast in the sane
manner as NORM NACK nessages).

The ACK process is self-limting and avoids ACK i nmplosion in that:

1) Only a single NORM CMD( ACK_REQ nessage is generated once per
(2*CGRTT), and,

2) The size of the "acking node list" of NornmNodelds from which
acknow edgnment is requested is linmted to a maxi mum of the sender
Nor nBegnent Si ze setting per round of the positive acknow edgnent
process.

Because the size of the included list is limted to the sender’s
Nor nSegnent Si ze setting, multiple NORM CMD(ACK REQ) rounds may be
required to achi eve responses fromall receivers specified. The
content of the attached NormNodeld list will be dynam cally updated
as this process progresses and NORM ACK responses are received from
the specified receiver set. As the sender receives valid responses
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(i.e., matching watermark point or "ack id") fromreceivers, it SHALL
elimnate those receivers fromthe subsequent NORM CVD( ACK_REQ
nessage "acking_node list" and add in any pendi ng receiver

Nor mNodel ds whi |l e keeping within the NornSegnentSize limtation of
the list size. Each receiver is queried a maxi mum nunber of tines
(NORM _ROBUST_FACTOR, by default). Receivers not responding within
this nunber of repeated requests are renoved fromthe payload list to
make room for other potential receivers pending acknow edgnent. The
transm ssion of the NORM CMD(ACK REQ is repeated until no further
responses are required or until the repeat threshold is exceeded for
all pending receivers. The transm ssion of NORM CMD(ACK _REQ or
NORM CMD( FLUSH) nessages to conduct the positive acknow edgnent
process is multiplexed with ongoi ng sender data transnmni ssions.
However, the NORM CMD( FLUSH) positive acknow edgrment process may be
interrupted in response to negative acknow edgrment repair requests
(NACKs) received fromreceivers during the acknow edgrment peri od.

The NORM CMD( FLUSH) positive acknow edgment process is restarted for
recei vers pendi ng acknow edgnent once any the repairs have been
transmtted.

In the case of NORM CMD(FLUSH) comands with an attached
"acking_node_list", receivers will not ACK until they have received
conpl ete transm ssion of all data up to and including the given

wat ermark transm ssion point. Al receivers SHALL interpret the

wat ermark point provided in the request NACK for repairs if needed as
for NORM CMD(FLUSH) commands with no attached "acking_node_list"

5.5.4. Goup Size Estimate

NORM sender messages contain a "gsize" field that is a representation
of the group size and is used in scaling random backoff timer ranges.
The use of the group size estinmate within the NORM protocol does not
require a precise estimation and works reasonably well if the
estimate is within an order of magnitude of the actual group size.

By default, the NORM sender group size estimte may be

adm nistratively configured. Al so, given the expected scalability of
the NORM protocol for general use, a default value of 10,000 is
recommended for use as the group size estimate.

It is possible that group size may be al gorithmcally approxi mated
fromthe volune of congestion control feedback nessages which foll ow
the exponentially wei ghted random backoff. However, the
specification of such an algorithmis currently beyond the scope of
thi s docunent.
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6.

Security Considerations

The sane security considerations that apply to the NORM and FEC
Bui | di ng Bl ocks al so apply to the NORM protocol. In addition to

vul nerabilities that any IP and IP nmulticast protocol inplementation
may be generally subject to, the NACK-based feedback of NORM may be
expl oited by replay attacks which force the NORM sender to
unnecessarily transmit repair information. This MAY be addressed by
network layer | P security inplenentations that guard against this
potential security exploitation. 1t is RECOWENDED that such IP
security nechani sns be used when avail able. Another possible
approach is for NORM senders to use the "sequence" field fromthe
NORM Common Message Header to detect replay attacks. This can be
acconplished if the NORM packets are cryptographically protected and
the sender is willing to miintain state on receivers which are

NACKi ng. A cache of receiver state may provi de sone protection

agai nst replay attacks. Note that the "sequence" field of NORM
nessages should be incremented with i ndependent val ues for different
destinations (e.g., group-addressed versus unicast-addressed nmessages
versus "receiver" nessages). Thus, the congestion control |o0ss
estimation function of the "sequence" field can be preserved for
sender messages when receiver nessages are unicast to the sender

The NORM protocol is conmpatible with the use of the IP security

(I Psec) architecture described in [22]. It is inportant to note that
whi | e NORM does | everage FEC-based repair for scalability, this does
not al one guarantee integrity of received data. Application-I|eve
integrity-checking of data content is highly RECOMVENDED.

| ANA Consi der ati ons

No information in this specification is currently subject to | ANA
regi stration. However, several Header Extensions are defined within
this docunment. |f/when additional Header Extensions are devel oped,
the first RFC MJUST establish an I ANA registry for them wth a
"Specification Required" policy [6] and all Header Extensions,

i ncluding those in the present docunent, MJST be registered
thereafter. Additionally, building blocks conponents used by NORM
may introduce additional |ANA considerations. |In particular, the FEC
Bui | di ng Bl ock used by NORM does require | ANA registration of the FEC
codecs used. The registration instructions for FEC codecs are
provided in [5].

Suggest ed Use

The present NORM protocol is seen as useful tool for the reliable
data transfer over generic IP nulticast services. It is not the
intention of the authors to suggest it is suitable for supporting
all envisioned nulticast reliability requirements. NORM provides a
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sinmple and flexible framework for multicast applications with a
degree of concern for network traffic inplosion and protocol overhead
efficiency. NORMI|ike protocols have been successfully denonstrated
within the MBone for bul k data dissem nation applications, including
weat her satellite conpressed i magery updates servicing a | arge group
of receivers and a generic web content reliable "push" application

In addition, this franmework approach has sonme design features making
it attractive for bulk transfer in asymetric and wirel ess
internetwork applications. NORMis capable of successfully operating
i ndependent of network structure and in environnents wth high packet
| oss, delay, and msordering. Hybrid proactive/reactive FEC based
repairing inprove protocol performance in sone nulticast scenari os.

A sender-only repair approach often makes additional engineering
sense in asymretric networks. NORM s unicast feedback capability may
be suitable for use in asynmetric networks or in networks where only
unidirectional nulticast routing/delivery service exists. Asynmmetric
architectures supporting nulticast delivery are likely to make up an
i mportant portion of the future Internet structure (e.g.

DBS/ cabl e/ PSTN hybri ds) and efficient, reliable bulk data transfer
will be an inmportant capability for servicing |arge groups of

subscri bed receivers.
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