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Abst ract

Thi s docunent specifies Protocol |ndependent Miulticast - Dense Mdde
(PIMDVM. PIMDMis a nmulticast routing protocol that uses the
under | yi ng unicast routing informati on base to fl ood nulticast
datagrans to all nulticast routers. Prune nessages are used to
prevent future nessages from propagating to routers w thout group
menber shi p i nformati on.
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1. Introduction

This specification defines a multicast routing algorithmfor

mul ticast groups that are densely distributed across a network. This
prot ocol does not have a topol ogy di scovery nechani smoften used by a
uni cast routing protocol. It enploys the sane packet formats sparse
node PIM (PIMSM uses. This protocol is called PIM- Dense Mde.
The foundation of this design was largely built on Deering' s early
work on IP nulticast routing [12].

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" are to
be interpreted as described in RFC 2119 [11] and indicate requirenent
| evel s for conpliant PIMDMinpl erentations.

2.1. Definitions

Mul ticast Routing Information Base (MRl B)
This is the multicast topology table, which is typically derived
fromthe unicast routing table, or fromrouting protocols such as
MBGP that carry multicast-specific topology information. PIM DM
uses the MRIB to make decisions regarding RPF interfaces.

Tree Information Base (Tl B)
This is the collection of state naintained by a PIMrouter and
created by receiving PIM nessages and | GW information fromloca
hosts. It essentially stores the state of all nulticast
distribution trees at that router.

Reverse Path Forwarding (RPF)
RPF is a multicast forwarding node in which a data packet is
accepted for forwarding only if it is received on an interface used
to reach the source in unicast.

Upstream I nterface
Interface toward the source of the datagram Al so known as the RPF
I nterface.

Downst ream | nt erf ace
Al interfaces that are not the upstreaminterface, including the
router itself.

(S, Q Pair
Source S and destination group G associated with an | P packet.
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2.2. Pseudocode Notation
W use set notation in several places in this specification

A(+) B
is the union of two sets, A and B

A(-) B
are the elenents of set Athat are not in set B.

NULL
is the enpty set or |ist.

Not e that operations MJST be conducted in the order specified. This
is due to the fact that (-) is not a true difference operator,
because B is not necessarily a subset of A That is, A(+) B (-) C=
A(-) C(+) Bis not atrue statement unless Cis a subset of both A
and B.

In addition, we use Clike syntax:

= denot es assignment of a variable.
== denotes a conparison for equality.
= denotes a conparison for inequality.

Braces { and } are used for grouping.
3. PIMDMProtocol Overview

This section provides an overview of PIMDM behavior. It is intended
as an introduction to how PI M DM works and is NOT definitive. For
the definitive specification, see Section 4, Protocol Specification

Pl M DM assumes that when a source starts sending, all downstream
systens want to receive nmulticast datagranms. Initially, multicast
datagrans are flooded to all areas of the network. PIM DM uses RPF
to prevent |ooping of multicast datagrans while flooding. |f sone
areas of the network do not have group nmenbers, PIMDMw Il prune off
the forwardi ng branch by instantiating prune state.

Prune state has a finite lifetine. Wen that lifetine expires, data
wi Il again be forwarded down the previously pruned branch

Prune state is associated with an (S, G pair. Wen a new nenber for
a group G appears in a pruned area, a router can "graft" toward the
source S for the group, thereby turning the pruned branch back into a
f orwar di ng branch.
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The broadcast of datagrans foll owed by pruning of unwanted branches
is often referred to as a flood and prune cycle and is typical of
dense node protocols.

To m nimze repeated flooding of datagrans and subsequent pruning
associated with a particular (S,G pair, PIMDMuses a state refresh
nessage. This nessage is sent by the router(s) directly connected to
the source and is propagated throughout the network. Wen received
by a router on its RPF interface, the state refresh nessage causes an
exi sting prune state to be refreshed.

Conpared with rmulticast routing protocols with built-in topol ogy
di scovery nechanisns (e.g., DVMRP [13]), PIMDMhas a sinplified
design and is not hard-wired into a specific topol ogy di scovery

protocol. However, this sinplification does incur nore overhead by
causing flooding and pruning to occur on sone |inks that could be
avoided if sufficient topology informati on were available; i.e., to

deci de whether an interface | eads to any downstream nenbers of a
particul ar group. Additional overhead is chosen in favor of the
sinmplification and flexibility gai ned by not depending on a specific
t opol ogy di scovery protocol

PIMDMdiffers fromPIMSMin tw essential ways: 1) There are no
periodic joins transmtted, only explicitly triggered prunes and
grafts. 2) There is no Rendezvous Point (RP). This is particularly
important in networks that cannot tolerate a single point of failure.
(An RP is the root of a shared nulticast distribution tree. For nore
details, see [4]).

4. Protocol Specification

The specification of PIMDMis broken into several parts:

* Section 4.1 details the protocol state stored.
* Section 4.2 specifies the data packet forwarding rules.
* Section 4.3 specifies generation and processing of Hell o nessages.
* Section 4.4 specifies the Join, Prune, and Graft generation and
processi ng rul es.
* Section 4.5 specifies the State Refresh generation and forwarding
rul es.
Section 4.6 specifies the Assert generation and processing rules.
Section 4.7 gives details on Pl M DM Packet Fornats.
Section 4.8 sumuarizes PIMDMtimers and their defaults.
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4.1. PIMProtocol State

This section specifies all the protocol states that a PIM DM

i mpl enentati on should maintain to function correctly. W termthis
state the Tree Information Base or TIB, as it holds the state of all
the multicast distribution trees at this router. In this
specification, we define PIM DM nechanisns in terns of the TIB.
However, only a very sinple inplenentation would actually inplenent
packet forwarding operations in ternms of this state. Mst

i mpl enentations will use this state to build a nulticast forwarding
tabl e, which would then be updated when the relevant state in the TIB
changes.

Unlike PIMSM PIMDMdoes not naintain a keepalive tinmer associated
with each (S,G route. Wthin PPMDM route and state infornation
associated with an (S,G entry MJST be maintained as |ong as any
timer associated with that (S, G entry is active. Wen no tiner
associated with an (S,G entry is active, all information concerning
that (S,G route may be di scarded.

Al t hough we precisely specify the state to be kept, this does not
mean that an inplenentation of PIM DM has to hold the state in this
form This is actually an abstract state definition, which is needed
in order to specify the router’s behavior. A PIMDMinplenentation
is free to hold whatever internal state it requires and will still be
conformant with this specification as long as it results in the sane
externally visible protocol behavior as an abstract router that holds
the follow ng state.

4.1.1. Ceneral Purpose State
A router stores the follow ng non-group-specific state:

For each interface:
Hel l o Tinmer (HT)
State Refresh Capabl e
LAN Del ay Enabl ed
Propagati on Del ay (PD)
Override Interval (Q)

Nei ghbor St at e:
For each nei ghbor:

Information from neighbor’'s Hello
Nei ghbor’s Gen | D.
Nei ghbor’ s LAN Prune Del ay
Nei ghbor’s Override Interval
Nei ghbor’s State Refresh Capability
Nei ghbor Liveness Timer (NLT)
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4.1.2. (S,G State

For every source/group pair (S, G, a router stores the follow ng
state:

(S, G state:
For each interface:
Local Menbership:
State: One of {"Nolnfo", "Include"}

PIM (S, G Prune State:
State: One of {"Nolnfo" (N), "Pruned" (P), "PrunePending"
(PP)}
Prune Pendi ng Ti ner (PPT)
Prune Tinmer (PT)

(S, G Assert Wnner State:
State: One of {"Nolnfo" (NI), "I lost Assert"” (L), "I won
Assert" (W}
Assert Timer (AT)
Assert winner’s | P Address
Assert winner’s Assert Metric

Upstream interface-specific:
G aft/Prune State:
State: One of {"Nolnfo" (N), "Pruned" (P), "Forwarding" (F),
" AckPendi ng" (AP) }
GaftRetry Timer (GRT)
Override Timer (QT)
Prune Limt Tinmer (PLT)

Oiginator State:
Source Active Timer (SAT)
State Refresh Timer (SRT)

4.1.3. State Summmari zati on Macros

Using the state defined above, the follow ng "macros" are defined and
will be used in the descriptions of the state machi nes and pseudocode
in the foll owi ng sections.

The nost inportant nacros are those defining the outgoing interface
list (or "olist") for the relevant state.

i Mmediate_olist(S, G = pimnbrs (-) prunes(S, QG (+)
(piminclude(*, G (-) pimexclude(S, G ) (+)
piminclude(S, G (-) lost_assert(S, QG (-)
boundary(Q
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olist(S,Q = imediate olist(S, G (-) RPF_interface(S)

The macros piminclude(*, G and pim.include(S, G indicate the
interfaces to which traffic m ght or mght not be forwarded because
of hosts that are | ocal nmenbers on those interfaces.

piminclude(*, G = {all interfaces | such that:

| ocal receiver_include(*,Gl)}
pi minclude(S, G = {all interfaces | such that:

| ocal _receiver_include(S, Gl)}
pi mexclude(S, G = {all interfaces | such that:

| ocal receiver_exclude(S, Gl)}

The macro RPF_interface(S) returns the RPF interface for source S.
That is to say, it returns the interface used to reach S as indicated
by the MRIB.

The macro | ocal _receiver_include(S,Gl) is true if the | GWw nodul e or
ot her | ocal nenbership nmechanism ([1], [2], [3], [6]) has determ ned
that there are local nenbers on interface | that seek to receive
traffic sent specifically by Sto G

The macro | ocal receiver_include(*,Gl) is true if the | GW nodul e or
ot her | ocal nenbership nechani sm has deternmined that there are | ocal
menbers on interface | that seek to receive all traffic sent to G
Note that this determ nation is expected to account for nenbership
joins initiated on or by the router.

The macro | ocal _receiver_exclude(S, Gl) is true if
| ocal receiver_include(*,G1l) is true but none of the |ocal nenbers
seek to receive traffic fromsS.

The set pimnbrs is the set of all interfaces on which the router has
at | east one active PI M nei ghbor.

The set prunes(S, G is the set of all interfaces on which the router
has received Prune(S, G nessages:

prunes(S, G = {all interfaces | such that
DownstreanPState(S, G 1) is in Pruned state}
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The set lost_assert(S,G is the set of all interfaces on which the
router has lost an (S, G Assert.

| ost _assert (S, G = {all interfaces |I such that
| ost _assert (S, G 1) == TRUE}

boundary(G = {all interfaces | with an adninistratively scoped
boundary for group G

The foll owi ng pseudocode macro definitions are also used in many
pl aces in the specification. Basically RPF is the RPF nei ghbor
toward a source unless a PIM DM Assert has overridden the nornal
choi ce of nei ghbor.

nei ghbor RPF (S, G {
if (I_AmAssert _loser(S, G RPF_interface(S) )) {
return AssertWnner (S, G RPF_interface(S) )
} else {
return MRIB. next _hop( S)

}
}
The macro | _Am Assert _loser(S, G |) is true if the Assert state
machine (in Section 4.6) for (S, G oninterfacel is in the "I am

Assert Loser" state.
4.2. Data Packet Forwarding Rul es
The PI M DM packet forwarding rules are defined bel owin pseudocode.

iif is the incomng interface of the packet. S is the source address
of the packet. Gis the destination address of the packet (group
address). RPF_interface(S) is the interface the MRIB indicates would
be used to route packets to S.

First, an RPF check MJUST be perforned to determ ne whet her the packet
shoul d be accepted based on TIB state and the interface on which that
the packet arrived. Packets that fail the RPF check MUST NOT be
forwarded, and the router will conduct an assert process for the
(S, pair specified in the packet. Packets for which a route to the
source cannot be found MJST be di scarded.

If the RPF check has been passed, an outgoing interface list is

constructed for the packet. |If this list is not enpty, then the
packet MUST be forwarded to all listed interfaces. |If the list is
enpty, then the router will conduct a prune process for the (S G

pair specified in the packet.
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Upon recei pt of a data packet fromS addressed to Gon interface iif:

if (iif == RPF_interface(S) AND UpstreanPState(S, G != Pruned) {
oiflist = olist(S, G

} else {
oi flist = NULL

}

forward packet on all interfaces in oiflist
Thi s pseudocode enpl oys the follow ng "macro" definition

UpstreanPState(S, G is the state of the Upstrean(S, G state nmachine
in Section 4.4.1.

4.3. Hello Messages

This section describes the generation and processing of Hello
nmessages.

4.3.1. Sending Hell o Messages

Pl M DM uses Hell o nessages to detect other PIMrouters. Hello
messages are sent periodically on each PIMenabled interface. Hello
nessages are nulticast to the ALL-PI M ROUTERS group. Wen PIMis
enabl ed on an interface or when a router first starts, the Hello

Ti mer (HT) MJST be set to random val ue between 0 and

Triggered_Hell o_Delay. This prevents synchronization of Hello
messages if multiple routers are powered on sinultaneously.

After the initial Hello nessage, a Hell o nessage MJST be sent every
Hell o _Period. A single Hello tinmer MAY be used to trigger sending
Hel | o nmessages on all active interfaces. The Hello Tinmer SHOULD NOT
be reset except when it expires.

4.3.2. Receiving Hell o Messages

When a Hell o nessage is received, the receiving router SHALL record
the receiving interface, the sender, and any information contained in
recogni zed options. This information is retained for a number of
seconds in the Hold Tine field of the Hell o Message. If a new Hello
message is received froma particular neighbor N, the Nei ghbor

Li veness Tinmer (NLT(N, 1)) MJST be reset to the newy received Hello
Holdtinme. |If a Hello nmessage is received froma new nei ghbor, the
recei ving router SHOULD send its own Hello nessage after a random
del ay between O and Triggered_Hel |l o_Del ay.
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4.3.3. Hello Message Hold Tine

The Hold Tine in the Hell o Message should be set to a value that can
reasonably be expected to keep the Hello active until a new Hello
message is received. On nost links, this will be 3.5 tinmes the val ue
of Hello_Period.

If the Hold Tinme is set to 'Oxffff’', the receiving router MJUST NOT
time out that Hello nmessage. This feature might be used for on-
demand |inks to avoid keeping the link up with periodic Hello
nmessages.

If a Hold Tinme of 0" is received, the correspondi ng nei ghbor state
expires inmediately. Wien a PIMrouter takes an interface down or
changes | P address, a Hello nmessage with a zero Hold Ti ne SHOULD be
sent imrediately (with the old IP address if the I P address is
changed) to cause any PI M neighbors to renove the old information

i medi at el y.

4.3.4. Handling Router Failures

If a Hell o nessage is received froman active neighbor with a
different Generation ID (GenlD), the neighbor has restarted and may
not contain the correct (S, G state. A Hello nmessage SHOULD be sent
after a random del ay between 0 and Triggered Hell o Del ay (see 4.8)
bef ore any other nessages are sent. |f the neighbor is downstream
the router MAY replay the last State Refresh nessage for any (S, G
pairs for which it is the Assert Wnner indicating Prune and Assert
status to the downstreamrouter. These State Refresh messages SHOULD
be sent out inmediately after the Hello nessage. |f the neighbor is
the upstream nei ghbor for an (S, G entry, the router MAY cancel its
Prune Limt Tinmer to pernmit sending a prune and reestablishing a
Pruned state in the upstreamrouter.

Upon startup, a router MAY use any State Refresh nessages received
within Hello Period of its first Hello nessage on an interface to
establish state information. The State Refresh source will be the
RPF' (S), and Prune status for all interfaces will be set according to
the Prune Indicator bit in the State Refresh nessage. |If the Prune
Indicator is set, the router SHOULD set the PruneLimtTiner to
Prune_Hol dtime and set the PruneTiner on all downstreaminterfaces to
the State Refresh’s Interval times two. The router SHOULD then
propagate the State Refresh as described in Section 4.5.1.

Adans, et al. Experi ment al [ Page 12]



RFC 3973 PI M - Dense Mode January 2005

4.3.5. Reducing Prune Propagation Delay on LANs

If all routers on a LAN support the LAN Prune Del ay option, then the
PIMrouters on that LAN will use the values received to adjust their
J/P_Override_Interval on that interface and the interface is LAN
Del ay Enabled. Briefly, to avoid synchronization of Prune Override
(Join) nessages when nultiple downstreamrouters share a nulti-access
link, sending of these nessages is delayed by a snall random anount
of time. The period of randonization is configurable and has a
default val ue of 3 seconds.

Each router on the LAN expresses its view of the anpount of

random zation necessary in the Override Interval field of the LAN
Prune Delay option. Wen all routers on a LAN use the LAN Prune
Delay Option, all routers on the LAN MJUST set their Override_lnterva
to the largest Override value on the LAN

The LAN Delay inserted by a router in the LAN Prune Del ay option
expresses the expected nessage propagation delay on the link and
SHOULD be configurable by the systemadm nistrator. Wen all routers
on a link use the LAN Prune Delay Option, all routers on the LAN MJST
set Propagation Delay to the | argest LAN Delay on the LAN.

PI M inplementers should enforce a | ower bound on the permtted val ues
for this delay to allow for scheduling and processing delays within
their router. Such delays may cause received nessages to be
processed | ater and triggered nmessages to be sent | ater than

i ntended. Setting this LAN Prune Delay to too | ow a value may result
in tenporary forwardi ng outages, because a downstreamrouter wll not
be able to override a neighbor’s prune nessage before the upstream
nei ghbor stops forwarding.

4.4. PIMDM Prune, Join, and Graft Messages

This section describes the generation and processing of PIMDM Join
Prune, and Graft nmessages. Prune nessages are sent toward the
upstream nei ghbor for Sto indicate that traffic fromsS addressed to
group Gis not desired. In the case of downstreamrouters A and B
where A wi shes to continue receiving data and B does not, Awll send
a Join in response to B's Prune to override the Prune. This is the
only situation in PIMDMin which a Join nessage is used. Finally, a
Graft nmessage is used to re-join a previously pruned branch to the
delivery tree.
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4.4.1. Upstream Prune, Join, and Graft Messages

The Upstreanm(S, G state machine for sending Prune, Graft, and Join
nmessages i s given below. There are three states.

Forwardi ng (F)
This is the starting state of the Upstean(S, G state nachine.
The state nachine is in this state if it just started or if
oiflist(S,G != NULL.

Pruned (P)
The set, olist(S, G, is enpty. The router will not forward data
fromS addressed to group G

AckPendi ng ( AP)
The router was in the Pruned(P) state, but a transition has
occurred in the Downstreanm(S, G state nachine for one of this
(S, G entry's outgoing interfaces, indicating that traffic fromsS
addressed to G should again be forwarded. A Gaft nessage has
been sent to RPF' (S), but a Gaft Ack nmessage has not yet been
received.

In addition, there are three state-machine-specific tinmers:

GaftRetry Timer (GRT(S, Q)
This timer is set when a Graft is sent upstream |If a
corresponding Graft Ack is not received before the tinmer expires,
then another Gaft is sent, and the GaftRetry Tinmer is reset.
The tiner is stopped when a Gaft Ack nessage is received. This
timer is normally set to Graft_Retry Period (see 4.8).

Override Tinmer (OI(S, Q)
This timer is set when a Prune(S, G is received on the upstream
interface where olist(S, G != NULL. Wen the timer expires, a
Join(S, G nessage is sent on the upstreaminterface. This tiner
is normally set tot _override (see 4.8).

Prune Limt Tinmer (PLT(S, Q)
This timer is used to rate-limt Prunes on a LAN. It is only
used when the Upstrean(S, G state nachine is in the Pruned state.
A Prune cannot be sent if this timer is running. This timer is
normally set tot |imt (see 4.8).
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U + U +
| | olist == NULL | |
| For war d R >| Pruned |
| | | |
S + S +

~o ~o

| | |

| | RPF* (S) Changes ol ist == NULL| |

| |

| N PR + |

| A >] R EEEEEEEEE + o

| | AckPending | |

B | | <-----mmme - +

Rcv Graft Ack OR +------------- + olist !'= NULL

Rcv State Refresh

Wth (P==0) OR

S Directly Connect
Figure 1. Upstream Interface State Machine

In tabular form the state nmachine is defined as foll ows:

o e e e e e e e e e e e e aa o s o e e e e e e e e e e e e e e e e e m o +
| | Previous State |
| e e e +
| Event | Forwarding | Pruned | AckPending |
e e . . . +
| Data packet arrives on | ->P Send | ->P Send | NA |
| RPF_Interface(S) AND | Prune(S,G | Prune(S, G | |
| olist(S, G == NULL AND | Set PLT(S, G| Set PLT(S, Q| |
| PLT(S,G not running | | | |
e e e e +
| State Refresh(S, G received | ->F Set | ->P Reset |->AP Set |
| from RPF' (S) AND | or(s,g | PLT(S, G | or(s, g |
| Prune Indicator == | | | |
o e m e e e e e e e e oo oo S S S +

| State Refresh(S, G received | ->F | ->P Send | ->F Cancel |
| fromRPF (S) AND | | Prune(S, G | GRT(S G |
| Prune Indicator == 0 AND | | Set PLT(S, G | |
| PLT(S, G not running | |
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e +
| Previous State |
. . . +
| Forwarding | Pr uned | AckPending |
S S S +
| ->F Cancel | ->P | - >AP Cancel |
| or(s, g | | or(s, g |
e e e +
| ->F Set | ->P | - >AP Set |
| or(s, g | | or(s, g |
S S S +
| ->F Send | NA | - >AP Send |
| Join(S QG | | Join(S QG |
e e e +
| ->P Send | NA | ->P Send |
| Prune(S, G | | Prune(S, G |
| Set PLT(S, G| | Set PLT(S, G|
| | | Cancel |
| | | RT(S, G |
e e - +
| NA | ->AP Send | NA |
| | Gaft(S, QG | |
| | Set GRT(S, G| |
S S S +
| ->AP Send | ->AP Send |->AP Send |
| Gaft(S, Q9 | Gaft(S, Q9 | Gaft(S, G |
| Set GRT(S, G| Set CRT(S, Q|Set GRI(S, G|
Fomm e oo - Fomm e oo - Fomm e oo - +
| ->P | ->P Cancel |->P Cancel |
| | PLT(S,Q | OCRI(S QG |
S TRy S TP S TP +
| ->F | ->P | ->F Cancel |
| | | GRI(S, G
Fomm e oo - Fomm e oo - Fomm e oo - +
| NA | NA | - >AP Send |
| | | Gaft(S QG |
| | | Set GRT(S, G|
e e e +
| ->F | ->P | ->F Cancel |
| | | &RT(S, G |
S S S +

"RevGraft Ack(S, Q" inplies receiving a Graft Ack

nessage targeted to this router’s address on the inconming interface

for the (S,G entry.

If the destination address is not correct, the

state transitions in this state nachi ne must not occur.

Adars,

et al.
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4.4.1.1. Transitions fromthe Forwarding (F) State

When the Upstream(S, G state nachine is in the Forwarding (F) state,

the followi ng events nay trigger a transition:
Dat a Packet arrives on RPF_Interface(S) AND olist(S, G == NULL AND
S NOT directly connected

The Upstrean(S, G state machine MJST transition to the Pruned (P)
state, send a Prune(S, G to RPF (S), and set PLT(S, G tot limt
seconds.

State Refresh(S, G Received from RPF (S)

The Upstrean(S, G state nachine remains in a Forwardi ng state.

If the received State Refresh has the Prune Indicator bit set to
one, this router nust override the upstreamrouter’s Prune state
after a short randominterval. |If OI(S, G is not running and the
Prune Indicator bit equals one, the router MIST set OI(S, G to

t _override seconds.

See Join(S, G to RPF (9

This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S) send
aJoin(S,G to RPF (S, G. If the OI(S,G is running, then it
nmeans that the router had scheduled a Join to override a
previously received Prune. Another router has responded nore
quickly with a Join, so the local router SHOULD cancel its

or(s, g, if it is running. The Upstream S, G state nmachine
remains in the Forwarding (F) state.

See Prune(S,G AND S NOT directly connected

This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S) send
a Prune(S,G. As this router is in Forwarding state, it mnust
override the Prune after a short randominterval. |If OI(S QG is
not running, the router MJST set OI(S,G to t_override seconds.
The Upstrean(S, G state machine remains in Forwarding (F) state.

OT(S,G Expires AND S NOT directly connected

o

Adars,

The OverrideTiner (OT(S,G) expires. The router MJST send a
Join(S, G to RPF (S) to override a previously detected prune.
The Upstrean(S, G state nmachine remains in the Forwarding (F)
state.

ist(S,G -> NULL AND S NOT directly connected

The Upstreanm(S, G state machine MJUST transition to the Pruned (P)
state, send a Prune(S, G to RPF (S), and set PLT(S, G tot limt
seconds.
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RPF' (S) Changes AND olist(S,G is non-NULL AND S NOT directly
connect ed
Uni cast routing or Assert state causes RPF (S) to change,
i ncluding changes to RPF_Interface(S). The Upstream(S, G state
machi ne MJUST transition to the AckPending (AP) state, unicast a
Graft to the new RPF (S), and set the GraftRetry Tiner (GRT(S, Q)
to Graft_Retry_ Peri od.

RPF' (S) Changes AND olist(S, G is NULL
Uni cast routing or Assert state causes RPF (S) to change,
i ncluding changes to RPF_Interface(S). The Upstrean(S, G state
machi ne MUST transition to the Pruned (P) state.

4.4.1.2. Transitions fromthe Pruned (P) State

VWhen the Upstream(S, G state nachine is in the Pruned (P) state, the
followi ng events may trigger a transition:

Data arrives on RPF_interface(S) AND PLT(S, G not running AND S NOT

directly connected
Ei ther another router on the LAN desires traffic from S addressed
to Gor a previous Prune was lost. To prevent generating a
Prune(S,G in response to every data packet, the PruneLimt Timer
(PLT(S,G) is used. Once the PLT(S, G expires, the router needs
to send another prune in response to a data packet not received
directly fromthe source. A Prune(S, G MJIST be sent to RPF (9),
and the PLT(S,G MJST be set tot_limt.

State Refresh(S, G Received from RPF (S)
The Upstrean(S, G state machine remains in a Pruned state. |If
the State Refresh has its Prune Indicator bit set to zero and
PLT(S,GQ is not running, a Prune(S, G MJST be sent to RPF (9),
and the PLT(S, G MJIST be set tot_linmt. |If the State Refresh
has its Prune Indicator bit set to one, the router MJST reset
PLT(S, G tot_limt.

See Prune(S, G to RPF (9S)
A Prune(S,G is seen on RPF_interface(S) to RPF (S). The
Upstream(S, G state machine stays in the Pruned (P) state. The
router MAY reset its PLT(S, G to the value in the Holdtime field
of the received nmessage if it is greater than the current val ue
of the PLT(S, G.

olist(S,G->non-NULL AND S NOT directly connected

The set of interfaces defined by the olist(S, G nacro becones
non-enpty, indicating that traffic fromS addressed to group G
nmust be forwarded. The Upstreanm(S, G state nachi ne MJST cancel

PLT(S, G, transition to the AckPending (AP) state and unicast a
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Graft nmessage to RPF' (S). The Gaft Retry Tinmer (GRT(S, Q) MIJST
be set to Graft_Retry_Peri od.

RPF' (S) Changes AND olist(S,G == non-NULL AND S NOT directly
connect ed

Uni cast routing or Assert state causes RPF (S) to change,

i ncludi ng changes to RPF _Interface(S). The Upstream(S, G state
machi ne MUST cancel PLT(S, G, transition to the AckPending (AP)
state, send a Graft unicast to the new RPF' (S), and set the
GaftRetry Timer (GRT(S, Q) to Gaft_Retry_Period.

RPF' (S) Changes AND olist(S,G == NULL AND S NOT directly connected

Uni cast routing or Assert state causes RPF (S) to change,

i ncluding changes to RPF _Interface(S). The Upstream(S, G state
machi ne stays in the Pruned (P) state and MJST cancel the
PLT(S, G tinmer.

beconmes directly connected
Uni cast routing changed so that S is directly connected. The
Upstrean(S, G state machine remains in the Pruned (P) state.

4.4.1.3. Transitions fromthe AckPending (AP) State

When the Upstrean(S, G state nmachine is in the AckPending (AP) state,
the following events nmay trigger a transition:

State Refresh(S, G Received fromRPF (S) with Prune Indicator ==

The Upstrean(S, G state machine remains in an AckPending state.
The router nust override the upstreamrouter’s Prune state after
a short randominterval. |If OI(S, G is not running and the Prune
I ndicator bit equals one, the router MIUST set OI(S, G to

t _override seconds.

State Refresh(S, G Received fromRPF (S) with Prune Indicator ==

The router MJIST cancel its GaftRetry Tiner (GRT(S, G) and
transition to the Forwarding (F) state.

See Join(S, G to RPF (S, QG

Adars,

This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S) send
aJoin(S,G to RPF (S, G. If the OI(S,G is running, then it
nmeans that the router had scheduled a Join to override a
previously received Prune. Another router has responded nore
quickly with a Join, so the local router SHOULD cancel its

or(s, g, if it is running. The Upstream S, G state nmachine
remains in the AckPending (AP) state.
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See Prune(S, G
This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S) send
a Prune(S,G. As this router is in AckPending (AP) state, it
must override the Prune after a short randominterval. |If
Or(S,G is not running, the router MIST set OI(S, G to t_override
seconds. The Upstream(S, G state machine renmains i n AckPendi ng
(AP) state.

Or(sS, G Expires
The OverrideTiner (OT(S,G) expires. The router MIJST send a
Join(S, G to RPF (S). The Upstream(S, G state machine renmmins in
the AckPending (AP) state.

olist(S, G -> NULL
The set of interfaces defined by the olist(S,G nacro becones
null, indicating that traffic fromS addressed to group G should
no | onger be forwarded. The Upstrean(S, G state nmachi ne MUST
transition to the Pruned (P) state. A Prune(S,G MJST be
nmulticast to the RPF_interface(S), with RPF (S) nanmed in the
upstream nei ghbor field. The GaftRetry Timer (GRT(S, G) MIST be
cancel l ed, and PLT(S, G MJST be set tot_limt seconds.

RPF' (S) Changes AND olist(S, G does not becone NULL AND S NOT
directly connected
Uni cast routing or Assert state causes RPF' (S) to change,
i ncluding changes to RPF_Interface(S). The Upstream(S, G state
machi ne stays in the AckPending (AP) state. A Gaft MJST be
uni cast to the new RPF (S) and the GraftRetry Timer (GRT(S, Q)
reset to Graft_Retry_ Peri od.

RPF’ (S) Changes AND olist(S,G == NULL AND S NOT directly connected
Uni cast routing or Assert state causes RPF (S) to change,
i ncluding changes to RPF_Interface(S). The Upstream(S, G state
machi ne MJUST transition to the Pruned (P) state. The G aftRetry
Timer (GRT(S,G) MIST be cancell ed.

S becones directly connected
Uni cast routing has changed so that Sis directly connected. The
GraftRetry Timer MUST be cancelled, and the Upstrean(S, G state
machi ne MJUST transition to the Forwardi ng(F) state.
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4.4. 2.

GRT(S, G Expires

The GraftRetry Tiner (GRT(S, G) expires for this (S, G entry.
The Upstrean(S, G state nachine stays in the AckPendi ng (AP)
state. Another Graft nessage for (S, G SHOULD be unicast to
RPF (S) and the GraftRetry Timer (GRT(S,G) reset to
Gaft_Retry Period. It is RECOMENDED that the router retry a
configured nunber of tinmes before ceasing retries.

See Graft Ack(S, G from RPF (S)

A GaftAck is received from RPF (S). The GaftRetry Timer MJST

be cancelled, and the UpstreamS, G state machine MJST transition
to the Forwarding(F) state.

Downst ream Prune, Join, and Graft Messages

The Prune(S, G Downstream state nachine for receiving Prune, Join and
Graft messages on interface | is given below This state machine
MUST al ways be in the Nolnfo state on the upstreaminterface. It
contains three states.

Nol nf o( NI')

The interface has no (S,G Prune state, and neither the Prune

timer (PT(S,G 1)) nor the PrunePending timer ((PPT(S,Gl)) is
runni ng.

Pr unePendi ng( PP)

The router has received a Prune(S,G on this interface froma
downst ream nei ghbor and is waiting to see whether the prune wll
be overridden by anot her downstreamrouter. For forwarding

pur poses, the PrunePending state functions exactly like the
Nol nfo state.

Pruned(P)

The router has received a Prune(S,G on this interface froma
downst ream nei ghbor, and the Prune was not overridden. Data from

S addressed to group Gis no |longer being forwarded on this
interface.

In addition, there are two tiners:

PrunePendi ng Tiner (PPT(S,Gl))

Adars,

This timer is set when a valid Prune(S,G is received. Expiry of

the PrunePending Tinmer (PPT(S, G 1)) causes the interface to
transition to the Pruned state.
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Prune Timer (PT(S,Gl))
This timer is set when the PrunePending Tinmer (PT(S Gl))
expires. Expiry of the Prune Timer (PT(S,Gl)) causes the
interface to transition to the Nolnfo (NI) state, thereby
allowing data from S addressed to group Gto be forwarded on the

interface.
S + S +
| | PPT Expires | |
| PrunePending |----------------------- >| Pruned |
I I I I
S + S +
|~ I
. I
| | Rev Prune |
| I
| oo + |
| | | |
| | Nol nf o | <-----mmme - +
R >| | Rcv Join/Graft OR
Rcv Join/Graft OR +------------- + PT Expires OR
RPF I nterface(S)->l RPF_I nterface(S)->l

Figure 2: Downstream Interface State Machi ne
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In tabular form the state nachine is as foll ows:
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o m e e e e e e aaa oo o m e e e e e e e e e e e e e maa oo +
| | Previous State |
+ S S S +
| Event | No Info | PrunePend | Pruned
o m e e e e e e eaa oo Fom ek Fom ek Fom ek +
| Receive Prune(S, Q | ->PP Set | - >PP | - >P Reset
I | PPT(S, G1) | | PT(S,G1) |
o m e e e e e eme e mao o Fomm e oo - Fomm e oo - Fomm e oo - +
| Receive Join(S, G | - >N | ->NI Cancel |->NI Cancel
I I | PPT(S,G1) | PI(SGI) |
o m e e e e e e eaa oo Fom ek Fom ek Fom ek +
| Receive Graft(S, Qg | ->NI Send | ->NI Send | ->NI Send |
| | GaftAck | GaftAck | GaftAck |
| | | Cancel | Cancel
| | | PPT(S.GI) | PTI(SGI) |
o e m e e e e e e e e oo oo S S S +
| PPT(S, G Expires | NA | ->P Set | NA |
I I | PT(S,G1) | I
o m e e e e e e aaa oo T T T +
| PT(S, G Expires | NA | NA | ->NI |
o e e e e e e e e e e e e aa o s S S S +
| RPF_Interface(S) becones | | - >NI | ->NI Cancel |->N Cancel
I I | PPT(S,G1) | PI(SGI) |
o e e e e e e e eaa oo Fom o Fom o Fom o +
| Send State Refresh(S, G out | |->NI | - >PP | - >P Reset
I I I | PT(S,G1) |
o e e e e e e e e e e e e aa o s S S S +
The transition events "Receive GGaft (S, G", "Receive Prune(S, G", and
"Receive Join(S, Q" denote receiving a Graft, Prune, or Join nessage
in which this router’s address on | is contained in the nmessage’s
upstream nei ghbor field. |If the upstream neighbor field does not
match this router’s address on |, then these state transitions in
this state machi ne nust not occur
4.4.2.1. Transitions fromthe Nolnfo State
VWen the Prune(S, G Downstream state nachine is in the Nolnfo (N)
state, the followi ng events may trigger a transition
Recei ve Prune(S, G
A Prune(S,G is received on interface | with the upstream
nei ghbor field set to the router’s address on I. The Prune(S, G
Downst ream state machine on interface | MJST transition to the
PrunePending (PP) state. The PrunePending Timer (PPT(S Gl))
MUST be set to J/P_Override_ Interval if the router has nore than
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one neighbor on|. |If the router has only one nei ghbor on
interface I, then it SHOULD set the PPT(S,GIl) to zero,
effectively transitioning i mediately to the Pruned (P) state.

Receive G aft(S, G

A Gaft(S, G is received on the interface | with the upstream
nei ghbor field set to the router’s address on I. The Prune(S, G
Downstream state machine on interface | stays in the Nolnfo (N)
state. A GaftAck(S,G MIST be unicast to the originator of the
Gaft (S, G nessage.

4.4.2.2. Transitions fromthe PrunePending (PP) State

When the Prune(S, G downstream state nachine is in the PrunePending
(PP) state, the following events may trigger a transition.

Recei ve Join(S, G

A Join(S,G is received on interface | with the upstream nei ghbor
field set to the router’s address on |I. The Prune(S, G

Downst ream state machine on interface | MJST transition to the
Nolnfo (NI) state. The PrunePending Tiner (PPT(S, GIl)) MJIST be
cancel | ed.

Receive G aft(S, G

A Gaft(S, G is received on interface | with the upstream

nei ghbor field set to the router’'s address on I. The Prune(S, G
Downst ream state machine on interface | MJUST transition to the
Nolnfo (NI) state and MJST unicast a Graft Ack nessage to the
Graft originator. The PrunePending Tiner (PPT(S, Gl)) MIST be
cancel | ed.

PPT(S, G 1) Expires

Adars,

The PrunePending Tiner (PPT(S,Gl)) expires, indicating that no
nei ghbors have overridden the previous Prune(S, G nessage. The
Prune(S, G Downstream state machine on interface | MJST
transition to the Pruned (P) state. The Prune Tinmer (PT(S,Gl))
is started and MJST be initialized to the received

Prune_Hold _Tine mnus J/P _Override_ Interval. A PruneEcho(S, G
MUST be sent on | if | has nore than one PIM neighbor. A
PruneEcho(S, G is sinply a Prune(S, G message multicast by the
upstreamrouter to a LAN, with itself as the Upstream Nei ghbor.
Its purpose is to add additional reliability so that if a Join
that shoul d have overridden the Prune is lost locally on the LAN,
the PruneEcho(S, G nay be received and trigger a new Join
nmessage. A PruneEcho(S, G is OPTIONAL on an interface with only
one PI M neighbor. |In addition, the router MJST eval uate any
possi bl e transitions in the Upstream(S, G state machine.
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RPF I nterface(S) becones interface |
The upstreaminterface for S has changed. The Prune(S, G
Downst ream state machine on interface | MJST transition to the
Nolnfo (NI) state. The PrunePending Tiner (PPT(S, GIl)) MJIST be
cancel | ed.

4.4.2.3. Transitions fromthe Prune (P) State

When the Prune(S, G Downstream state nachine is in the Pruned (P)
state, the followi ng events may trigger a transition.

Recei ve Prune(S, G
A Prune(S, G is received on the interface | with the upstream
nei ghbor field set to the router’'s address on I. The Prune(S, G
Downst ream state machine on interface | remains in the Pruned (P)
state. The Prune Timer (PT(S,Gl)) SHOULD be reset to the
hol dti me contained in the Prune(S, G message if it is greater
than the current val ue.

Recei ve Join(S, G
A Join(S, G is received on the interface | with the upstream
nei ghbor field set to the router’s address on I. The Prune(S, G
downstream state nachine on interface I MJST transition to the
Nolnfo (NI) state. The Prune Tinmer (PT(S, GIl)) MJST be
cancel l ed. The router MJST eval uate any possible transitions in
the Upstrean(S, G state nachine.

Receive G aft(S, G
A Gaft(S,G is received on interface | with the upstream
nei ghbor field set to the router’s address on I. The Prune(S, G
Downst ream state machine on interface | MJUST transition to the
Nol nfo (NI') state and send a Graft Ack back to the Gaft’s
source. The Prune Timer (PT(S,G1)) MIST be cancelled. The
router MJUST eval uate any possible transitions in the
Upstream(S, G state machi ne.

PT(S, G |) Expires
The Prune Timer (PT(S,G 1)) expires, indicating that it is again
time to flood data from S addressed to group G onto interface I.
The Prune(S, G Downstream state machine on interface | MJST
transition to the Nolnfo (NI) state. The router MJST eval uate
any possible transitions in the Upstream(S, G state nmchine.

RPF Interface(S) becones interface |
The upstreaminterface for S has changed. The Prune(S, G
Downstream state nachine on interface | MJST transition to the
Nolnfo (NI) state. The PruneTiner (PT(S,G1)) MJIST be cancell ed.
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Send State Refresh(S, G out interface |
The router has refreshed the Prune(S, G state on interface I.
The router MUST reset the Prune Timer (PT(S,G1)) to the Holdtine
froman active Prune received on interface |I. The Holdtine used
SHOULD be the | argest active one but MAY be the nobst recently
received active Prune Hol dti ne.

4.5, State Refresh

This section describes the najor portions of the state refresh
mechani sm

4.5.1. Forwarding of State Refresh Messages

Wen a State Refresh nessage, SRM is received, it is forwarded
according to the foll owi ng pseudo-code.

if (iif !'= RPF_interface(S))

return;
if (RPF (S) != srcaddr(SRM)
return;
if (StateRefreshRateLimt(S, G == TRUE)
return;
for each interface | in pimnbrs {
if (TTL(SRM == 0 OR (TTL(SRM - 1) < Threshol d(l))
conti nue; /[* Qut of TTL, skip this interface */
i f (boundary(l, Q)
conti nue; /[* This interface is scope boundary, skip it */
if (I ==1iif)
conti nue; /* This is the incomng interface, skip it */
if (lost_assert(S,Gl) == TRUE)
conti nue; /* Let the Assert Wnner do State Refresh */
Copy SRMto SRM ; /* Make a copy of SRMto forward */

if (I contained in prunes(S, Q) {
set Prune Indicator bit of SRM to 1;

if StateRefreshCapable(l) == TRUE

set PT(S, G to largest active holdtinme read froma Prune
nessage accepted on |;
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} else {
set Prune Indicator bit of SRM to O;
}

set srcaddr(SRM ) to ny_addr(I);

set TTL of SRM to TTL(SRM - 1;

set metric of SRM to netric of unicast route used to reach S;
set pref of SRM to preference of unicast route used to reach S;
set mask of SRM to nmask of route used to reach S

if (AssertState == Nolnfo) {

set Assert Override of SRM to 1;
} else {

set Assert Override of SRM to O;
}

transmt SRM on |;

}
The pseudocode above enpl oys the foll owi ng nacro definitions.

Boundary(l,@ is TRUE if an administratively scoped boundary for
group Gis configured on interface I.

St at eRef reshCapabl e(1) is TRUE if all neighbors on an interface use
the State Refresh option.

StateRefreshRateLimt (S, G is TRUEif the tinme el apsed since the | ast
received StateRefresh(S, G is less than the configured
RefreshLim tlnterval.

TTL(SRM returns the TTL contained in the State Refresh Message, SRM
This is different fromthe TTL contained in the |IP header.

Threshol d(1) returns the mnimum TTL that a packet nust have before
it can be transnmitted on interface I.

srcaddr (SRM returns the source address contained in the network
protocol (e.g., |IPv4) header of the State Refresh Message, SRM

ny_addr (1) returns this node’s network (e.g., |Pv4) address on
interface I|.
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4.5.2. State Refresh Message Origination

This section describes the origination of State Refresh nessages.
These nessages are generated periodically by the PI M DM router
directly connected to a source. One Origination(S, G state machine
exists per (S,Q entry in a PIMDMrouter.

The Origination(S, G state machine has the foll owi ng states:

Not Ori gi nat or ( NO)
This is the starting state of the Origination(S, G state machine.

Wiile in this state, a router will not originate State Refresh
nessages for the (S, G pair.

Oiginator (0O
VWhen in this state the router will periodically originate State

Ref resh nmessages. Only routers directly connected to S may
transition to this state.

In addition, there are two state machine specific tiners:

State Refresh Timer (SRT(S, Q)
This timer controls when State Refresh nmessages are generated.
The tinmer is initially set when that Origination(S, G state
machi ne transitions to the Ostate. |t is cancelled when the
Oigination(S, G state nachine transitions to the NO state. This
timer is normally set to StateRefreshinterval (see 4.8).

Source Active Timer (SAT(S, Q)
This timer is first set when the Origination(S, G state nmachi ne
transitions to the Ostate and is reset on the recei pt of every
data packet from S addressed to group G Wen it expires, the
Oigination(S, G state nachine transitions to the NO state. This
timer is normally set to SourceLifetine (see 4.8).

R L + SAT Expires OR R L +
S NOT Direct Connect

Figure 3. State Refresh State Machine
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In tabular form the state nachine is defined as foll ows:

o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e m e mmm - =
| | Previous State

| R o e e e e oo oo
| Event | NotOriginator | Ori gi nat or

o m e e e e e e e eee o an o o e e ek
| Receive Data from S AND | ->0 | ->0 Reset

| S directly connected | Set SRT(S, G | SAT(S, §

| | Set SAT(S, G |

o e e e e e e e e e e e e e e oo s Fom e e e oo - o e a o
| SRT(S, G Expires | NA | ->0 Send

| | | StateRefresh(S, G

| | | Reset SRT(S, G

o m e e e e e e e e e e ee o an oo o e e e oo s
| SAT(S, G Expires | NA | ->NO Cancel

| | | SRT(S, G

o e m e e e e e e e e e e e oo oo Fom e e e oo oo - o e e e oo
| S no longer directly connected | ->NO | ->NO

| | | Cancel SRT(S, G
| | | Cancel SAT(S, G
o m e e e e e e e e e e e e e Fom e e e e oo - o m e e e e e oo

4.5.2.1. Transitions fromthe NotOriginator (NO State

When the Originating(S,G state machine is in the NotOiginator (NO
state, the followi ng event may trigger a transition:

Dat a Packet received fromdirectly connected Source S addressed to
group G

The router MJUST transition to an Originator (O state, set
SAT(S, G to SourcelLifetime, and set SRT(S, G to
StateRefreshinterval. The router SHOULD record the TTL of the
packet for use in State Refresh messages.

4.5.2.2. Transitions fromthe Originator (O State

When the Originating(S, G state nachine is in the Originator (O
state, the followi ng events may trigger a transition:

Recei ve Data Packet from S addressed to G

Adars,

The router remains in the Originator (O state and MJST reset
SAT(S, G to SourcelLifetime. The router SHOULD i ncrease its
recorded TTL to match the TTL of the packet, if the packet’s TTL
is larger than the previously recorded TTL. A router MAY record
the TTL based on an inplementation specific sanmpling policy to
avoid exam ning the TTL of every nulticast packet it handl es.

5
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SRT(S, G Expires
The router remains in the Originator (O state and MJST reset
SRT(S, G to StateRefreshlnterval. The router MJST al so generate
State Refresh messages for transm ssion, as described in the
State Refresh Forwarding rules (Section 4.5.1), except for the
TTL. If the TTL of data packets fromS to G are being recorded,
then the TTL of each State Refresh nessage is set to the highest
recorded TTL. O herwise, the TTL is set to the configured State
Refresh TTL. Let | denote the interface over which a State
Refresh nessage is being sent. |If the Prune(S, G Downstream
state machine is in the Pruned (P) state, then the Prune-
Indicator bit MJST be set to 1 in the State Refresh nessage being
sent over |I. Qtherw se, the Prune-Indicator bit MJST be set to O.

SAT(S, G Expires
The router MUST cancel the SRT(S, G timer and transition to the
Not Ori gi nator (NO state.

S is no longer directly connected
The router MUST transition to the NotOriginator (NO state and
cancel both the SAT(S, G and SRT(S, Q.

4.6. PIMAssert Messages
4.6.1. Assert Metrics
Assert netrics are defined as foll ows:

struct assert_netric {
netric_preference;
route netric;

i p_address;

b

VWhen assert_nmnetrics are conpared, the metric_preference and

route netric field are conpared in order, where the first | ower value
wins. |If all fields are equal, the | P address of the router that
sourced the Assert nessage is used as a tie-breaker, with the highest
| P address w nni ng.
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An Assert netric for (S,G to include in (or conpare against) an
Assert message sent on interface | should be conputed by using the
fol | owi ng pseudocode:

assert_netric
ny_assert _netric(S,G1) {
if (CouldAssert(S,Gl) == TRUE) {
return spt_assert _netric(S,Gl)
} else {
return infinite_assert_netric()
}
}

spt_assert _netric(S,1) gives the Assert netric we use if we're
sendi ng an Assert based on active (S, G forwarding state:

assert_netric
spt_assert _netric(S, 1) {

return {0, MRIB.pref(S), MRIB.netric(S), my_addr (1)}
}

MRI B. pref (X) and MRIB.netric(X) are the routing preference and
routing netrics associated with the route to a particular (unicast)
destination X, as determned by the MRIB. ny_addr(l) is sinply the
router’s network (e.g., |IP) address associated with the | ocal
interface I.

infinite assert_metric() gives the Assert netric we need to send an
Assert but doesn’t match (S, G forwarding state:

assert_netric

infinite assert_metric() {
return {1,infinity,infinity, 0}

}

4.6.2. AssertCancel Messages

An AssertCancel (S,G nessage is sinply an Assert nessage for (S, G
with infinite metric. The Assert wi nner sends this message when it
changes its upstreaminterface to this interface. Oher routers wll
see this netric, causing those with forwarding state to send their
own Asserts and re-establish an Assert wi nner.

Assert Cancel nessages are sinply an optimzation. The original
Assert timeout mechanismw |l eventually allow a subnet to becone
consi stent; the AssertCancel mechani smsinply causes faster
convergence. No special processing is required for an Assert Cancel
nessage, as it is sinply an Assert nessage fromthe current w nner.
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4.6.3. Assert State Macros

The macro | ost_assert(S,G1l), is used in the olist conputations of
Section 4.1.3, and is defined as foll ows:

bool lost _assert(S, Gl1) {
if ( RPF_interface(S) ==1 ) {
return FALSE
} else {
return (AssertWnner(S,G 1) !'= ne AND
(AssertWnnerMetric(S,G 1) is better than
spt_assert _netric(S,Gl)))
}
}

AssertWnner (S, G 1) defaults to NULL, and AssertWnnerMetric(S, G l)
defaults to Infinity when in the Nolnfo state.

4.6.4. (S, G Assert Message State Machi ne

The (S, G Assert state machine for interface | is shown in Figure 4.
There are three states:

Nol nfo (NI)
This router has no (S, G Assert state on interface I.

| am Assert Wnner (W

This router has won an (S, G Assert on interface I. It is now
responsi ble for forwarding traffic fromsS destined for G via
interface I|.

| am Assert Loser (L)
This router has lost an (S,G Assert on interface I. It must not
forward packets fromS destined for Gonto interface I.

In addition, an Assert Tinmer (AT(S,G1)) is used to time out the
Assert state.
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|

| Rcv Pref Assert or|
| AT Expires OR State Refresh|
| Coul dAssert - >FALSE |
|
|

T + |
Fomm oo >| [---------- +
| No Info |
B - | | <-----mmmem - +
Rcv Data fromdnstrm +------------- + Recv Inf Assert fromWn OR
OR Rcv Inferior Assert Rcv Inf SR from W nner OR
OR Rcv Inferior SR AT Expires OR

Coul dAssert Changes OR
Wnner’'s NLT Expires

Figure 4: Assert State Machine

In tabular form the state nmachine is defined as foll ows:

A oy +
| | Previous State |
| e e e +
| Event | No Info | W nner | Loser |
o e e e e e e e e e e e e aa o s S S S +
| An (S, G Data packet received | ->W Send | ->W Send | ->L |
| on downstreaminterface | Assert(S, G| Assert(S, G| |
| Set | Set |
I | AT(S,G1) | AT(SGI) | I
o m e e e e e eme e mao o o m e e e e e e e e e e e e e e e e o +
| Receive Inferior (Assert OR | NA | NA | ->NI Cancel |
| State Refresh) from Assert | | | AT(S, G1) |
| Wnner | | | |
o i +
| Receive Inferior (Assert OR | ->W Send | ->W Send | ->L |
| State Refresh) from non-Assert| Assert(S, G| Assert(S Q| |
| Wnner AND Coul dAssert==TRUE | Set | Set | |
| | AT(S,G1) | AT(SGI) | |
U oy +
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e o o oo +
| | Previous State |
| e e e +
| Event | No Info | W nner | Loser |
o e e e e e e e e e e e e aa o s S S S +
| Receive Preferred Assert OR | ->L Send | ->L Send | ->L Set |
| State Refresh | Prune(S, G | Prune(S, G | AT(S, GI) |
| | Set | Set | |
I | AT(S,GI1) | AT(SGI) | I
o m e e e e e eme e mao o o m e e e e e e e e e e e e e e e e o +
| Send State Refresh | ->NI | ->WReset | NA |
I I | AT(S,G1) | I
o oo o o e +
| AT(S, G Expires | NA | ->NI | ->NI |
o e oo o m o e +
| Coul dAssert -> FALSE | ->N | ->NI Cancel |->N Cancel |
I I | AT(S,G1) | AT(SGI) |
o e m e e e e e e e e oo oo o e m e e e e e e e e e e e e m— oo +
| Coul dAssert -> TRUE | ->NI | NA | ->NI Cancel |
I I I | AT(S,GI) |
oo oo o m oo +
| Wnner’s NLT(N, 1) Expires | NA | NA | ->NI Cancel |
I I I | AT(S,G1) |
o e m e e e e e e e e oo oo o e m e e e e e e e e e e e e m— oo +
| Receive Prune(S, G, Join(S,G | ->N | ->W | ->L Send |
| or Gaft(S, G | | | Assert(S, Q]|
oo ot o e e ieaiaaoo-- +

Term nol ogy: A "preferred assert” is one with a better nmetric than
the current winner. An "inferior assert" is one with a worse netric
than ny_assert _netric(S, Gl).

The state nachine uses the follow ng nacro:

Coul dAssert (S, G 1) = (RPF_interface(S) '=1)

4.6.4.1. Transitions fromMNolnfo State

In the Nolnfo state, the follow ng events nay trigger transitions:

An (S, G data packet arrives on downstreaminterface |

Adars,

An (S, G data packet arrived on a downstreaminterface. It is
optimstically assumed that this router will be the Assert wi nner
for this (S,§. The Assert state machine MJST transition to the
"I am Assert Wnner" state, send an Assert(S, G to interface I,
store its own address and nmetric as the Assert Wnner, and set
the Assert_Tiner (AT(S,G1) to Assert_Time, thereby initiating
the Assert negotiation for (S, G.
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Receive Inferior (Assert OR State Refresh) AND

Coul dAssert (S, G | )==TRUE
An Assert or State Refresh is received for (S, G that is inferior
to our own assert netric on interface |I. The Assert state machi ne
MJST transition to the "I am Assert Wnner" state, send an
Assert (S, G to interface |, store its own address and netric as
the Assert Wnner, and set the Assert Timer (AT(S, GIl)) to
Assert Ti me.

Receive Preferred Assert or State Refresh
The received Assert or State Refresh has a better netric than
this router’s, and therefore the Assert state nmachi ne MJST
transition to the "I am Assert Loser" state and store the Assert
Wnner's address and netric. |If the netric was received in an
Assert, the router MJUST set the Assert Timer (AT(S, Gl)) to
Assert Time. |If the netric was received in a State Refresh, the
router MJST set the Assert Tinmer (AT(S,Gl)) to three tinmes the
received State Refresh Interval. |If Coul dAssert(S, G 1) == TRUE,
the router MUST also nulticast a Prune(S, G to the Assert wi nner
with a Prune Hold Tinme equal to the Assert Tiner and eval uate any
changes in its Upstreanm(S, G state machi ne.

4.6.4.2. Transitions fromWnner State

When in "I am Assert Wnner" state, the follow ng events trigger
transitions:

An (S, G data packet arrives on downstreaminterface |
An (S, G data packet arrived on a downstreaminterface. The
Assert state nmachine remains in the "I am Assert Wnner" state.
The router MUST send an Assert(S, G to interface | and set the
Assert Timer (AT(S,GIl) to Assert Tine.

Receive Inferior Assert or State Refresh
An (S, G Assert is received containing a nmetric for S that is
worse than this router’s netric for S. \Woever sent the Assert
isinerror. The router MIST send an Assert(S,G to interface |
and reset the Assert Timer (AT(S,Gl)) to Assert Tine.

Recei ve Preferred Assert or State Refresh
An (S, G Assert or State Refresh is received that has a better

metric than this router’s nmetric for Son interface I. The
Assert state machine MJST transition to "I am Assert Loser" state
and store the new Assert Wnner’'s address and netric. |f the

metric was received in an Assert, the router MJST set the Assert
Timer (AT(S,Gl)) to Assert_Tine. |If the metric was received in
a State Refresh, the router MJIST set the Assert Tinmer (AT(S, Gl))
to three tines the State Refresh Interval. The router MJST al so
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4.6.4

Wh
oc

nmulticast a Prune(S,G to the Assert winner, with a Prune Hold
Time equal to the Assert Tiner, and evaluate any changes in its
Upstream(S, G state machi ne.

Send State Refresh
The router is sending a State Refresh(S, G nessage on interface
I. The router MJST set the Assert Tiner (AT(S,G1l)) to three
times the State Refresh Interval contained in the State
Refresh(S, G nessage.

AT(S, G 1) Expires
The (S, G Assert Tiner (AT(S, G 1)) expires. The Assert state
machi ne MUST transition to the Nolnfo (NI) state.

Coul dAssert (S, G 1) -> FALSE
This router’s RPF interface changed, making Coul dAssert (S, G )
false. This router can no | onger performthe actions of the
Assert wi nner, so the Assert state machine MJST transition to
Nolnfo (NI) state, send an AssertCancel (S, G to interface I,
cancel the Assert Tiner (AT(S,G 1)), and renove itself as the
Assert W nner.

.3. Transitions from Loser State
en in "l am Assert Loser" state, the follow ng transitions can
cur:

Receive Inferior Assert or State Refresh from Current W nner
An Assert or State Refresh is received fromthe current Assert
wi nner that is worse than this router’s nmetric for S (typically,
the winner’s netric becane worse). The Assert state nmachi ne MJST
transition to Nolnfo (NI) state and cancel AT(S,Gl). The router
MUST del ete the previous Assert Wnner’s address and netric and
eval uate any possible transitions to its Upstream(S, G state
machine. Usually this router will eventually re-assert and w n
when data packets fromS have started flow ng again.

Recei ve Preferred Assert or State Refresh

Adars,

An Assert or State Refresh is received that has a nmetric better
than or equal to that of the current Assert wi nner. The Assert
state machine remains in Loser (L) state. If the netric was
received in an Assert, the router MJUST set the Assert Timer
(AT(S,G 1)) to Assert Tinme. |If the netric was received in a
State Refresh, the router MJUST set the Assert Timer (AT(S, Gl))
to three tines the received State Refresh Interval. |If the
nmetric is better than the current Assert Wnner, the router MJST
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store the address and netric of the new Assert Wnner, and if
Coul dAssert (S, G 1) == TRUE, the router MJST nulticast a
Prune(S, G to the new Assert w nner.

AT(S, G 1) Expires
The (S, G Assert Tiner (AT(S,G1)) expires. The Assert state
machi ne MUST transition to Nolnfo (NI) state. The router MJST
del ete the Assert Wnner's address and netric. |f Coul dAssert ==
TRUE, the router MJST eval uate any possible transitions to its
Upstream(S, G state machi ne.

Coul dAssert -> FALSE
Coul dAssert has becone FALSE because interface | has becone the
RPF interface for S. The Assert state nmachine MJUST transition to
Nol nfo (NI') state, cancel AT(S, G 1), and delete information
concerning the Assert Wnner on |.

Coul dAssert -> TRUE
Coul dAssert has beconme TRUE because interface | used to be the
RPF interface for S, and now it is not. The Assert state nachine
MUST transition to Nolnfo (NI) state, cancel AT(S,Gl), and
del ete information concerning the Assert Wnner on I.

Current Assert Wnner’'s Nei ghborLiveness Tiner Expires
The current Assert wi nner’s Nei ghborLiveness Tinmer (NLT(N, 1)) has
expired. The Assert state machine MJST transition to the Nolnfo
(NI') state, delete the Assert Wnner's address and netric, and
eval uate any possible transitions to its Upstream(S, G state
machi ne.

Receive Prune(S, G, Join(S, @, or Gaft(sS, G
A Prune(S, G, Join(S, G, or Gaft(S, G nessage was received on
interface | with its upstream nei ghbor address set to the

router’s address on I. The router MJST send an Assert(S, G on
the receiving interface | to initiate an Assert negotiation. The
Assert state machine remains in the Assert Loser(L) state. If a

Gaft(S, G was received, the router MIUST respond with a
G aftAck(S, G.
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4.6.5. Rationale for Assert Rules

The following is a summary of the rules for generating and processing
Assert messages. It is not intended to be definitive (the state
machi nes and pseudocode provide the definitive behavior). |Instead,

it provides sone rationale for the behavior.

1. The Assert winner for (S,G nust act as the |ocal forwarder for
(S, G on behalf of all downstream nmenbers.

2. PIM nessages are directed to the RPF nei ghbor and not to the
regul ar RPF nei ghbor.

3. An Assert |oser that receives a Prune(S, G, Join(S, G, or
Gaft(S, G directed to it initiates a new Assert negotiation so
that the downstreamrouter can correct its RPF (S).

4. An Assert winner for (S, G sends a cancelling assert when it is
about to stop forwarding on an (S, G entry. Exanple: If a router
i s being taken down, then a canceling assert is sent.

4.7. PIM Packet Formats

Al'l Pl M DM packets use the sane format as Pl M SM packets. In the
event of a discrepancy, PIMSM [4] should be considered the
definitive specification. Al PIMcontrol nessages have |IP protocol
nunber 103. All PIM DM nessages MJST be sent with a TTL of 1. All
Pl M DM nessages except Graft and Graft Ack nmessages MJST be sent to
the ALL-PI M ROUTERS group. G aft messages SHOULD be unicast to the
RPF (S). Gaft Ack nessages MJST be unicast to the sender of the
G aft.

The 1 Pv4 ALL-PI M ROUTERS group is 224.0.0.13. The IPv6 ALL-PIM
ROUTERS group is "ff02::d .

4.7.1. Pl M Header
Al PIMcontrol nessages have the foll owi ng header:
0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| PI M Ver| Type | Reser ved | Checksum |

e T T S T T A SN S S R it S SU S S S

PI M Ver PIM version nunber is 2.
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Type
Types for specific PIM nessages. Available types are as follows:
0 =Hello
1 = Register (PIMSMonly)
2 = Register Stop (PIMSM only)
3 = Joi n/Prune
4 = Bootstrap (PIM SM only)
5 = Assert
6 = Gaft
7 = Gaft Ack
8 = Candi date RP Advertisement (PIM SM only)
9 = State Refresh
Reserved
Set to zero on transm ssion. Ignored upon receipt.
Checksum

The checksumis the standard I P checksum i.e., the 16 bit one’'s
conpl emrent of the one’'s conpl enent sumof the entire PIM nessage.
For conputing checksum the checksumfield is zeroed.

For 1 Pv6, the checksum al so includes the |IPv6 "pseudo- header", as
specified in RFC 2460, Section 8.1 [5].

4.7.2. Encoded Unicast Address
An Encoded Uni cast Address has the follow ng format:

0 1 2 3
01234567890123456789012345678901
s S S o T i i S S i (i
| Addr Family | Encoding Type | Uni cast Address
e T I o e i i T T S e S e S S ik i NI S

Addr Family
The PI M Address Fam |y of the ’'Unicast Address’ field of this
address. Values 0 - 127 are as assigned by the | ANA for Internet
Address Families in [9]. Values 128 - 250 are reserved to be
assigned by the I ANA for PIMspecific Address Fam lies. Values 251
- 255 are designated for private use. As there is no assignnent
authority for this space; collisions should be expected.

Encodi ng Type
The type of encoding used with a specific Address Family. The
value '0" is reserved for this field and represents the native
encodi ng of the Address Famly.
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Uni cast Address
The uni cast address as represented by the given Address Family and
Encodi ng Type.

4.7.3. Encoded G oup Address
An Encoded Group address has the follow ng format:

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| Addr Famly | Encoding Type |B| Reserved |Z Mask Len
s S S o T i i S S i (i
| Group Multicast Address

e T I o e i i T T S e S e S S ik i NI S

Addr Family
As descri bed above.

Encodi ng Type
As descri bed above.

B
I ndi cates that the group range shoul d use Bidirectional PIM][16].
Transmitted as zero; ignored upon receipt.

Reser ved
Transmitted as zero. |gnored upon receipt.

Z
I ndi cates that the group range is an adm n scope zone. This is
used in the Bootstrap Router Mechanism[18] only. For all other
purposes, this bit is set to zero and ignored on receipt.

Mask Len
The mask length field is 8 bits. The value is the nunber of
contiguous left justified one bits used as a mask, which, conbined
with the address, describes a range of addresses. It is less than
or equal to the address length in bits for the given Address Fam ly
and Encodi ng Type. |If the message is sent for a single address
then the mask | ength MJUST equal the address length. PIMDMrouters
MUST only send for a single address.

Group Multicast Address
The address of the nulticast group
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4.7.4. Encoded Source Address
An Encoded Source address has the followi ng fornat:

0 1 2 3
01234567890123456789012345678901
i S T i s o i i R SR S S S S

| Addr Family | Encoding Type | Rsrvd |SIWR| Mask Len
L e s e S e ko ok I NI R R
| Sour ce Address

T ok Tk St S e i i R e e e T R ol ok T S S SR

Addr Family
As descri bed above.

Encodi ng Type
As descri bed above.

Rsrvd
Reserved. Transmitted as zero. Ignored upon receipt.
S
The Sparse Bit. Set to O for PIMDM |gnored upon receipt.
w
The WId Card Bit. Set to O for PIMDM Ignored upon receipt.
R
The Rendezvous Point Tree bit. Set to O for PIMDM |gnored upon
receipt.
Mask Len

As descri bed above. PIMDMrouters MJST only send for a single
source address.

Sour ce Address
The source address.
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4.7.5. Hello Message Format

The PIM Hell o nessage, as defined by PIMSM[4], has the follow ng

format:

0

1 2 3

01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| PI M Ver| Type |

Reserved | Checksum |

B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Option Type | Option Length |

i T S S e T T A S i R S S

T S S T S S S S S S i i e

Opti on Val ue

_—

Option Type | Option Length |
i T i e e i T i e S e S e e e I S R S o s e ol o

|

|

+-

|

|

| .
T S I S S T R S S SR S
|

+-

|

|

+-

i T el m T S S i S SRR

Opti on Val ue I

Pl M Ver, Type, Reserved, Checksum

Descri bed above.

Option Type

The type of option given in the Option Value field. Available
types are as foll ows:

0

1

2

3 - 16

17

18

19

20

21

22

23 - 65000
65001 - 65535

Reser ved

Hello Hold Tine

LAN Prune Del ay

Reserved

To be assigned by | ANA

Depr ecat ed and SHOULD NOT be used
DR Priority (Pl MSM Only)
Ceneration ID

State Refresh Capabl e

Bi dir Capabl e

To be assigned by | ANA
Reserved for Private Use [9]

Unknown opti ons SHOULD be i gnored.

Adans, et al.

Experi ment al [ Page 42]



RFC 3973 PI M - Dense Mode January 2005

4.7.5.1. Hello Hold Tinme Option

0 1 2 3
01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| Type = 1 | Length = 2
s S S o T i i S S i (i
| Hol d Ti ne |

T S i T SH SR A

Hold Tine is the nunmber of seconds a receiver MJST keep the nei ghbor
reachable. |If the Hold Tinme is set to 'Oxffff', the receiver of this
nessage never tinmes out the neighbor. This nay be used with dial -
on-dermand |inks to avoid keeping the link up with periodic Hello
nmessages. Furthernore, if the Holdtine is set to '0’', the
information is timed out inmediately. The Hello Hold Time option
MJST be used by PI M DM routers.

4.7.5.2. LAN Prune Delay Option
0 1 2 3

01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| Type = 2 | Length = 4
S i S
| T| LAN Prune Del ay | Override Interval

A S S I e T S S S o T s

The LAN Prune_Del ay option is used to tune the prune propagation
delay on nmulti-access LANs. The T bit is used by PIM SM and SHOULD
be set to 0 by PIM DM routers and ignored upon receipt. The LAN
Del ay and Override Interval fields are tine intervals in units of
mlliseconds and are used to tune the value of the J/P Override
Interval and its derived tiner values. Section 4.3.5 describes how
these val ues affect the behavior of a router. The LAN Prune Del ay
SHOULD be used by PI M DM routers.
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4.7.5.3. Ceneration ID Option

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i
| Type = 20 | Length = 4

e b i T T e T S s S R S e T O i i Tk i RIS S S
| CGeneration ID

R T i T e e i T S L e e e i T St R S S S S s e I S R

CGeneration IDis a randomvalue for the interface on which the Hello
nessage is sent. The Generation ID is regenerated whenever PI M
forwarding is started or restarted on the interface. The Generation
I D opti on MAY be used by PI M DM routers.

4.7.5.4. State Refresh Capable Option
0 1 2 3

01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type = 21 | Length = 4 |
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Version =1 | I nterval | Reser ved |

e T S S S T A S it S S S S S

The Interval field is the router’s configured State Refresh Interval
in seconds. The Reserved field is set to zero and ignored upon
receipt. The State Refresh Capable option MJST be used by State
Ref resh capabl e PI M DM routers.
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4.7.6. Join/Prune Message Format

Pl M Joi n/ Prune nessages, as defined in PIMSM[4], have the follow ng
format:

0 1 2 3

01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| PIM Ver| Type | Reserved | Checksum |
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Upstream Nei ghbor Address (Encoded Uni cast Fornmat) |
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| Reserved |  Num G oups | Hold Tine |
s S S i I S R R e h T Tk e S S S o T S

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Mul ticast G oup Address 1 (Encoded G oup Format) |
B T s i I S e i S i i S S e S
Nunber of Joi ned Sources | Nunber of Pruned Sources |
B N e i i T R et o s S
Joi ned Source Address 1 (Encoded Source Format) |

B e i s o ST S o S i S S S i aTuits SIS S R S S
|
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
Joi ned Source Address n (Encoded Source Format) |

s i i i o i i I R S R e R R o o i S
Pruned Source Address 1 (Encoded Source Format) |

i o i T S i I S S s ol ST SN S
|
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
Pruned Source Address n (Encoded Source Format) |

B e i s o ST S o S i S S S i aTuits SIS S R S S
|
|
I

B N e i i T R et o s S
Mul ticast G oup Address m (Encoded Group Fornat) |

B e i s o ST S o S i S S S i aTuits SIS S R S S
Nunber of Joi ned Sources | Nunber of Pruned Sources |
B s ok I S o e s ol I EIE R R R e S et I S S S S il ik i T B
Joi ned Source Address 1 (Encoded Source Fornmat) |

R o i T e T i oI S e S i s i oI S i R S
I

|

I T S S Rl S S S S S I S S S S S S S

+__-II-_+_+_+___+_+__+_+_+__+_+_
+
1
+
1

]
+
]
+
]
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| Joi ned Source Address n (Encoded Source Format)

B s i S i I i S S S i i
| Pruned Source Address 1 (Encoded Source Fornat)
e i S i e S e S e o T S e N e
|
|

B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Pruned Source Address n (Encoded Source Format)
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

Pl M Ver, Type, Reserved, Checksum
Descri bed above.

Upst ream Nei ghbor Address
The address of the upstream neighbor. The format for this address
is given in the Encoded Unicast address in Section 4.7.2. PIMDM
routers MUST set this field to the RPF next hop

Reser ved
Transmitted as zero. 1gnored upon receipt.

Hol d Ti me
The nunber of seconds a receiving PIMDMrouter MJUST keep a Prune
state alive, unless renpved by a Join or Gaft nmessage. |If the

Hold Tinme is 'Oxffff’, the receiver MJUST NOT renpve the Prune state
unl ess a correspondi ng Join or Gaft nmessage is received. The Hold
Time is ignored in Join nessages.

Nunber of Groups
Nunber of nulticast group sets contained in the nmessage.

Mul ticast G oup Address
The nulticast group address in the Encoded Multicast address format
given in Section 4.7.3.

Nunmber of Joined Sources
Nunber of Join source addresses listed for a given group

Nurmber of Pruned Sources
Nunber of Prune source addresses listed for a given group
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Join Source Address 1..n
This list contains the sources fromwhich the sending router w shes
to continue to receive nulticast nessages for the given group on
this interface. The addresses use the Encoded Source address
format given in Section 4.7.4.

Prune Source Address 1..n
This list contains the sources fromwhich the sending router does
not wi sh to receive nulticast nessages for the given group on this
interface. The addresses use the Encoded Source address format
given in Section 4.7.4.

4.7.7. Assert Message For nat

Pl M Assert Messages, as defined in PIMSM [4], have the follow ng
format:

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| PIM Ver| Type | Reserved | Checksum |
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| Mul ticast G oup Address (Encoded G oup Format)

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| Sour ce Address (Encoded Uni cast Fornat)

s S S i I S R R e h T Tk e S S S o T S

| Rl Metric Preference
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Metric |

B T S S S T T i S S S R S S

Pl M Ver, Type, Reserved, Checksum
Descri bed above.

Mul ticast G oup Address
The nulticast group address in the Encoded Multicast address format
given in Section 4.7.3.

Sour ce Address
The source address in the Encoded Uni cast address format given in
Section 4.7. 2.

R

The Rendezvous Point Tree bit. Set to O for PIMDM |gnored upon
receipt.
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Metric Preference
The preference val ue assigned to the unicast routing protocol that
provided the route to the source.

Metric
The cost netric of the unicast route to the source. The netric is
in units applicable to the unicast routing protocol used.

4.7.8. Gaft Message Format

PIM Graft nessages use the sane format as Joi n/ Prune messages, except
that the Type field is set to 6. The source address MJST be in the
Join section of the nmessage. The Hold Tine field SHOULD be zero and
SHOULD be ignored when a Graft is received.

4.7.9. Gaft Ack Message For mat

PIM Graft Ack nessages are identical in format to the received G aft
nessage, except that the Type field is set to 7. The Upstream

Nei ghbor Address field SHOULD be set to the sender of the Gaft
nmessage and SHOULD be ignored upon receipt.

4.7.10. State Refresh Message For mat
PI M State Refresh Messages have the followi ng fornat:

0 1 2 3

01234567890123456789012345678901
B s i S i I i S S S i i
| PIM Ver| Type | Reserved | Checksum |
s S S o T i i S S i (i
| Mul ticast G oup Address (Encoded G oup Fornat) |
R Rt i i i i e T I I S S S R i e S R e e i s o
| Sour ce Address (Encoded Uni cast Format) |
B s i S i I i S S S i i
| Originator Address (Encoded Uni cast Format) |
s S S o T i i S S i (i
| R Metric Preference |
R Rt i i i i e T I I S S S R i e S R e e i s o
| Metric |
B s i S i I i S S S i i
| Maskl en | TTL | PIN| 9 Reserved | I nt erval |
s S S o T i i S S i (i

Pl M Ver, Type, Reserved, Checksum
Descri bed above.
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Mul ticast G oup Address
The nulticast group address in the Encoded Milticast address format
given in Section 4.7.3.

Sour ce Address
The address of the data source in the Encoded Uni cast address
format given in Section 4.7.2.

Ori gi nat or Address
The address of the first hop router in the Encoded Uni cast address
format given in Section 4.7.2.

R
The Rendezvous Point Tree bit. Set to O for PIMDM |gnored upon
receipt.

Metric Preference
The preference val ue assigned to the unicast routing protocol that
provided the route to the source.

Metric
The cost netric of the unicast route to the source. The metric is
in units applicable to the unicast routing protocol used.

Maskl en
The length of the address nask of the unicast route to the source.

TTL
Time To Live of the State Refresh nmessage. Decremented each tine
the nessage is forwarded. Note that this is different fromthe IP
Header TTL, which is always set to 1

P
Prune indicator flag. This MJST be set to 1 if the State Refresh
is to be sent on a Pruned interface. Oherwise, it MJST be set to
0.

Prune Now flag. This SHOULD be set to 1 by the State Refresh
originator on every third State Refresh nmessage and SHOULD be
i gnored upon receipt. This is for conmpatibility with earlier
versions of state refresh.

Assert Override flag. This SHOULD be set to 1 by upstreamrouters
on a LANif the Assert Tiner (AT(S,G) is not running and SHOULD be
i gnored upon receipt. This is for conmpatibility with earlier
versions of state refresh.
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Reserved
Set to zero and ignored upon receipt.

I nterval
Set by the originating router to the interval (in seconds) between
consecutive State Refresh nessages for this (S, G pair.

4.8. PIMDMTiners

PIM DM maintains the following tiners. Al tiners are countdown
timers -- they are set to a value and count down to zero, at which
point they typically trigger an action. O course they can just as
easily be inplenented as count-up tiners, where the absolute expiry
time is stored and conpared against a real-tine clock, but the

| anguage in this specification assumes that they count downward
towar ds zero.

d obal Timers
Hello Timer: HT

Per interface (1):
Per nei ghbor (N):
Nei ghbor Liveness Timer: NLT(N,I)

Per (S, QG Pair:
(S, G Assert Tiner: AT(S, G )
(S, G Prune Tinmer: PT(S, Gl)
(S, G PrunePending Timer: PPT(S Gl)

Per (S, G Pair:
(S, Gaft Retry Tiner: GRT(S, G
(S, G Upstream Override Tinmer: OI(S, G
(S,Q Prune Limt Tiner: PLT(S, G
(S, G Source Active Tinmer: SAT(S, G
(S, State Refresh Tinmer: SRT(S, G
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When tinmer values are started or restarted, they are set to default
val ues. The follow ng tables summuarize those default val ues.

Ti mer Name: Hello Timer (HT)

o e e e e e e Fomm e o e e e e e e e e e e e e e e e e e m o +
| Val ue Name | Value | Explanation

o e e e e Fomm e e o m e e e e e e e e e e e e eaa oo +
| Hel 1 o_Peri od | 30 sec | Periodic interval for hello nmessages

o e e e e a o - o m e e e e e e e e e e e e e maa oo +

| Triggered_Hello_Delay | 5 sec | Randominterval for initial Hello |
| | | message on bootup or triggered Hello
| | | message to a rebooting nei ghbor

Hel | o messages are sent on every active interface once every

Hel | o_Period seconds. At system power-up, the tiner is initialized
to rand(0, Triggered_Hel |l o_Del ay) to prevent synchronization. When a
new or rebooting nei ghbor is detected, a responding Hello is sent
within rand(0, Tri ggered_Hel | o_Del ay).

Ti mer Nanme: Nei ghbor Liveness Tinmer (NLT(N, 1))

o m e e e e e oo o e e e e oo - o m e e e e e e e e e o +
| Val ue Nane | Val ue | Expl anation |
o e e e oo o e e e e e oo o e m e e e e e e e e e oo oo +
| Hello Holdtine | From nessage | Hold Time from Hell o Message |
o e e o s o e e oo o m e e e e e e e eea oo +

| J/P _Override_ Interval | O (l) + PD(l) | Short tine after a Prune to |
| | | allow other routers on the |
| | | LAN to send a Join |

The J/P_Override Interval is the sumof the interface’s

Override_ Interval (O (1)) and Propagation Delay (PD(1)). |If all
routers on a LAN are using the LAN Prune Del ay option, both
paranmeters MJST be set to the |argest value on the LAN. O herw se,
the Override_Interval (A (1)) MIST be set to 2.5 seconds, and the
Propagati on _Delay (PD(l1)) MJST be set to 0.5 seconds.

Adans, et al. Experi ment al [ Page 51]



RFC 3973 PI M - Dense Mode January 2005

Ti mer Name: Prune Timer (PT(S,Gl))

- - I +
| Val ue Name | Val ue | Expl anati on |
T T o m e e e e e e e e e e e e e meamao - +
| Prune Holdtime | From nessage | Hold Time read from Prune Message |
oo o - oo o - oo e e e e e e e e oo - +

Ti mer Narme: Assert Timer (AT(S, Gl))

e S ' +
| Val ue Nane | Val ue | Expl anation |
T SR o e m e e e e e e e e e e e +
| Assert Tine | 180 sec | Period after |ast assert before |
| | | assert state is tinmed out |
=™ S TR e +

Note that, for historical reasons, the Assert message |acks a

Hol dtime field. Thus, changing the Assert Time fromthe default

val ue is not recommended. |f all menbers of a LAN are state refresh
enabl ed, the Assert Tine will be three times the received
Refreshlinterval (S, G .

Timer Name: Gaft Retry Timer (CGRT(S, Q)

| Gaft _Retry Period | 3 sec | In the absence of receipt of a GaftAck |
| | | message, the time before retransm ssion |
| | | of a Graft nessage |

| t_override | rand(0, O (l)) | Random zed delay to prevent response |
| | | inplosion when sending a join nessage |
| | | to override soneone el se’'s prune |

t _override is a random val ue between 0 and the interface’s
Override_Interval (O (l)). If all routers on a LAN are using the LAN
Prune Del ay option, the Override Interval (O (1)) MJST be set to the
| argest value on the LAN. Qherwi se, the Override_Interval (A (l))
MUST be set to 2.5 seconds.
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Timer Nanme: Prune Limt Timer (PLT(S, Q)

e e I +
| Val ue Name | Val ue | Expl anati on |
R I T e |
| t_limt | Default: 210 secs | Used to prevent Prune storms on a |
| | | LAN |
e S . +

| Val ue Nane | Val ue | Expl anation |

| SourceLifetime | Default: 210 secs | Period of tinme after receiving |
| | | a multicast nessage a directly |
| | | attached router will continue |
| | | to send State Refresh nessages |

Timer Nanme: State Refresh Tinmer (SRT(S, Q)

o e e oo o e e e oo o m e e e e e e e eeee s +
| Val ue Name | Val ue | Expl anati on |
e S o m e e e e e e e e e e e e e e e e o +
| Refreshinterval | Default: 60 secs | Interval between successive |
| | | state refresh nessages |
e o e e oo o m m e e e e e e eee oo n +

5. Protocol Interaction Considerations

PIMDMis designed to be independent of underlying unicast routing
protocols and will interact only to the extent needed to perform RPF
checks. It is generally assuned that nulticast area and aut ononous
system boundaries will correspond to the sane boundaries for unicast
routing, though a deploynment that does not follow this assunmption is
not precluded by this specification.

In general, PIMDMinteractions with other multicast routing
protocols should be in conmpliance with RFC 2715 [7]. Qher specific
i nteractions are noted bel ow.

5.1. PIMSMInteractions
PIMDMis not intended to interact directly with PIMSM even though
they share a comopn packet format. It is particularly inportant to

note that a router cannot differentiate between a Pl M DM nei ghbor and
a PI' M SM nei ghbor based on Hell o nessages.
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In the event that a PIM DM router becones a nei ghbor of a Pl M SM
router, the two will effectively forma sinplex link, with the PIM DM
router sending all multicast nmessages to the PIMSMrouter while the
Pl M SM router sends no nulticast nessages to the Pl M DM router

The common packet format permts a hybrid PIM SM DM i npl enmentation
that would use PI M SM when a rendezvous point is known and Pl M DM
when one is not. Such an inplenentation is outside the scope of this
document .

5. 2. | GWP I nteractions

PIMDMw Il forward received multicast data packets to nei ghboring
host group menbers in all cases except when the PIMDMrouter is in
an Assert Loser state on that interface. Note that a PIM Prune
nmessage is not permtted to prevent the delivery of nessages to a
network with group menbers.

A PIM DM Router MAY use the DR Priority option described in Pl M SM
[14] to elect an | GWP v1 querier

5.3. Source Specific Miulticast (SSM Interactions

Pl M DM makes no speci al considerations for SSM[15]. Al Prunes and
Grafts within the protocol are for a specific source, so no
addi ti onal checks have to be nmade.

5.4. Milticast Group Scope Boundary I nteractions

Al t hough mul ticast group scope boundaries are generally identical to
routing area boundaries, it is conceivable that a routing area m ght
be partitioned for a particular multicast group. PIMDMrouters MJST
NOT send any nessages concerning a particular group across that
group’ s scope boundary.

6. | ANA Consi derations
6.1. PIMAddress Fanmly

The PI M Address Family field was chosen to be 8 bits as a tradeoff
bet ween packet format and use of the |IANA assigned nunmbers. Wen the
Pl M packet format was designed, only 15 val ues were assigned for
Address Families, and | arge nunbers of new Address Fami|ies were not
envi sioned; 8 bits seened | arge enough. However, the | ANA assigns
Address Families in a 16 bit value. Therefore, the PIM Address
Famly is allocated as foll ows:
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Val ues 0 - 127 are designated to have the sane neaning as | ANA
assigned Address Family Nunbers [9].

Val ues 128 - 250 are designated to be assigned by the | ANA based on
| ESG approval , as defined in [8].

Val ues 251 - 255 are designated for Private Use, as defined in [8].
6.2. PIMHello Options

Val ues 17 - 65000 are to be assigned by the ANA. Since the space is
| arge, they may be assigned as First Cone First Served, as defined in
[8]. Assignnents are valid for one year and nay be renewed.

Per manent assignnments require a specification, as defined in [8].

7. Security Considerations

The | Psec authentication header [10] MAY be used to provide data
integrity protection and groupw se data origin authentication of PIM
protocol nessages. Authentication of PIM nessages can protect

agai nst unwant ed behavi ors caused by unaut horized or altered PI M
nmessages. |In any case, a PIMrouter SHOULD NOT accept and process
Pl M messages from nei ghbors unless a valid Hell o nessage has been
recei ved fromthat nei ghbor

Note that PIM DM has no rendezvous point, and therefore no single
point of failure that may be vul nerable. Because Pl M DM uses unicast
routes provided by an unknown routing protocol, it may suffer
collateral effects if the unicast routing protocol is attacked.

7.1. Attacks Based on Forged Messages

The extent of possible danage depends on the type of counterfeit
nmessages accepted. We next consider the inpact of possible
forgeries. A forged PIM DM nessage is link |ocal and can only reach a
LANif it was sent by a local host or if it was allowed onto the LAN
by a conpromi sed or non-conpliant router.

1. Aforged Hello nessage can cause nulticast traffic to be delivered
to links where there are no legitinmate requestors, potentially
wasting bandwi dth on that link. On a multi-access LAN, the
effects are limted without the capability to forge a Join
nessage, as other routers will Prune the link if the traffic is
not desired.

2. A forged Joi n/ Prune nessage can cause nulticast traffic to be

delivered to |links where there are no legitimte requestors,
potentially wasting bandwi dth on that link. A forged Prune
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nessage on a nulti-access LAN is generally not a significant
attack in PIM because any legitinately joined router on the LAN
woul d override the Prune with a Join before the upstreamrouter
stops forwarding data to the LAN.

3. Aforged Graft nmessage can cause nulticast traffic to be delivered
to links where there are no legitinate requestors, potentially
wasti ng bandwidth on that link. |In principle, Gaft nmessages
could be sent multiple hops because they are unicast to the
upstreamrouter. This should not be a problem as the renote
forger should have no way to get a Hello nmessage to the target of
the attack. Wthout a valid Hello nmessage, the receiving router
SHOULD NOT accept the Gaft.

4. A forged G aft Ack message has no inpact, as it will be ignored
unl ess the router has recently sent a Gaft to its upstream
router.

5. By forging an Assert nessage on a multi-access LAN, an attacker
could cause the legitimte forwarder to stop forwarding traffic to
the LAN. Such a forgery would prevent any hosts downstream of
that LAN fromreceiving traffic.

6. A forged State Refresh nmessage on a multi-access LAN woul d have
the sanme inpact as a forged Assert nessage, having the sane
general functions. In addition, forged State Refresh nessages
woul d be propagat ed downstream and mi ght be used in a denial of
service attack. Therefore, a PIMDMrouter SHOULD rate |imt
State Refresh nessages propagat ed.

7.2. Non-cryptographi ¢ Authentication Mechani sns

A Pl M DM router SHOULD provide an option to linmit the set of

nei ghbors fromwhich it will accept PIM DM nessages. Either static
configuration of |IP addresses or an |PSec security association may be
used. Al options that restrict the range of addresses from which
packets are accepted MJUST default to allowi ng all packets.

Furthernmore, a PIMrouter SHOULD NOT accept protocol mnessages froma
router fromwhich it has not yet received a valid Hell o nmessage.

7.3. Authentication Using |IPsec

The 1 PSec [10] transport node using the Authentication Header (AH) is
the recomended nethod to prevent the above attacks in PIM The
specific AH authentication al gorithm and paraneters, including the
choi ce of authentication algorithmand the choice of key, are
configured by the network admi nistrator. The Encapsul ating Security
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Payl oad (ESP) MAY al so be used to provide both encryption and

aut hentication of PIM protocol nmessages. Wen |Psec authentication
is used, a PIMrouter SHOULD reject (drop w thout processing) any
unaut hori zed PI M protocol nessages.

To use | PSec, the admnistrator of a PIMnetwork configures each PIM
router with one or nore Security Associations and associ ated Security
Paraneters I ndices that are used by senders to authenticate PIM
protocol messages and are used by receivers to authenticate received
Pl M prot ocol nessages. This docunment does not describe protocols for
establishing Security Associations. It assumes that manua
configuration of Security Associations is perfornmed, but it does not
preclude the use of sone future negotiation protocol such as GDO

[17] to establish Security Associations.

The network adm nistrator defines a Security Association (SA) and
Security Parameters Index (SPI) to be used to authenticate all PIM DM
protocol messages from each router on each link in a PIM DM donmain

In order to avoid the problemof allocating individual keys for each
nei ghbor on a link to each individual router, it is acceptable to
establish only one authentication key for all PIMDMrouters on a

link. This will not specifically authenticate the individual router
sendi ng the message, but will ensure that the sender is a Pl M DV
router on that link. |If this method is used, the receiver of the

nessage MJST ignore the received sequence nunber, thus disabling
anti-replay mechanisms. The effects of disabling anti-replay
nmechani sns are essentially the same as the effects of forged
nmessages, described in Section 7.1, with the additional protection
that the forger can only reuse |egitinate nessages.

The Security Policy Database at a PIM DM router should be configured
to ensure that all incomng and outgoing Pl M DM packets use the SA
associated with the interface to which the packet is sent. Note
that, according to [10], there is nominally a different Security
Associ ati on Dat abase (SAD) for each router interface. Thus, the

sel ected Security Association for an inbound Pl M DM packet can vary
dependi ng on the interface on which the packet arrived. This fact
all ows the network administrator to use different authentication

nmet hods for each link, even though the destination address is the
same for nost Pl M DM packets, regardl ess of interface
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7.

9.

9.

4.

1

Deni al of Service Attacks

There are a nunber of possible denial of service attacks against PIM
that can be caused by generating fal se PIM protocol messages or even
by generating false data traffic. Authenticating PIM protoco
traffic prevents sone, but not all, of these attacks. The possible
attacks include the foll ow ng:

* Sendi ng packets to many different group addresses quickly can
anount to a denial of service attack in and of itself. These

messages will initially be flooded throughout the network before
they are pruned back. The maintenance of state machines and State
Refresh nessages will be a continual drain on network resources.

* Forged State Refresh nmessages sent quickly could be propagated by
downstream routers, creating a potential denial of service attack
Therefore, a PPMDMrouter SHOUD limt the rate of State Refresh
nmessages propagat ed.
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Ful | Copyright Statenent
Copyright (C The Internet Society (2005).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR | MPLI ED,

| NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the |ETF' s procedures with respect to rights in | ETF Docunents can
be found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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