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| ESG Not e:

The content of this RFC was at one tine considered by the | ETF, and
therefore it may resenble a current |ETF work in progress or a
publ i shed | ETF work. This RFC is not a candidate for any |evel of
Internet Standard. The | ETF disclainms any know edge of the fitness
of this RFC for any purpose, and in particular notes that the
decision to publish is not based on |IETF review for such things as
security, congestion control, or inappropriate interaction wth
depl oyed protocols. The RFC Editor has chosen to publish this
document at its discretion. Readers of this RFC should exercise
caution in evaluating its value for inplenmentation and depl oynment.

Thi s docunent contains a specific interpretation of the applicability
of the MX processing algorithmin RFC 2821, Section 5, to dual-stack
environnents. |Inplenentors are cautioned that they nust reference
RFC 2821 for the full algorithm this docunment is not to be
considered a full restatenent of RFC 2821, and, in case of ambiguity,
RFC 2821 is authoritative.

Abst r act

Thi s docunent di scusses SMIP operational experiences in |Pv4/v6 dua
stack environments. As |Pv6-capable SMIP servers are depl oyed, it
has becone apparent that certain configurations of MK records are
necessary for stable dual -stack (IPv4 and |1 Pv6) SMIP operation. This
docunent clarifies the existing problens in the transition period

bet ween | Pv4 SMIP and | Pv6 SMIP. It al so defines operationa

requi renents for stable I Pv4/v6 SMIP operation
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1

Thi s docunent does not define any new protocol
I ntroducti on

Delivery of mail messages to the final mail drop is not always done
by direct I P comrmuni cation between the submtter and final receiver,
and there may be sone internediate hosts that relay the nessages. So
it is difficult to know at nessage submi ssion (al so at receiver side)
that all intermediate relay hosts are properly configured. It is not
easy to configure all systenms consistently since the DNS
configuration used by mail nmessage delivery systens is nore conpl ex
than other Internet services. During the transition period fromlPv4
to I Pv6, nore care should be applied to I Pv4/v6 interoperability.

Thi s docunent tal ks about SMIP operational experiences in |Pv4/v6
dual stack environments. As |Pv6-capable SMIP servers are depl oyed,
it has become apparent that certain configurations of MX records are
necessary for stable dual -stack (IPv4 and | Pv6) SMIP operation

Thi s docunent does not discuss the problens encountered when the
sendi ng MIA and the receiving MIA have no comon protocol (e.g., the
sending MIA is I Pvd-only while the receiving MITA is | Pv6-only). Such
a situation can be resolved by making either side dual-stack or by
maki ng either side use a protocol translator (see Appendi x A on

i ssues with protocol translator).

Basi ¢ DNS Resource Record Definitions for Mail Routing

Mai | nessages on the Internet are typically delivered based on the
Domai n Nane System [ Mockapetris]. MX RRs are |looked up in DNS to
retrieve the nanes of hosts running MIAs associated with the domain
part of the mail address. DNS | ookup uses IN class for both | Pv4 and
I Pv6, and similarly IN MK records will be used for mail routing for
both I Pv4 and | Pv6. Hosts which have | Pv6 connectivity and al so want
to have the mails delivered using | Pv6 nust define |Pv6 addresses for
the host nane as well as | Pv4 addresses [ Thonson].

An MX RR has two paraneters, a preference value and the name of
destination host. The nanme of the destination host will be used to
| ook up an I P address to initiate an SMIP connection [Partridge].
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For exanple, an IPv6-only site nay have the foll owi ng DNS
definitions:

exanpl e. org. IN MK 1 nxl.exanple.org.
IN MX 10 nx10. exanpl e. org.

nx1l. exanpl e. org. I N AAAA 2001: db8:ffff:: 1

nx10. exanpl e. or g. I N AAAA 2001: db8: ffff::2

In the transition period fromlIPv4 to | Pv6, there are many | Pv4-only
sites, and such sites will not have mail interoperability with |IPv6-
only sites. For the transition period, all mail domains should have
MX records such that MX targets with I Pv4 and | Pv6 addresses exi st,

e.g.,

MX 1 nx1.exanple.org.
MX 10 nmx10. exampl e. org.
AAAA 2001:db8:ffff::1

exanpl e. org. IN
I N
I N
IN A 192.0.2.1
I N
IN

nx1l. exanpl e. org.

AAAA 2001: db8: ffff::2
A 192.0.2.2

nx10. exanpl e. or g.

But, not every MX target may support dual -stack operation. Some host
entries may have only A RRs or AAAA RRs:

IN MK 1 nxl.exanple.org.
IN MX 10 nx10. exanpl e.org
nx1. exanpl e. or g. I N AAAA 2001: db8: ffff::1
nmx10. exanpl e. or g. IN A 192.0.2.1

exanpl e. org.

The foll owi ng sections discuss how the sender side should operate
with I Pv4/v6 combi ned RRs (section 3), and how the receiver shoul d
define RRs to maintain interoperability between |Pv4 and | Pv6
networ ks (section 4).

3. SMIP Sender Algorithmin a Dual-Stack Environnment

In a dual -stack environnment, MX records for a donain resenble the
foll ow ng:

MX 1 nxl.exanple.org.

MX 10 nmx10. exanpl e. org.

A 192.0.2.1 ; dual -stack
AAAA 2001:db8:ffff::1

AAAA 2001: db8: ffff::2 ; IPv6-only

exanpl e. org. I N
IN

nx1l. exanpl e. org. IN
I'N

nx10. exanpl e. or g. I'N
For a single MX record, there are nultiple possible final states,

including: (a) one or nore A records for the I Pv4 destination, (b)
one or nore AAAA records for the I Pv6 destination, (c) a mixture of A
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and AAAA records. Because nmultiple MX records nmay be defined using
different preference values, nultiple addresses nmust be traversed
based on multiple MXs. Donains wthout MX records and failure
recovery cases nust be handl ed properly as well.

The al gorithm for a dual -stack SMIP sender is basically the sane as
that for an | Pv4-only sender, but it now includes AAAA | ookups of MX
records for SMIP-over-|1Pv6 delivery. |[|Pv4/v6 dual stack destinations
shoul d be treated just like multihoned destinations, as described in
RFC 2821 [Klensin], section 5. Wen there is no destination address
record found (i.e., the sender MIA is IPv4-only and there are no A
records avail able), the case should be treated just |ike MX records
wi t hout address records, and deliveries should fail

; if the sender MIA is IPv4-only, email delivery to a.exanple.org
; should fail with the same error as deliveries to b.exanple.org.

a. exampl e. org. IN MK 1 nxl.a.exanmple.org
nx1l. a. exanpl e. org. I N AAAA 2001: db8:ffff::1 ; IPv6-only
b. exanpl e. org. IN MK 1 nxl.b.exanple.org. ; no address

An al gorithm for a dual -stack SMIP sender is as follows:

(1) Lookup the MX record for the destination domain. |f a CNAME
record is returned, go to the top of step (1) with replacing the
destinati on domain by the query’'s result. [If any MX records are
returned, go to step (2) with the query’s result (explicit MX).

I f NODATA (i.e., enpty answer wi th NOERROR(0) RCODE) is
returned, there is no MX record but the nanme is valid. Assune
that there is a record like "nane. IN MX 0 nane.” (inmplicit MX)
and go to step (3). |If HOST_NOT_FOUND (i.e., enpty answer with
NXDOVAI N(3) RCODE) is returned, there is no such domain. Raise
a permanent enmil delivery failure. Finish. |If SERVFAIL is
returned, retry after a certain period of tine.

(2) Conpare each host nane in MX records with the names of the

sending host. |If there is match, drop MX records which have an
equal or larger value than the | owest-preference natching MX
record (including itself). If nultiple MX records remain, sort

the MX records in ascending order based on their preference

val ues. Loop over steps (3) to (9) on each host name in MX
records in a sequence. If no MX records remain, the sending
host nust be the primary MX host. Qher routing rules should be
applied. Finish.

(3) If the sending MIA has | Pv4 capability, |ookup the A records.
Keep the resulting addresses until step (5).
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If the sending MIA has | Pv6 capability, | ookup the AAAA records.

NOTE: | Pv6 addresses for hosts defined by MX records may be
informed in an additional information section of the DNS
gueries’ result as well as IPv4 addresses. If there is no
addi ti onal address information for the MX hosts, separate
queries for A or AAAA records should be sent. There is no way
to query A and AAAA records at once in current DNS

i mpl enent ati on.

If there is no A and no AAAA record present, try the next MX
record (go to step (3)). Note that the next MX record could
have the same preference

NOTE: |If one or nore address records are found, an

i mpl enentati on may sort addresses based on the inplenentation’s
preference of A or AAAA records. To encourage the transition
fromlPv4d SMIP to | Pv6 SMIP, AAAA records shoul d take
precedence. The sorting may only reorder addresses from MX
records of the same preference. RFC 2821 section 5 paragraph 4
suggests random zation of destination addresses. Random zation
shoul d only happen among A records, and anmong AAAA records (do
not mx A and AAAA records).

For each of the addresses, |oop over steps (7) to (9).
Try to make a TCP connection to the destination's SMIP port
(25). The client needs to follow tinmeouts documented in RFC

2821 section 4.5.3.2. |If successful, go to step (9).

I f unsuccessful and there is another avail able address, try the

next available address. Go to step (7). |If all addresses are
not reachable and if a list of MK records is being traversed
try the next MX record (go to step (3)). |If there is no list of

MX records, or if the end of the list of MX records has been
reached, raise a tenporary email delivery failure. Finish.

Attenpt to deliver the enmil over the connection established, as
specified in RFC 2821. If a transient failure condition is
reported, try the next MX record (go to step (3)). |If an error
condition is reported, raise a permanent emmil delivery error
and do not try further MX records. Finish. |If successful, SMIP
delivery has succeeded. Finish.
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4. MX Configuration in the Recipient Donain
4.1. Ensuring Reachability for Both Protocol Versions

If a site has dual -stack reachability, the site should configure both
A and AAAA records for its MX hosts (NOTE: MX hosts can be outside of
the site). This will help both IPv4 and | Pv6 senders in reaching the
site efficiently.

4.2. Reachability Between the Primary and Secondary MX

When registering MX records in a DNS database in a dual -stack
environnent, reachability between MX hosts nust be consi dered
carefully. Suppose all inbound enail is to be gathered at the
primary MX host, "nxl.example.org.":

exanpl e. org. IN MK 1 nx1l. exanpl e.org
IN MK 10 nx10.exanple.org
IN MK 100 nx100. exanpl e. org.

If "mx1l. exanple.org" is an IPv6-only node, and the others are | Pv4-
only nodes, there is no reachability between the primary MX host and
the other MX hosts. Wen emnil reaches one of the | ower MX hosts, it
cannot be relayed to the prinmary MX host based on MX preferencing
nmechani sm Therefore, nxl.exanple.org will not be able to collect
all the emails (unless there is another transport mechani sn(s)

bet ween | ower - preference MX hosts and nxl. exanpl e.org).

; This configuration is troubl esomne.
; No secondary MX can reach nx1.exanple.org

exanpl e. org. IN M 1 nx1l. exanpl e. org. ; | Pv6-only
IN MX 10 nx10. exanpl e.org. ; I Pv4-only
IN MX 100 nx100. exanpl e. org. ; I Pv4-only

The easi est possible configuration is to configure the primry M
host as a dual -stack node. By doing so, secondary MX hosts will have
no probl emreaching the primry MX host.

; This configuration works well.
; The secondary MX hosts are able to relay email to the primary MX
; host wi thout any problens.

exanpl e. org. IN MK 1 nx1l. exanpl e. org. ; dual -stack
IN MK 10 nx10. exanpl e.org. ; | Pvd-only
IN MX 100 mx100. exanpl e. org. ; | Pv6-only

It may not be necessary for the primary MX host and | ower MX hosts to
directly reach one another with IPv4 or IPv6 transport. For exanple,
it is possible to establish a routing path with UUCP or an | Pv4/v6
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translator. It is also possible to drop nessages into a single
mai | box with shared storage using NFS or sonething el se offered by a
dual -stack server. It is the receiver site’ s responsibility that al

nmessages delivered to MX hosts arrive at the recipient’s mail drop
In such cases, a dual-stack MX host may not be listed in the MX |ist.

5. Operational Experience

Many of the existing |IPv6-ready MIA's appear to work in the way
docurented in section 3.

There were, however, cases where |Pv6-ready MIA's were confused by
broken DNS servers. Wen attenpting to obtain a canonical hostnane,
sonme broken nane servers return SERVFAIL (RCODE 2), a tenporary
failure on AAAA record | ookups. Upon this tenporary failure, the
emai|l is queued for a later attenpt. |In the interest of |Pv4/v6
interoperability, these broken DNS servers should be fixed. A
docunent by Yasuhiro Morishita [Mrishital] has nore detail on

m sconfi gured/ m sbehaving DNS servers and their negative side
effects.

6. Open |ssues

o How should scoped addresses (i.e., link-local addresses) in enai
addresses be interpreted on MIA's? W suggest prohibiting the use
of I Pv6 address literals in destination specification

o A future specification of SMIP (revision of RFC 2821) should be
updated to include I Pv6 concerns presented in this meno, such as
(1) the additional query of AAAA RRs where A RRs and/or MX RRs are
suggested, and (2) the ordering between |Pv6 destination and |Pv4
desti nati on.

7. Security Considerations
It could be problematic if the route-addr enmil address format
[Crocker] (or "obs-route" address format in [Resnick]) is used across

mul tiple scope zones. MIAs would need to reject email with route-
addr ermai|l address formats that cross scope zone borders.
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Appendi x A. Considerations on Translators

| Pv6-only MIA to | Pv4-only MIA cases could use help fromlPv6-to-IPv4
transl ators such as [Hagino]. Nornally there are no special SMIP
consi derations for translators needed. |If there is SMIP traffic from
an | Pv6 MIA to an | Pv4 MIA over an |Pv6-to-1Pv4 translator, the | Pv4
MIA will consider this normal |1 Pv4 SMIP traffic.

Protocols |ike IDENT [St.Johns] may require special consideration
when translators are used. Also, there are MIAs which performstrict
checks on the SMIP HELQ EHLO "domai n* parameter (perform
reverse/forward DNS | ookups and see if the "domain" really associates
to the SMIP client’s IP address). |n such a case, we need a specia
consi derati on when translators will be used (for instance, override
"domai n" paraneter by translator’s FQDN address).

Even without a translator, it seenms that there are some MIA

i npl enentations in the wild which send I Pv6 address literals in a
HELQ EHLO nessage (like "HELO [I Pv6: bl ah]"), even when it is using
| Pv4 transport, or vice versa. |If the SMIP peer is IPv4-only, it
won’t understand the "[IPv6: blah]" syntax and mails won’t go out of
the (broken) MIA. These inplenmentations have to be corrected.

Nor mat i ve Ref erences

[ Mockapetris] Mockapetris, P., "Donmain nanes - inplenentation and
speci fication", STD 13, RFC 1035, Novenber 1987.

[ Thorson] Thomson, S., Huitema, C, Ksinant, V., and M Soui ssi,
"DNS Extensions to Support IP Version 6", RFC 3596,
Oct ober 2003.

[Partridge] Partridge, C., "Miil routing and the donmain systent
STD 10, RFC 974, January 1986.

[ Kl ensi n] Klensin, J., "Sinple Mail Transfer Protocol", RFC 2821
April 2001.

[ Crocker] Crocker, D., "Standard for the format of ARPA Internet
text nmessages", STD 11, RFC 822, August 1982.

[ Resni ck] Resnick, P., "lInternet Message Fornmat", RFC 2822, Apri
2001.

[ Hagi no] Hagi no, J. and H. Snyder, "IPv6 Miltihoni ng Support at

Site Exit Routers", RFC 3178, Cctober 2001.

Nakarmura & Hagi no I nf or mati onal [ Page 8]



RFC 3974 SMIP i n Dual Stack Environments January 2005

[ St. Johns] Johns, M St., "ldentification Protocol", RFC 1413,
February 1993.

I nformati ve References

[ Morishita] Morishita, Y. and T. Jinnei, "Common M shehavi or
agai nst DNS Queries for |Pve Addresses", Work in
Progress, June 2003.

Acknowl edgenent s

Thi s docunent was witten based on di scussions with Japanese |Pv6
users and help fromthe WDE research group. Here is a (probably

i nconmpl ete) list of people who contributed to the docunent: Gegory
Nei | Shapiro, Arnt Cul brandsen, Mhsen Souissi, JJ Behrens, John C

Kl ensin, Mchael A Patton, Robert Elz, Dean Strik, Pekka Savola, and
Rob Aust ei n.

Aut hors’ Addr esses

Mot onori  NAKAMURA
Academ ¢ Center for Computing and Media Studies, Kyoto University
Yoshi da- honmachi, Sakyo, Kyoto 606-8501, JAPAN

Fax: +81- 75- 753- 7450
EMai | : notonori @edi a. kyoto-u.ac.jp

Jun-ichiro itojun HAG NO

Research Laboratory, Internet Initiative Japan Inc.
1-105, Kanda Ji nbo- cho,

Chi yoda- ku, Tokyo 101-0051, JAPAN

Phone: +81-3-5205-6464

Fax: +81- 3- 5205- 6466
EMail: itojun@ijl ab. net

Nakarmura & Hagi no I nf or mati onal [ Page 9]



RFC 3974 SMIP i n Dual Stack Environments January 2005

Ful | Copyright Statenent
Copyright (C The Internet Society (2005).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and at ww.rfc-editor.org, and except as set
forth therein, the authors retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR | MPLI ED,

| NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the 1SOC s procedures with respect to rights in | SOC Docunents can
be found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.

Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Nakarmura & Hagi no I nf or mati onal [ Page 10]






