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1. Introduction

The M DCOM wor ki ng group has defined a framework [MDC-FRM and a |i st
of requirements [MDC-REQ for m ddl ebox communication. The next step
toward a M DCOM protocol is the specification of protocol senantics
that is constrained, but not conpletely inplied, by the docunents
menti oned above.

This menmp suggests a semantics for the MDCOM protocol. It is fully
conpliant with the requirenents listed in [MDC-REQ and with the
wor ki ng group’s consensus on senmantic issues.

In conformance with the working group charter, the senmantics
description is targeted at packet filters and network address
translators (NATs), and it supports applications that require dynamc
configuration of these m ddl eboxes.

The senmantics is defined in ternms of transactions. Two basic types
of transactions are used: request-reply transactions and asynchronous
transactions. For each transaction, the semantics is specified by
describing (1) the paraneters of the transaction, (2) the processing
of request nessages at the mddl ebox, and (3) the state transitions
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at the nmiddl ebox caused by the request transactions or indicated by
the asynchronous transactions, respectively, and (4) the reply and
notification nessages sent fromthe m ddl ebox to the agent in order
to informthe agent about the state change.

The semantics can be inplenented by any protocol that supports these
two transaction types and that is sufficiently flexible concerning
transaction paraneters. Different inplenentations for different
protocols m ght need to extend the semantics described bel ow by
addi ng further transactions and/or adding further paraneters to
transactions and/or splitting single transactions into a set of
transactions. Regardless of such extensions, the semantics bel ow
provi des a m ni num necessary subset of what nust be inpl enented.

The remai nder of this docunent is structured as follows. Section 2
descri bes the protocol semantics. It is structured in four
subsecti ons:

- General Protocol |ssues (section 2.1)
- Session Control (section 2.2)

- Policy Rules (section 2.3)

- Policy Rule Groups (section 2.4)

Section 3 contains conformance statenents for M DCOM protoco
definitions and M DCOM protocol inplenmentations with respect to the
semantics defined in section 2. Section 4 gives two el aborated usage
exanples. Finally, section 5 explains how the semantics neets the

M DCOM r equi renment s.

1.1. Term nol ogy

The terminology in this neno follows the definitions given in the
framework [ MDC-FRM and requirenments [ MDC- REQQ docunent.

In addition, the following ternms are used:

request transaction A request transaction consists of a
request nessage transfer fromthe agent to
the mi ddl ebox, processing of the nessage
at the nmiddl ebox, a reply message transfer
fromthe m ddl ebox to the agent, and the
optional transfer of notification nmessages
fromthe m ddl ebox to agents other than
the one requesting the transaction. A
request transaction m ght cause a state
transition at the m ddl ebox.
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noni toring transaction
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agent - uni que

m ddl ebox- uni que

policy rule
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A configuration transaction is a request
transaction containing a request for state
change in the middl ebox. |If accepted, it
causes a state change at the m ddl ebox.

A nmonitoring transaction is a request
transaction containing a request for state
information fromthe niddl ebox. It does
not cause a state transition at the

m ddl ebox.

An asynchronous transaction i s not
triggered by an agent. It nmay occur

wi t hout any agent participating in a
session with the niddl ebox. Potentially,
an asynchronous transaction includes the
transfer of notification messages fromthe
m ddl ebox to agents that participate in an
open session. A notification nessage is
sent to each agent that needs to be
notified about the asynchronous event.

The nessage indicates the state transition
at the m ddl ebox.

An agent-uni que value is unique in the
context of the agent. This context

i ncludes all M DCOM sessi ons the agent
participates in. An agent-unique value is
assigned by the agent.

A m ddl ebox-uni que value is unique in the
context of the middl ebox. This context

i ncludes all M DCOM sessions the m ddl ebox
participates in. A m ddl ebox-uni que val ue
i s assigned by the m ddl ebox.

In general, a policy rule is "a basic
bui | di ng bl ock of a policy-based system
It is the binding of a set of actions to a

set of conditions -- where the conditions
are evaluated to determ ne whet her the
actions are perfornmed." [RFC3198]. 1In

the M DCOM context the condition is a
specification of a set of packets to which
rules are applied. The set of actions

al ways contains just a single el enent per
rule, either action "reserve" or action
"enabl e".
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policy reserve rule A policy rule containing a reserve action
The policy condition of this rule is
always true. The action is the
reservation of just an I P address or a
conbi nati on of an I P address and a range
of port nunbers on neither side, one side,
or both sides of the m ddl ebox, depending
on the m ddl ebox configuration

policy enable rule A policy rule containing an enabl e action
The policy condition consists of a
descriptor of one or nore unidirectiona
or bidirectional packet flows, and the
policy action enabl es packets bel onging to
this flow to traverse the m ddl ebox. The
descriptor identifies the protocol, the
flow direction, and the source and
destinati on addresses, optionally with a
range of port nunbers.

NAT bi ndi ng The term NAT binding as used in this
docunent does not necessarily refer to a
NAT bind as defined in [ NAT-TERM . A NAT
binding in the M DCOM senmantics refers to
an abstraction that enabl es comunication
bet ween two end points through the NAT-
type m ddl ebox. An enable action nay
result in a NAT bind or a NAT session,
dependi ng on the request and its
par anet ers.

1.2. Transaction Definition Tenplate
In the follow ng sections, the semantics of the M DCOM protocol is
specified per transaction. A transaction specification contains the
following entries. Paraneter entries, failure reason, and
notification nessage type are only specified if applicable.

transacti on- name
A description nane for this type of transaction.

transacti on-type

The transaction type is either 'configuration’, 'nmonitoring , or
"asynchronous’. See section 1.1 for a description of transaction
types.
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transacti on-conpli ance

This entry contains either 'mandatory’ or 'optional’. For details
see section 2.1.8.

request - paraneters

This entry lists all parameters necessary for this request. A
description for each paraneter is given.

repl y-paraneters (success)
This entry lists all parameters sent back fromthe m ddl ebox to
the agent as positive response to the prior request. A
description for each paraneter is given.

failure reason
Al'l negative replies have two parameters: a request identifier
identifying the request on which the reply is sent and a paraneter
indicating the failure reason. As these parameters are
conpul sory, they are not listed in the tenplate. But the tenplate
contains a list of potential failure reasons that may be indicated
by the second paraneter. The list is not exhaustive. A concrete
protocol specification nmay extend the list.

notificati on nessage type

The type of the notification nessage type that may be used by this
transacti on.

semanti cs
This entry describes the actual semantics of the transaction.
Particularly, it describes the processing of the request nessage
by the m ddl ebox, and m ddl ebox state transitions caused by or
causing the transaction, respectively.

2. Semantics Specification
2.1. Ceneral Protocol Design

The senmantics specification ains at a bal ance between proper support
of applications that require dynam c configurati on of n ddl eboxes and
sinplicity of specification and inplenentation of the protocol

Protocol interactions are structured into transactions. The state of
m ddl eboxes is described by state nmachines. The state nmachines are
defined by states and state transitions. A single transaction may
cause or be caused by state transitions in nore than one state

machi ne, but per state nachine there is no nore than one transition
per transaction.
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2.1.1. Protocol Transactions

State transitions are initiated either by a request nmessage fromthe
agent to the m ddl ebox or by some other event at the mddl ebox. In
the first case, the mddl ebox infornms the agent by sending a reply
nmessage on the actual state transition; in the second, the m ddl ebox
sends an unsolicited asynchronous notification nmessage to each agent
affected by the transaction (if it participates in an open session
with the m ddl ebox).

Request and reply nessages contain an agent-uni que request identifier
that allows the agent to determ ne to which sent request a received
reply corresponds.

An anal ysis of the requirements showed that four kinds of
transactions are required:

- Configuration transactions allow ng the agent to request state
transitions at the niddl ebox.

- Asynchronous transactions allow ng the m ddl ebox to change state
wi t hout a request by an agent.

- Mnitoring transactions allowi ng the agent to request state
information fromthe m ddl ebox.

- Conveni ence transacti ons conbi ning a set of configuration
transacti ons.

Configuration transacti ons and asynchronous transacti ons provide the
basi ¢ M DCOM protocol functionality. They are related to m ddl ebox

state transitions, and they concern establishnent and termnation of
M DCOM sessi ons and of policy rul es.

Moni toring transactions are not related to m ddl ebox state
transitions. They are used by agents to explore the nunber, status,
and properties of policy rules established at the m ddl ebox.

Conveni ence transactions sinplify M DCOM sessions by comnbining a set
of configuration transactions into a single one. They are not
necessary for M DCOM protocol operation

As specified in detail in section 3, configuration transactions and
asynchronous transacti ons are nandatory. They nust be inplenmented by
a conpliant middl ebox. Al convenience transactions are optional

and sorme of the nmonitoring transactions are optional.
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2.1.2. Message Types

The M DCOM protocol supports three kinds of nmessages: request
nmessages, reply messages, and notification messages. For each kind,
di fferent message types exist. In this semantics docunent, nessage
types are only defined by the |list of paraneters. The order of the
paranmeters and their encoding is left to a concrete protoco
definition. A protocol definition my also add further paraneters to
a nessage type or conbine several paraneters into one, as long as the
i nformati on contained in the parameters defined in the semantics is
still present.

For request nmessages and positive reply nmessages there exists one
nessage type per request transaction. Each reply transaction defines
the paraneter list of the request nessage and of the positive
(successful) reply message by using the transaction definition

tenpl ate defined in section 1.2.

In case of a failed request transaction, a negative reply nessage is
sent fromthe m ddl ebox to the agent. This nessage is the sane for
all request transactions; it contains the request identifier
identifying the request to which the reply is sent and a paraneter
indicating the failure reason

There are three notification nessage types: the Session Term nation
Notification (STN), the Policy Rule Event Notification (REN), and the
Group Event Notification (GEN). Al of these contain a m ddl ebox-

uni que notification identifier

STN  The Session Term nation Notification nessage additionally
contains a single paraneter indicating the reason for session
term nation by the niddl ebox.

REN The Policy Rule Event Notification nessage contains the
notification identifier, a policy rule identifier, and the
remai ning policy lifetine.

GEN The Group Event Notification nessage contains the notification
identifier, a policy rule group identifier, and the remaining
policy rule group lifetinme.

2.1.3. Session, Policy Rule, and Policy Rule G oup
Al'l transactions can be further grouped into transactions concerning

sessions, transactions concerning policy rules, and transactions
concerning policy rule groups. Policy rule groups can be used to
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i ndicate rel ati onshi ps between policy rules and to sinplify
transactions on a set of policy rules by using a single transaction
per group instead of one per policy rule.

Sessions and policy rules at the m ddl ebox are stateful. Their
states are i ndependent of each other, and their state machi nes (one
per session and one per policy rule) can be separated. Policy rule
groups are also stateful, but the mi ddl ebox does not need to maintain
state for policy rule groups, because the semantics were chosen so
that the policy rule group state is inplicitly defined by the state
of all policy rules belonging to the group (see section 2.4).

The separation of session state and policy rule state sinplifies the
specification of the semantics as well as a protocol inplenentation
Therefore, the semantics specification is structured accordingly and
we use two separated state machines to illustrate the semantics.

Pl ease note that state nachi nes of concrete protocol designs and

i npl enentations will probably be nore conplex than the state machines
presented here. However, the protocol state machines are expected to
be a superset of the senmantics state machines in this docunent.

2.1.4. Atonmicity

Al'l request transactions are atomc with respect to each other. This
neans that processing of a request at the mddl ebox is never
interrupted by another request arriving or already queued. This
particularly applies when the m ddl ebox concurrently receives
requests originating in different sessions. However, asynchronous
transactions may interrupt and/or term nate processing of a request
at any tine.

Al'l request transactions are atonmic fromthe point of view of the
agent. The processing of a request does not start before the

conpl ete request arrives at the mddlebox. No intermediate state is
stable at the m ddl ebox, and no internediate state is reported to any
agent .

The nunber of transactions specified in this docunent is rather
small. Again, for sinplicity, we reduced it to a mninmal set that
still neets the requirements. A real inplenentation of the protoco
m ght require splitting sone of the transactions specified belowinto
two or nore transactions of the respective protocol. Reasons for
this mght include constraints of the particular protocol or the
desire for nore flexibility. In general this should not be a
problem However, it should be considered that this mght change
atomicity of the affected transactions.
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2.1.5. Access Contro

Owner ship deternines access to policy rules and policy rul e groups.
VWhen a policy rule is created, a m ddl ebox-unique identifier is
generated to identify it in further transactions. Beyond the
identifier, each policy rule has an owner. The owner is the

aut henti cated agent that established the policy rule. The m ddl ebox
uses the owner attribute of a policy rule to control access to it;
each tine an authenticated agent requests to nodify an existing
policy rule, the mddl ebox determ nes the owner of the policy rule
and checks whether the requesting agent is authorized to perform
transactions on the owning agent’s policy rules.

Al policy rules belonging to the same policy rule group nust have
the sane owner. Therefore, authenticated agents have access either
to all members of a policy rule group, or to none of them

The m ddl ebox nmay be configured to allow specific authenticated
agents to access and nodify policy rules with certain specific
owners. Certainly, a reasonable default configuration would |let each
agent access its own policy rules. Also, it mght be good to
configure an agent identity to act as adm nistrator, allow ng

nodi fication of all policy rules owned by any agent. However, the
configuration of authorization at the m ddl ebox is out of scope of
the M DCOM semantics and protocol

2.1.6. Mddl ebox Capabilities

For several reasons it is useful that at session establishment the
agent | earns about particular capabilities of the m ddl ebox.
Therefore, the session establishnent procedure described in section
2.2.1 includes a transfer of capability information fromthe

m ddl ebox to the agent. The list of covered mi ddl ebox capabilities
i ncl udes the foll ow ng:

- Support of firewall function
- List of supported NAT functions, perhaps including
- address translation
- port translation
- protocol translation
- tw ce- NAT
- Internal |P address wildcard support
- External |P address wildcard support
- Port wildcard support
- Supported I P version(s) for internal network:
| Pv4, 1Pv6, or both

Stienerling, et al. I nf or mati onal [ Page 11]



RFC 3989 M DCOM Pr ot ocol Semantics February 2005

- Supported I P version(s) for external network:
| Pv4, 1Pv6, or both

- List of supported optional M DCOM protocol transactions

- Optional interface-specific policy rule support: not
supported or supported

- Policy rule persistence: persistent or non-persistent
(a rule is persistent when the m ddl ebox can save the rule to
a non-volatile nenory, e.g., a hard disk or flash nmenory)

- Maximumremaining lifetime of a policy rule or policy rule
group

- ldle-tineout of policy rules in the m ddl ebox
(reserved and enabl ed policy rules not used by any
data traffic for the tine of this idle-timeout are del eted
automatically by the mddl ebox; for the deletion of policy
rul es by m ddl eboxes, see section 2.3.13 about Asynchronous
Policy Rule Event).

- Maxi mum nunber of sinmultaneous M DCOM sessi ons

The list of mddl ebox capabilities nay be extended by a concrete
protocol specification with further information useful for the agent.

2.1.7. Agent and M ddl ebox Identifiers

To all ow both agents and ni ddl eboxes to maintain nmultiple sessions,
each request nmessage contains a paraneter identifying the requesting
agent, and each reply nessage and each notification nmessage contains
a paraneter identifying the m ddl ebox. These paranmeters are not
explicitly listed in the description of the individual transactions,
because they are common to all of them They are not further
referenced in the individual semantics descriptions. Although, they
are not necessarily passed explicitly as paranmeters of the M DCOM
protocol, they m ght be provided by the underlying (secure) transport
protocol being used. Agent identifiers at the niddl ebox are

m ddl ebox- uni que, and mi ddl ebox identifiers at the agent are agent-
uni que, respectively.

2.1.8. Confornmance

The M DCOM requirenments in [ MDC-REQ demand capabilities of the

M DCOM protocol that are met by the set of transactions specified

bel ow. However, an actual inplementation of a m ddl ebox may support
only a subset of these transactions. The set of announced supported
transactions may be different for different authenticated agents.

The mi ddl ebox inforns the authenticated agent with the capability
exchange at session establishment about the transactions that the
agent is authorized to perform Sonme transactions need to be offered
to every authenticated agent.
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Each transaction definition below has a conformance entry that
contains either 'nmandatory’ or 'optional’. A nandatory transaction
needs to be inplenmented by every m ddl ebox offering M DCOM service
and nust be nust be offered to each of the authenticated agents. An
optional transaction does not necessarily need to be inplenmented by a
m ddl ebox; it may offer these optional transactions only to certain
aut henticated agents. The m ddl ebox may offer one, several, all, or
no optional transactions to the agents. Wether an agent is all owed
to use an optional request transaction is determ ned by the

m ddl ebox’ s aut hori zation procedure, which is not further specified
by this docunent.

2.2. Session Control Transactions
Bef ore any transaction on policy rules or policy rule groups is
possi ble, a valid M DCOM sessi on nust be established. A M DCOM
session is an authenticated and authorized associ ati on between agent
and m ddl ebox. Sessions are initiated by agents and can be
term nated by either the agent or the middl ebox. Both agent and
m ddl ebox nmay participate in several sessions (with different
entities) at the same time. To distinguish different sessions, each
party uses | ocal session identifiers.
Al'l transactions are transmtted within this M DCOM sessi on
Session control is supported by three transactions:
- Session Establishment (SE)
- Session Term nation (ST)
- Asynchronous Session Term nation (AST)
The first two are configuration transactions initiated by the agent,
and the last one is an asynchronous transaction initiated by the
m ddl ebox.
2.2.1. Session Establishnent (SE)
transacti on- name: session establishment
transaction-type: configuration
transaction-conpli ance: nandatory
request - par anet ers:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.
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versi on: The version of the M DCOM prot ocol

m ddl ebox aut henticati on challenge (nt): An authentication
chal | enge token for authentication of the m ddl ebox. As seen
below, this is present only in the first iteration of the
request.

agent authentication (aa): An authentication token

aut henticating the agent to the mddl ebox. As seen below, this
is updated in the second iteration of the request with materia
responding to the m ddl ebox chal |l enge.

reply-paraneters (success):

fa

request identifier: An identifier matching the identifier
request.

m ddl ebox authentication (na): An authentication token
aut henticating the mddl ebox to the agent.

agent chal l enge token (ac): An authentication challenge token
for the agent authentication.

m ddl ebox capabilities: A list describing the m ddl ebox’s
capabilities. See section 2.1.6 for the |ist of m ddl ebox
capabilities.

| ure reason:

aut hentication failed

no aut hori zation

protocol version of agent and m ddl ebox do not match
| ack of resources

semanti cs:

Thi s session establishnent transaction is used to establish a

M DCOM sessi on. For nutual authentication of both parties two
subsequent session establishment transactions are required as

shown in Figure 1.
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2.

2.

2.

agent m ddl ebox
| session establishnent request

|
| (with mddlebox challenge nt) | CLOSED
A i
| successful reply (with m ddl ebox
| authentication ma and agent chal |l enge ac)
| oo |
| | NOAUTH
| session establishnment request
| (with agent authentication aa)
| oo >|
| |
| successful reply
| e |
| | OPEN
|

Figure 1. Mitual authentication of agent and m ddl ebox

Sessi on establishnment may be sinplified by using only a single
transaction. |In this case, server chall enge and agent chall enge
are omtted by the sender or ignored by the receiver, and

aut hentication nust be provided by other neans, for exanple by TLS
[ RFC2246] or |Psec [ RFC2402][ RFC2406] .

The ni ddl ebox checks with its policy decision point whether the
requesting agent is authorized to open a M DCOM session. If it is
not, the m ddl ebox generates a negative reply with 'no

aut hori zation’ as failure reason. |f authentication and

aut hori zation are successful, the session is established, and the
agent may start with requesting transactions on policy rules and
policy rule groups.

Part of the successful reply is an indication of the m ddl ebox’s
capabilities.

Session Termnation (ST)

transacti on-nanme: session ternination
transaction-type: configuration
transaction-conpli ance: nandatory

request - paraneters:
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2.

2.

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

reply-paraneters (success only):

- request identifier: An identifier nmatching the identifier of the
request.

semanti cs:

This transaction is used to close the M DCOM sessi on on behal f of
the agent. After session term nation, the m ddl ebox keeps al
established policy rules until their lifetime expires or until an
event occurs that causes the mddl ebox to term nate them

The ni ddl ebox al ways generates a successful reply. After sending
the reply, the mddlebox will not send any further messages to the
agent within the current session. It also will not process any
further request within this session that it received while
processing the session ternination request, or that it receives

later.
3. Asynchronous Session Term nation (AST)
transacti on-nanme: asynchronous session term nation
transacti on-type: asynchronous
transacti on-conpli ance: nandatory
notification nessage type: Session Termination Notification (STN)
reply-paraneters (success only):
- term nation reason: The reason why the session is term nated.

semanti cs:

The ni ddl ebox nay decide to terminate a M DCOM sessi on at any
time. Before terminating the actual session the m ddl ebox
generates a STN nmessage and sends it to the agent. After sending
the notification, the mddlebox will not process any further

request by the agent, even if it is already queued at the
nm ddl ebox.

After session termnation, the m ddl ebox keeps all established
policy rules until their lifetine expires or until an event occurs
for which the m ddl ebox term nates them
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Unli ke in other asynchronous transacti ons, no nore than one
notification is sent, because there is only one agent affected by
the transacti on.

2.2.4. Session Termination by Interruption of Connection

If a MDCOM session is based on an underlying network connection, the
session can also be terminated by an interruption of this connection
If the middl ebox detects this, it imrediately terminates the session
The effect on established policy rules is the sane as for the

Asynchr onous Session Term nation

2.2.5. Session State Machine

A state nachine illustrating the semantics of the session
transactions is shown in Figure 2. The transaction abbreviations
used can be found in the headings of the particular transaction
section.

Al sessions start in state CLOSED. |If nutual authentication is

al ready provided by other means, a successful SE transaction can
cause a state transition to state OPEN. (Qherwi se, it causes a
transition to state NOAUTH. Fromthis state a failed second SE
transaction returns to state CLOSED. A successful SE transaction
causes a transition to state OPEN. At any tinme, an AST transaction
or a connection failure may occur, causing a transition to state
CLOSED. A successful ST transaction from either NOAUTH or OPEN al so
causes a return to CLOSED. The paraneters of the transactions are
explained in Figure 2; the value nc=0 represents an enpty m ddl ebox
chal | enge.
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nc = m ddl ebox chal | enge
SE/failure ma = mi ddl ebox aut hentication
Foeemm - + ac = agent chall enge
| % aa = agent authentication
TSR +
| CLOSED |---------------- +
T + | SE(nc!=0)/
| NN | success(nm, ac)
SE(nc=0, | | | AST |
aa=K)/ | | | SE/failure %
success | | | ST/success +---------- +
| | A+ |  NOAUTH |
| R +
| | AST | SE(nc=0,
% | ST/ success | aa=OK)/
R + | success
| OPEN | <----mmmmmmmao - +
Fomm e m e +

Fi gure 2: Session State Mchine
2.3. Policy Rule Transactions

This section describes the semantics for transactions on policy
rules. The follow ng transactions are specifi ed:

- Policy Reserve Rule (PRR

- Policy Enable Rule (PER)

- Policy Rule Lifetine Change (RLC)

- Policy Rule List (PRL)

- Policy Rule Status (PRS)

- Asynchronous Policy Rule Event (ARE)

The first three transactions (PRR PER RLC) are configuration
transactions initiated by the agent. The fourth and fifth (PRL, PRS)
are nonitoring transactions. The |last one (ARE) is an asynchronous
transaction. The PRL and PRS and transactions do not have any effect
on the policy rule state nmachine.

Bef ore any transaction can start, a valid M DCOM sessi on nust be
est abl i shed.
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2.3.1. Configuration Transactions

Policy Rule transactions PER and RLC constitute the core of the
M DCOM protocol. Both are mandatory, and they serve for

- configuring NAT bi ndi ngs (PER)

- configuring firewall pinholes (PER)

- extending the lifetine of established policy rules (RLC)
- deleting policy rules (RLC)

Sone cases require knowi ng in advance which I P address (and port
nunber) woul d be chosen by NAT in a PER transaction. This
information is required before sufficient infornation for performng
a conplete PER transaction is available (see exanple in section 4.2).
For supporting such cases, the core transactions are extended by the
Policy Reserve Rule (PRR) transaction serving for

- reserving addresses and port nunbers at NATs (PRR)
2.3.2. Establishing Policy Rules

Both PRR and PER establish a policy rule. The action within the rule
is 'reserve’ if set by PRR and "enable” if set by PER

The Policy Reserve Rule (PRR) transaction is used to establish an
address reservation on neither side, one side, or both sides of the

m ddl ebox, dependi ng on the m ddl ebox configuration. The transaction
returns the reserved | P addresses and the optional ranges of port
nunbers to the agent. No address binding or pinhole configuration is
perfornmed at the m ddl ebox. Packet processing at the m ddl ebox
remai ns unchanged.

On pure firewalls, the PRR transaction is successfully processed
wi t hout any reservation, but the state transition of the M DCOMV
protocol engine is exactly the sanme as on NATSs.

On a traditional NAT (see [NAT-TRAD]), only an external address is
reserved; on a tw ce-NAT, an internal and an external address are
reserved. The reservation at a NAT is for required resources, such
as | P addresses and port numbers, for future use. How the
reservation is exactly done depends on the inplementation of the NAT.
In both cases the reservation concerns either an | P address only or a
conbinati on of an I P address with a range of port nunbers.
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The Policy Enable Rule (PER) transaction is used to establish a
policy rule that affects packet processing at the m ddl ebox.
Depending on its input parameters, it may nake use of the reservation
established by a PRR transaction or create a new rule from scratch.

On a NAT, the enable action is interpreted as a bind action

est abl i shing bi ndi ngs between internal and external addresses. At a
firewall, the enable action is interpreted as one or nore all ow
actions configuring pinholes. The nunber of allow actions depends on
the paraneters of the request and the inplementation of the firewall

On a conbined NAT/firewall, the enable action is interpreted as a
conbi nati on of bind and all ow acti ons.

The PRR transaction and the PER transaction are described in nore
detail in sections 2.3.8 and 2.3.9 bel ow

2.3.3. Maintaining Policy Rules and Policy Rule G oups
Each policy rule has a m ddl ebox-uni que identifier

Each policy rule has an owner. Access control to the policy rule is
based on ownership (see section 2.1.5). Omership of a policy rule
does not change during lifetinme of the policy rule.

Each policy rule has an individual lifetime. |If the policy rule
l[ifetime expires, the policy rule will be term nated at the

m ddl ebox. Typically, the m ddl ebox indicates term nation of a
policy rule by an ARE transaction. A policy rule lifetime change
(RLC) transaction may extend the lifetime of the policy rule up to
the limt specified by the m ddl ebox at session setup. Also an RLC
transaction may be used for shortening a policy rule’'s lifetinme or
deleting a policy rule by requesting a lifetime of zero. (Please
note that policy rule lifetimes may al so be nodified by the group
lifetime change (GLC) transaction.)

Each policy rule is a nenber of exactly one policy rule group. Goup
nmenber shi p does not change during the lifetine of a policy rule.
Selecting the group is part of the transaction establishing the
policy rule. This transaction inmplicitly creates a new group if the
agent does not specify one. The new group identifier is chosen by
the m ddl ebox. New nmenbers are added to an existing group if the
agent’s request designates one. A group only exists as long as it
has menber policy rules. As soon as all policies belonging to the
group have reached the ends of their lifetines, the group does not
exi st anynore.
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Agents can explore the properties and status of all policy rules they
are allowed to access by using the Policy Rule Status (PRS)
transacti on.

2.3.4. Policy Events and Asynchronous Notifications

If a policy rule changes its state or if its remaining lifetine is
changed in ways other than being decreased by tinme, then all agents
that can access this policy rule and that participate in an open
session with the niddl ebox are notified by the mddl ebox. If the
state or lifetime change was requested explicitly by a request
nessage, then the m ddl ebox notifies the requesting agent by
returning the corresponding reply. Al other agents that can access
the policy are notified by a Policy Rule Event Notification (REN)
nmessage.

Note that a m ddl ebox can serve multiple agents at the sane tine in
different parallel sessions. Between these agents, the sets of
policy rules that can be accessed by them may overlap. For exanple,
there mght be an agent that authenticates as administrator and that
can access all policies of all agents. O there could be a backup
agent running a session in parallel to a main agent and
authenticating itself as the sane entity as the main agent.

In case of a PER, PRR, or RLC transaction, the requesting agent
receives a PER, PRR, or RLC reply, respectively. To all other agents
that can access the created, nodified, or term nated policy rule (and
that participate in an open session with the m ddl ebox) the m ddl ebox
sends an REN nessage carrying the policy rule identifier (PID) and
the remaining lifetinme of the policy rule.

In case of a rule termnation by lifetine truncation or other events
not triggered by an agent, then the niddl ebox sends an REN nessage to
each agent that can access the particular policy rule and that
participates in an open session with the m ddl ebox. This ensures
that an agent always knows the nobst recent state of all policy rules
it can access.

2.3.5. Address Tuples

Request and reply nessages of the PRR, PER and PRS transactions
contai n address specifications for IP and transport addresses. These
par anet ers i ncl ude

- P version

- | P address

- | P address prefix length
- transport protoco
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- port nunber
- port parity
- port range

Additionally, the request nessage of PER and the reply nessage of PRS
contain a direction of flow paranmeter. This direction of flow
paraneter indicates for UDP and I P the direction of packets
traversing the mddl ebox. For 'inbound’, the UDP packets are
traversing fromoutside to inside; for 'outbound , frominside to the
outside. In both cases, the packets can traverse the niddel box only
uni -directionally. A bi-directional flow is enabled through ’bi-
directional’ as direction of flow paraneter. For TCP, the packet
flowis always bi-directional, but the direction of the flow
paraneter is defined as

- inbound: bi-directional TCP packet flow. First packet, with TCP
SYN flag set and ACK flag not set, nmust arrive at the m ddl ebox
at the outside interface.

- outbound: bi-directional TCP packet flow. First packet, with
TCP SYN flag set and ACK flag not set, nust arrive at the
m ddl ebox at the inside interface.

- bi-directional: bi-directional TCP packet flow. First packet,
with TCP SYN flag set and ACK flag not set, nmay arrive at inside
or outside interface.

We refer to the set of these paraneters as an address tuple. An
address tuple specifies either a comruni cati on endpoint at an
internal or external device or allocated addresses at the m ddl ebox.
In this docunent, we distinguish four kinds of address tuples, as
shown in Figure 3.

S + S +
| internal | AO Al +----------- + A2 A3 | external
| endpoint +---------- + mddl ebox +---------- + endpoi nt
R + Fom oo + R +

Figure 3: Address tuples A0 - A3

- A0 -- internal endpoint: Address tuple AO specifies a
conmuni cati on endpoint of a device within -- with respect to the
m ddl ebox -- the internal network.

- Al -- middl ebox inside address: Address tuple Al specifies a
virtual comuni cati on endpoint at the m ddl ebox within the
internal network. Al is the destination address for packets
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passing fromthe internal endpoint to the m ddl ebox and is the
source for packets passing fromthe middl ebox to the interna
endpoi nt .

- A2 -- mddl ebox outside address: Address tuple A2 specifies a
virtual comunication endpoint at the mddl ebox within the
external network. A2 is the destination address for packets
passing fromthe external endpoint to the mddl ebox and is the
source for packets passing fromthe middl ebox to the externa

endpoi nt .
- A3 -- external endpoint: Address tuple A3 specifies a
conmuni cati on endpoint of a device within -- with respect to the
m ddl ebox -- the external network.
For a firewall, the inside and outside endpoints are identical to the
correspondi ng external or internal endpoints, respectively. 1In this

case the installed policy rule sets the sane value in A2 as in A0
(A0=A2) and sets the sanme value in Al as in A3 (Al=A3).

For a traditional NAT, A2 is given a value different fromthat of AQ,
but the NAT binds them As for the firewall, it is also as it is at
a traditional NAT: Al has the sane val ue as A3.

For a twi ce-NAT, there are two bindings of address tuples: Al and A2
are both assigned values by the NAT. The ni ddl ebox outside address
A2 is bound to the internal endpoint A0, and the m ddl ebox inside
address Al is bound to the external endpoint A3.

2.3.6. Address Paraneter Constraints

For transaction paraneters belonging to an address tuple, sone
constraints exist that are common for all nmessages using them
Therefore, these constraints are sunmarized in the followi ng and are
not repeated agai n when describing the paraneters in the transaction
descriptions are presented.

The M DCOM senmantics defined in this docunent specifies the handling
of 1Pv4 and I Pv6 as network protocols, and of TCP and UDP (over |Pv4
and | Pv6) as transport protocols. The handling of any other
transport protocol, e.g., SCIP, is not defined within the semantics
but may be supported by concrete protocol specifications.

The I P version paraneter has either the value "IPv4’ or 'IPv6’. In a

policy rule, the value of the IP version parameter nust be the same
for address tuples A0 and Al, and for A2 and A3.
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The val ue of the I P address paraneter nmust conformw th the specified
| P version.

The I P address of an address tuple nmay be wildcarded. \Whether IP
address wildcarding is allowed or in which range it is allowed
depends on the local policy of the m ddl ebox; see al so section 6,
"Security Considerations". WIldcarding is specified by the IP
address prefix length paraneter of an address tuple. In line with
the conmon use of a prefix length, this parameter indicates the
nunber of high significant bits of the |IP address that are fixed,
while the remaining low significant bits of the IP address are

wi | dcar ded.

The val ue of the transport protocol paraneter can be either ' TCP

"UDP', or "ANY'. If the transport protocol paraneter has the val ue
"ANY', only IP headers are considered for packet handling in the

m ddl ebox -- i.e., the transport header is not considered. The

val ues of the paraneters port nunber, port range, and port parity are
irrelevant if the protocol paraneter is "ANY'. In a policy rule, the

val ue of the transport protocol paraneter nust be the same for al
address tuples A0, Al, A2, and A3.

The val ue of the port nunber parameter is either zero or a positive
integer. A positive integer specifies a concrete UDP or TCP port
nunber. The value zero specifies port wldcarding for the protoco
specified by the transport protocol paraneter. |If the port nunber
paraneter has the value zero, then the value of the port range
parameter is irrelevant. Depending on the value of the transport
protocol paraneter, this parameter may truly refer to ports or may
refer to an equival ent concept.

The port parity paranmeter is differently used in the context of

policy reserve rules (PRR) and policy enable rules (PER). In the
context of a PRR the value of the parameter may be 'odd’, 'even’', or
"any’. It specifies the parity of the first (lowest) reserved port
nunber .

In the context of a PER the port parity paraneter indicates to the

m ddl ebox whet her port nunmbers allocated at the middl ebox shoul d have
the sanme parity as the corresponding internal or external port
nunbers, respectively. 1In this context, the paraneter has the val ue
"same’ or 'any'. If the value is 'same’, then the parity of the port
nunber of A0 nust be the sane as the parity of the port nunber of A2,
and the parity of the port nunber of Al must be the sane as the
parity of the port nunber of A3. If the port parity paraneter has
the value "any’, then there are no constraints on the parity of any
port nunber.

Stienerling, et al. I nf or mati onal [ Page 24]



RFC 3989 M DCOM Pr ot ocol Semantics February 2005

The port range paraneter specifies a nunber of consecutive port
nunbers. Its value is a positive integer. Like the port nunber
parameter, this paraneter defines a set of consecutive port nunbers
starting with the port nunber specified by the port nunber paraneter
as the | owest port number and having as many el ements as specified by
the port range paraneter. A value of 1 specifies a single port
nunber. The port range paraneter nust have the same val ue for each
address tuple A0, Al, A2, and AS.

A single policy rule P containing a port range val ue greater than one
is equivalent to a set of policy rules containing a number n of
policies P.1, P 2, ..., P.n where n equals the value of the port
range paraneter. FEach policy rule P.1, P 2, ..., P.n has a port
range paraneter value of 1. Policy rule P_1 contains a set of
address tuples A0O_1, A1 1, A2 1, and A3_1, each of which contains the
first port nunber of the respective address tuples in P; policy rule
P_2 contains a set of address tuples A0_2, Al 2, A2 2, and A3_2, each
of which contains the second port nunber of the respective address
tuples in P, and so on

2.3.7. Interface-specific Policy Rules

Usual | y agents request policy rules with the know edge of A0 and A3
only, i.e., the address tuples (see section 2.3.5). But in very
speci al cases, agents nay need to select the interfaces to which the
requested policy rule is bound. GCenerally, the middlebox is carefu
about choosing the right interfaces when reserving or enabling a
policy rule, as it has the overall know edge about its configuration
For agents that want to select the interfaces, optional paraneters
are included in the Policy Reserve Rule (PRR) and Policy Enable Rule
(PER) transactions. These paranmeters are called

- inside interface: The selected interface at the inside of the
m ddl ebox -- i.e., in the private or protected address realm

- outside interface: The selected interface at the outside of the
m ddl ebox -- i.e., in the public address realm

The Policy Rule Status (PRS) transactions include these optiona
parameters in its replies when they are supported.

Agents can learn at session startup whether interface-specific policy

rul es are supported by the mniddl ebox, by checking the m ddl ebox
capabilities (see section 2.1.6).
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2.3.8. Policy Reserve Rule (PRR
transaction-name: policy reserve rule
transaction-type: configuration
transaction-conpli ance: nandatory
request - par anet ers:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

- group identifier: Areference to the group of which the policy
reserve rule should be a menber. As indicated in section 2.3.3,
if this value is not supplied, the m ddl ebox assigns a new group
for this policy reserve rule.

- service: The requested NAT service of the m ddl ebox. Allowed
values are 'traditional’ or 'twce’.

- internal IP version: Requested IP version at the inside of the
m ddl ebox; see section 2.3.5.

- internal |IP address: The |IP address of the interna
conmuni cati on endpoint (A0 in Figure 3); see section 2.3.5.

- internal port nunmber: The port number of the interna
conmuni cati on endpoint (A0 in Figure 3); see section 2.3.5.

- inside interface (optional): Interface at the inside of the
nm ddl ebox; see section 2.3.7.

- external |IP version: Requested IP version at the outside of the
m ddl ebox; see section 2.3.5.

- outside interface (optional): Interface at the outside of the
nm ddl ebox; see Section 2.3.7.

- transport protocol: See section 2.3.5.

- port range: The nunber of consecutive port nunbers to be
reserved; see section 2.3.5.

- port parity: The requested parity of the first (lowest) port

nunber to be reserved; allowed values for this paranmeter are
"odd’, 'even’', and 'any’. See also section 2.3.5.
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- policy rule lifetine: Alifetime proposal to the m ddl ebox for
the requested policy rule.

reply-paraneters (success):

- request identifier: An identifier nmatching the identifier of the
request.

- policy rule identifier: A mddl ebox-unique policy rule
identifier. 1t is assigned by the m ddl ebox and used as policy
rule handle in further policy rule transactions, particularly to
refer to the policy reserve rule in a subsequent PER
transacti on.

- group identifier: Areference to the group of which the policy
reserve rule is a menber.

- reserved inside | P address: The reserved | Pv4 or | Pv6 address on
the internal side of the m ddlebox. For an outbound flow, this
will be the destination to which the internal endpoint sends its
packets (Al in Figure 3). For an inbound flow, it will be the
apparent source address of the packets as forwarded to the
i nternal endpoint (A0 in Figure 3). The m ddl ebox reserves and
reports an internal address only in the case where twice-NAT is
in effect. QOherwi se, an enpty value for the addresses
i ndicates that no internal reservati on was nade. See al so
Section 2.3.5.

- reserved inside port nunber: See section 2.3.5.

- reserved outside | P address: The reserved |IPv4 or |Pv6 address
on the external side of the niddlebox. For an inbound flow,
this will be the destination to which the external endpoint
sends its packets (A2 in Figure 4). For an outbound flow, it
will be the apparent source address of the packets as forwarded
to the external endpoint (A3 in Figure 3). |If the mddlebox is
configured as a pure firewall, an enpty value for the addresses
i ndi cates that no external reservation was nade. See al so
section 2.3.5.

- reserved outside port number: See section 2.3.5.
- policy rule lifetine: The policy rule lifetine granted by the
m ddl ebox, after which the reservation will be revoked if it has

not been replaced already by a policy enable rule in a PER
transacti on.
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failure reason:

- agent not authorized for this transaction

- agent not authorized to add nenbers to this group

- lack of I P addresses

- lack of port nunbers

- lack of resources

- specified inside/outside interface does not exist

- specified inside/outside interface not available for specified
service

notification nessage type: Policy Rule Event Notification (REN)
semanti cs:

The agent can use this transaction type to reserve an | P address
or a conbination of |IP address, transport type, port numnber, and
port range at neither side, one side, or both sides of the

m ddl ebox as required to support the enabling of a flow
Typically the PRRwill be used in scenarios where it is required
to perform such a reservation before sufficient paraneters for a
conpl ete policy enable rule transaction are available. See
section 4.2 for an exanpl e.

When receiving the request, the niddl ebox determ nes how many
address (and port) reservations are required based on its

configuration. |If it provides only packet filter services, it
does not performany reservation and returns enpty val ues for the
reserved inside and outside | P addresses and port nunbers. If it

is configured for twi ce-NAT, it reserves both inside and outside
| P addresses (and an optional range of port nunbers) and returns
them OQherwise, it reserves and returns an outside |IP address
(and an optional range of port nunbers) and returns enpty val ues
for the reserved inside address and port range.

The A0 paraneter (inside |IP address version, inside |P address,
and inside port nunber) can be used by the m ddl ebox to determ ne
the correct NAT napping and thus A2 if necessary. Once a PRR
transaction has reserved an outside address (A2) for an interna
end point (AQ) at the m ddl ebox, the m ddl ebox must ensure that
this reserved A2 is available in any subsequent PER and PRR
transacti on.

For m ddl eboxes supporting interface-specific policy rules, as
defined in section 2.3.7, the optional inside and outside

i nterface paranmeters nmust both be included in the request, or
neither of them should be included. 1In the presence of these
paraneters, the m ddl ebox uses the outside interface paraneter to
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sel ect the interface at which the outside address tuple (outside
| P address and port number) is reserved, and the inside interface
paranmeter to select the interface at which the inside address
tuple (inside I P address and port number) is reserved. Wthout
the presence of these paraneters, the m ddl ebox selects the
particular interfaces based on its internal configuration

If there is a lack of resources, such as available | P addresses,
port nunbers, or storage for further policy rules, then the
reservation fails, and an appropriate failure reply is generated.

If a non-existing policy rule group was specified, or if an
existing policy rule group was specified that is not owned by the
requesting agent, then no new policy rule is established, and an
appropriate failure reply is generated.

In case of success, this transaction creates a new policy reserve
rule. |If an already existing policy rule group is specified, then
the new policy rule becones a nmenber of it. |If no policy group is
specified, a new group is created with the new policy rule as its
only menber. The mi ddl ebox generates a m ddl ebox-uni que
identifier for the new policy rule. The owner of the new policy
rule is the authenticated agent that sent the request. The

m ddl ebox chooses a lifetine value that is greater than zero and

| ess than or equal to the m nimum of the requested value and the
maxi mum |l ifetinme specified by the niddl ebox at session startup,
i.e.,

0 <=1t _granted <= MNIMUM |t _requested, |t_maxi num

wher e
- It _granted is the lifetinme actually granted by the m ddl ebox
- It_requested is the lifetime the agent requested
- It_maximumis the maximum|lifetime specified at session
setup

A m ddl ebox with NAT capability always reserves a m ddl ebox
external address tuple (A2) in response to a PRR request. In the
speci al case of a conbined tw ce- NAT/ NAT mi ddl ebox, the agent can
request only NAT service or tw ce-NAT service by choosing the
service paranmeter 'traditional’ or 'twice , respectively. An
agent that does not have any preference chooses 'twice’'. The
"traditional’ value should only be used in order to sel ect
traditional NAT service at m ddl eboxes offering both traditiona
NAT and twice NAT. In the 'twice case, the conbined twce-

NAT/ NAT mi ddl ebox reserves A2 and Al; the ’'traditional’ case
results in a reservation of A2 only. An agent
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nust al ways use the PRR transaction for choosi ng NAT only or
twi ce- NAT service in the special case of a conbined tw ce- NAT/ NAT
m ddl ebox. A firewall m ddl ebox ignores this paraneter.

If the protocol identifier is "ANY', then the m ddl ebox reserves
avai | abl e inside and/or outside |P address(es) only. The reserved
address(es) are returned to the agent. |In this case, the
request-paraneters "port range" and "port parity" as well as
reply-paraneters "inside port number" and "outside port nunber"”,
are irrel evant.

If the protocol identifier is "UDP or 'TCP, then a conbination
of an | P address and a consecutive sequence of port nunbers,
starting with the specified parity, is reserved, on neither side,
one side, or both sides of the m ddl ebox, as appropriate. The IP
address(es) and the first (lowest) reserved port nunber(s) of the
consecutive sequence are returned to the agent. (This also
applies to other protocols supporting ports or the equivalent.)

After a new policy reserve rule is successfully established and
the reply nmessage has been sent to the requesting agent, the

m ddl ebox checks whet her there are other authenticated agents
participating in open sessions, which can access the new policy
rule. If the mddlebox finds one or nore of these agents, then it
sends a REN nmessage reporting the new policy rule to each of them

M DCOM agents use the policy enable rule (PER) transaction to enable

policy reserve rules that have been established beforehand by a

policy reserve rule (PRR) transaction. See also section 2.3.2.
2.3.9. Policy Enable Rule (PER

transacti on-name: policy enable rule

transaction-type: configuration

transaction-conpli ance: nandatory

request - paraneters:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

- policy reserve rule identifier: A reference to an already
exi sting policy reserve rule created by a PRR transaction. The
reference may be enpty, in which case the niddl ebox nust assign
any necessary addresses and port numbers within this PER
transaction. If it is not enpty, then the foll owi ng request
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paranmeters are irrelevant: group identifier, transport protocol
port range, port parity, internal |IP version, external IP
versi on.

group identifier: Areference to the group of which the policy
enabl e rul e should be a menber. As indicated in section 2.3.3,
if this value is not supplied, the middl ebox assi gns a new group
for this policy reserve rule.

transport protocol: See section 2.3.5.

port range: The nunber of consecutive port nunbers to be
reserved; see section 2.3.5.

port parity: The requested parity of the port nunber(s) to be
mapped. Allowed values of this paraneter are 'sane’ and 'any’.
See al so section 2.3.5.

direction of flow This paraneter specifies the direction of
enabl ed conmuni cation, either 'inbound , 'outbound , or ’bi-
directional’

internal |IP version: Requested IP version at the inside of the
m ddl ebox; see section 2.3.5.

internal | P address: The IP address of the interna
conmuni cati on endpoint (A0 in Figure 3); see section 2.3.5.

internal port nunber: The port number of the interna
conmuni cati on endpoint (A0 in Figure 3); see section 2.3.5.

inside interface (optional): Interface at the inside of the
m ddl ebox; see section 2.3.7.

external IP version: Requested IP version at the outside of the
m ddl ebox; see section 2.3.5.

external | P address: The | P address of the externa
conmuni cati on endpoint (A3 in Figure 3); see section 2.3.5.

external port nunber: The port nunber of the externa
conmuni cati on endpoint (A3 in Figure 4), see section 2.3.5.

outside interface (optional): Interface at the outside of the
m ddl ebox; see section 2.3.7.

policy rule lifetine: Alifetime proposal to the m ddl ebox for
the requested policy rule.
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- paraneters (success):

request identifier: An identifier matching the identifier of the
request.

policy rule identifier: A mddlebox-unique policy rule
identifier. 1t is assigned by the mi ddl ebox and used as policy
rule handle in further policy rule transactions. |If a policy
reserve rule identifier was provided in the request, then the
returned policy rule identifier has the sane val ue.

group identifier: Areference to the group of which the policy
enable rule is a nenber. If a policy reserve rule identifier
was provided in the request, then this paranmeter identifies the
group of which the policy reserve rule was a nenber.

inside I P address: The I P address provided at the inside of the
m ddl ebox (Al in Figure 3). 1In case of a twice-NAT, this
paranmeter will be an internal |IP address reserved at the inside
of the mddlebox. 1In all other cases, this reply-parameter wll
be identical with the external |IP address passed with the
request. If the policy reserve rule identifier paraneter was
supplied in the request and the respective PRR transaction
reserved an inside |P address, then the inside |IP address
provided in the PER response will be the identical value to that
returned by the response to the PRR request. See also section
2.3.5.

i nside port nunber: The internal port nunber provided at the
i nside of the middlebox (Al in Figure 3); see also section
2.3.5.

outside I P address: The external |P address provided at the

out side of the middlebox (A2 in Figure 4). 1In case of a pure
firewall, this parameter will be identical with the internal IP
address passed with the request. |In all other cases, this
reply-paraneter will be an external |P address reserved at the
outsi de of the m ddl ebox. See also section 2.3.5.

out side port nunber: The external port nunber provided at the
outside of the NAT (A2 in Figure 3); see section 2.3.5.

policy rule lifetine: The policy rule lifetine granted by the
nm ddl ebox.

re reason:

agent not authorized for this transaction
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- agent not authorized to add nenbers to this group

- no such policy reserve rule

- agent not authorized to replace this policy reserve rule

- conflict with already existing policy rule (e.g., the same
i nternal address-port is being nmapped to different outside
address-port pairs)

- lack of IP addresses

- lack of port nunbers

- lack of resources

- no internal IP wldcarding all owed

- no external IP wldcarding all owed

- specified inside/outside interface does not exist

- specified inside/outside interface not available for specified
service

- reserved A0 to requested A0 m snatch

notification nessage type: Policy Rule Event Notification (REN)
semanti cs:

Thi s transaction can be used by an agent to enabl e conmmruni cation
bet ween an internal endpoint and an external endpoint

i ndependently of the type of m ddl ebox (NAT, NAPT, firewall, NAT-
PT, conbi ned devices), for unidirectional or bi-directiona
traffic.

The agent sends an enabl e request specifying the endpoints
(optionally including wildcards) and the direction of

conmuni cati on (i nbound, outbound, bi-directional). The
conmuni cati on endpoints are displayed in Figure 3. The basic
operation of the PER transaction can be descri bed by

1. the agent sending A0 and A3 to the niddl ebox,

2. the m ddl ebox reserving AL and A2 or using Al and A2 froma
previ ous PRR transacti on,

3. the middl ebox enabling packet transfer between A0 and A3 by
bi ndi ng A0- A2 and Al-A3 and/or by opening the corresponding
pi nhol es, both according to the specified direction, and

4. the mddl ebox returning A1 and A2 to the agent.

In case of a pure packet filtering firewall, the returned address
tuples are the same as those in the request: A2=A0 and Al=A3.
Each partner uses the other’s real address. |In case of a

tradi tional NAT, the internal endpoint may use the real address of
the external endpoint (AL=A3), but the external endpoint uses an
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address tuple provided by the NAT (A2!=A0). |In case of a twi ce-
NAT devi ce, both endpoints use address tuples provided by the NAT
for addressing their comunication partner (A3!=Al1 and A2!=A0).

If afirewall is conbined with a NAT or a tw ce-NAT, the replied

address tuples will be the sanme as for pure traditional NAT or
twi ce- NAT, respectively, but the mddlebox will configure its
packet filter in addition to the perforned NAT bindings. 1In case

of a firewall conmbined with a traditional NAT, the policy rule my
imply nmore than one enable action for the firewall configuration
as incom ng and out goi ng packets may use different source-
destination pairs.

For m ddl eboxes supporting interface specific policy rules, as
defined in Section 2.3.7, the optional inside and outside

i nterface paranmeters nmust both be included in the request, or
neither of them should be included. 1In the presence of these
paraneters, the m ddl ebox uses the outside interface paraneter to
sel ect the interface at which the outside address tuple (outside
| P address and port nunber) is bound, and the inside interface
paranmeter to select the interface at which the inside address
tuple (inside I P address and port number) is bound. Wthout the
presence of these paraneters, the m ddl ebox selects the particul ar
interfaces based on its internal configuration

Checking the Policy Reservation Rule ldentifier

If the paraneter specifying the policy reservation rule
identifier is not enpty, then the m ddl ebox checks whether the
referenced policy rule exists, whether the agent is authorized
to replace this policy rule, and whether this policy rule is a
policy reserve rule

In case of success, this transaction creates a new policy
enable rule. If a policy reserve rule was referenced, then the
policy reserve rule is term nated without an explicit
notification sent to the agent (other than the successful PER

reply).

The PRR transaction sets the internal endpoint AO during the
reservation process. |In the process of creating a new policy
enabl e rule, the m ddl ebox may check whet her the requested A0
is equal to the reserved AO. The niddl ebox may reject a PER
request with a requested A0 not equal to the reserved A0 and
nmust then send an appropriate failure message. Alternatively,
the m ddl ebox may change A0 due to the PER request.
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The m ddl ebox generates a m ddl ebox-uni que identifier for the
new policy rule. |If a policy reserve rule was referenced, then
the identifier of the policy reserve rule is reused.

The owner of the new policy rule is the authenticated agent
that sent the request.

Checking the Policy Rule Group ldentifier

If no policy reserve rule was specified, then the policy rule
group paraneter is checked. |If a non-existing policy rule
group is specified, or if an existing policy rule group is
specified that is not owned by the requesting agent, then no
new policy rule is established, and an appropriate failure
reply is generated.

If an already existing policy rule group is specified, then the
new policy rule becones a nenber. |If no policy group is
specified, then a new group is created with the new policy rule
as its only menber.

If the transport protocol parameter value is 'ANY', then the

m ddl ebox enabl es communi cati on between the specified external IP
address and the specified internal |IP address. The addresses to
be used by the comunication partners to address each other are
returned to the agent as inside |IP address and outside |P address.
If the reservation identifier is not enpty and if the reservation
used the same transport protocol type, then the reserved IP
addresses are used.

For the transport protocol paraneter values 'UDP and 'TCP', the
m ddl ebox acts anal ogously as for " ANY’ but al so maps ranges of
port nunbers, keeping the port parity, if requested.

The configuration of the m ddl ebox may fail because of |ack of
resources, such as avail able |IP addresses, port nunbers, or
storage for further policy rules. It nay also fail because of a
conflict with an established policy rule. In case of a conflict,
the first-come first-served mechanismis applied. Existing policy
rul es remai n unchanged and arrivi ng new ones are rejected.

However, in case of a non-conflicting overlap of policy rules
(including identical policy rules), all policy rules are accepted.

The ni ddl ebox chooses a lifetine value that is greater than zero
and | ess than or equal to the mininum of the requested value and
the maxinumlifetime specified by the m ddl ebox at session
startup, i.e.,
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0 <=1t _granted <= MNIMUM |t _requested, |t_maxi num

wher e
- It_granted is the lifetime actually granted by the m ddl ebox
- It_requested is the lifetine the agent requested
- It_maximumis the maximum|lifetime specified at session
setup

In each case of failure, an appropriate failure reply is
generated. The policy reserve rule that is referenced in the PER
transaction is not affected in case of a failure within the PER
transaction -- i.e., the policy reserve rule renains.
After a new policy enable rule is successfully established and the
reply message has been sent to the requesting agent, the m ddl ebox
checks whet her there are other authenticated agents participating
in open sessions that can access the new policy rule. If the
m ddl ebox finds one or nore of these agents, then it sends a REN
nessage reporting the new policy rule to each of them
2.3.10. Policy Rule Lifetime Change (RLC)

transaction-name: policy rule lifetime change

transaction-type: configuration

transacti on-conpli ance: nandatory

request - par anet er s:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

- policy rule identifier: ldentifying the policy rule for which
the lifetime is requested to be changed. This may identify
either a policy reserve rule or a policy enable rule.

- policy rule lifetine: The new lifetine proposal for the policy
rul e.

reply-paraneters (success):

- request identifier: An identifier natching the identifier of the
request.

- policy rule lifetine: The remaining policy rule lifetine granted
by the m ddl ebox.

Stienerling, et al. I nf or mati onal [ Page 36]



RFC 3989 M DCOM Pr ot ocol Semantics February 2005

failure reason:

- agent not authorized for this transaction

- agent not authorized to change lifetime of this policy
rul e

- no such policy rule

- lifetime cannot be extended

notification nessage type: Policy Rule Event Notification (REN)
semanti cs:

The agent can use this transaction type to request the extension
of an established policy rule’s lifetine, the shortening of the
lifetime, or policy rule termination. Policy rule ternmination is
requested by suggesting a new policy rule lifetime of zero.

The m ddl ebox first checks whether the specified policy rule

exi sts and whether the agent is authorized to access this policy
rule. If one of the checks fails, an appropriate failure reply is
generated. |If the requested lifetime is |onger than the current
one, the m ddl ebox al so checks whether the lifetine of the policy
rule may be extended and generates an appropriate failure nessage
if it may not.

A failure reply inplies that the new lifetime was not accepted
and the policy rule remains unchanged. A success reply is
generated by the mddlebox if the lifetime of the policy rule was
changed i n any way.

The success reply contains the new lifetinme of the policy rule.
The ni ddl ebox chooses a lifetine value that is greater than zero
and | ess than or equal to the mininum of the requested value and
the maxinumlifetime specified by the m ddl ebox at session
startup, i.e.,

0 <=1t _granted <= MNIMUM |t _requested, |t_maxi num

wher eas
- It_granted is the lifetime actually granted by the m ddl ebox
- It_requested is the lifetine the agent requested
- It_maximumis the maximum|lifetime specified at session
setup
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After sending a success reply with a lifetinme of zero, the

m ddl ebox wi Il consider the policy rule non-existent. Any further
transaction on this policy rule results in a negative reply,
indicating that this policy rule does not exist anynore.

Note that policy rule lifetine may al so be changed by the G oup
Lifeti me Change (GLC) transaction, if applied to the group of
which the policy rule is a menber
After the remaining policy rule lifetime was successfully changed
and the reply nmessage has been sent to the requesting agent, the
m ddl ebox checks whether there are other authenticated agents
participating in open sessions that can access the policy rule.
If the mddl ebox finds one or nore of these agents, then it sends
a REN nessage reporting the newremaining policy rule lifetime to
each of them
2.3.11. Policy Rule List (PRL)

transaction-nane: policy rule |ist

transacti on-type: nonitoring

transaction-conpli ance: nandatory

request - par anet ers:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

reply-paraneters (success):

- request identifier: An identifier matching the identifier of the
request.

- policy list: List of policy rule identifiers of all policy rules
that the agent can access.

failure reason:

- transaction not supported
- agent not authorized for this transaction
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semanti cs:
The agent can use this transaction type to list all policies that
it can access. Usually, the agent has this information already,
but in special cases (for exanple, after an agent fail-over) or
for special agents (for exanple, an administrating agent that can
access all policies) this transaction can be hel pful.
The ni ddl ebox first checks whether the agent is authorized to
request this transaction. |If the check fails, an appropriate
failure reply is generated. Qherwise a list of all policies the
agent can access is returned indicating the identifier and the
owner of each policy.

This transaction does not have any effect on the policy rule
state.

2.3.12. Policy Rule Status (PRS)
transaction-nanme: policy rule status
transacti on-type: nonitoring
transaction-conpli ance: nandatory
request - par anet ers:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

- policy rule identifier: The m ddl ebox-uni que policy rule
identifier.

reply-paraneters (success):

- request identifier: An identifier nmatching the identifier of the
request.

policy rule owner: An identifier of the agent owning this policy
rul e.

group identifier: Areference to the group of which the policy
rule is a menber.

policy rule action: This parameter has either the val ue
"reserve’ or the value 'enable’
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transport protocol: ldentifies the protocol for which a
reservation is requested; see section 2.3.5.

- port range: The nunber of consecutive port numbers; see section
2.3.5.

- direction: The direction of the comruni cati on enabl ed by the
m ddl ebox. Applicable only to policy enable rules.

- internal | P address version: The version of the internal IP
address (IP version of A0 in Figure 3).

- external | P address version: The version of the external IP
address (I P version of A3 in Figure 3).

- internal |IP address: The IP address of the interna
conmuni cati on endpoint (A0 in Figure 3); see section 2.3.5.

- internal port nunber: The port nunber of the interna
conmuni cati on endpoint (A0 in Figure 3); see section 2.3.5.

- external | P address: The |IP address of the externa
conmuni cati on endpoint (A3 in Figure 3); see section 2.3.5.

- external port nunber: The port nunber of the externa
conmuni cati on endpoint (A3 in Figure 3); see section 2.3.5.

- inside interface (optional): The inside interface at the
m ddl ebox; see section 2.3.7.

- inside I P address: The internal |P address provided at the
i nside of the NAT (Al in Figure 3); see section 2.3.5.

- inside port nunber: The internal port nunber provided at the
inside of the NAT (Al in Figure 3); see section 2.3.5.

- outside interface (optional): The outside interface at the
nm ddl ebox; see section 2.3.7.

- outside I P address: The external |P address provided at the
outside of the NAT (A2 in Figure 3); see section 2.3.5.

- outside port nunber: The external port nunber provided at the
outside of the NAT (A2 in Figure 3); see section 2.3.5.

- port parity: The parity of the allocated ports.
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- service: The selected service in the case of m xed traditiona
and tw ce- NAT nmi ddl ebox (see section 2.3.8).

- policy rule lifetine: The remaining lifetinme of the policy rule.
failure reason:

- transaction not supported

- agent not authorized for this transaction

- no such policy rule

- agent not authorized to access this policy rule

semanti cs:

The agent can use this transaction type to list all properties of
a policy rule. Usually, the agent has this information already,
but in special cases (for exanple, after an agent fail-over) or
for special agents (for exanple, an administrating agent that can
access all policy rules) this transaction can be hel pful.

The ni ddl ebox first checks whether the specified policy rule
exi sts and whether the agent is authorized to access this group
If one of the checks fails, an appropriate failure reply is
generated. O herwise all properties of the policy rule are
returned to the agent. Sone of the returned paraneters may be
irrelevant, depending on the policy rule action (’'reserve’ or
"enabl e’) and dependi ng on other parameters -- for exanple, the
protocol identifier

Thi s transaction does not have any effect on the policy rule
state.

2.3.13. Asynchronous Policy Rule Event (ARE)
transacti on-name: asynchronous policy rul e event
transaction-type: notification
transacti on-conpli ance: nandatory
notification nessage type: Policy Rule Event Notification (REN)
semanti cs:
The ni ddl ebox nay decide at any point in tine to termnate a

policy rule. This transaction is triggered nost frequently by
l[ifetime expiration of the policy rule. Among other events that
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may cause this transaction are changes in the policy rule decision
poi nt .

The ni ddl ebox sends an REN nessage to all agents that participate
in an open session with the m ddl ebox and that are authorized to
access the policy rule. The notification is sent to the agents
bef ore the m ddl ebox changes the policy rule’'s lifetinme. The
change of lifetinme may be triggered by any other authorized agent
and results in shortening (It_new < |t_existing), extending
(I't_new > It_existing), or termnating the policy rule

(I't_new = 0).

The ARE transaction corresponds to the REN nessage handl i ng descri bed
in section 2.3.4 for nultiple agents.

2.3.14. Policy Rule State Mchine

The state machine for the policy rule transactions is shown in Figure
4 with all possible state transitions. The used transaction

abbrevi ations may be found in the headings of the particular
transacti on section.

PRR/ success R LR +
e R + PRID UNUSED |<-+
+----+ | e +
| | | ~o |
| v v | |
| - + ARE | | PER/ | ARE
|| RESERVED +------------ + | success | RLC(It=0)/
RS SRR S + RLC(It=0)/ | | success
| | | success | |
+---- 4 % |
RLC(1t>0)/ | PER/ success R +
success Fome - >| ENABLED +- -+
T +
| AN
It =1lifetime A +

RLC(It>0)/success
Figure 4: Policy Rule State Mchine

This state machi ne exists per policy rule identifier (PRI D).
Initially all policy rules are in state PRI D UNUSED, which neans that
the policy rule does not exist or is not active. After returning to
state PRID UNUSED, the policy rule identifier is no |onger bound to
an existing policy rule and nmay be reused by the m ddl ebox.
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A successful PRR transaction causes a transition fromthe initia
state PRID UNUSED to the state RESERVED, where an address reservation
is established. Fromthere, state ENABLED can be entered by a PER
transaction. This transaction can also be used for entering state
ENABLED directly fromstate PRID UNUSED wi t hout a reservation. In
state ENABLED the requested conmuni cation between the internal and
the external endpoint is enabled.

The states RESERVED and ENABLED can be mai ntai ned by successful RLC
transactions with a requested lifetime greater than 0. Transitions
fromboth of these states back to state PRI D UNUSED can be caused by
an ARE transaction or by a successful RLC transaction with a lifetine
par anmet er of O.

A failed request transacti ons does not change state at the ni ddl ebox.

Note that transitions initiated by RLC transactions may al so be
initiated by G.C transactions.

2.4. Policy Rule Group Transactions

This section describes the semantics for transacti ons on groups of
policy rules. These transactions are specified as foll ows:

- Group Lifetinme Change (GO
- Group List (QA)
- Goup Status (GS)

Al are request transactions initiated by the agent. GCis a
conveni ence transaction. G. and GS are nonitoring transactions that
do not have any effect on the group state nachine.

2.4.1. Overview

A policy rule group has only one attribute: the list of its nenbers.
Al nmenber policies of a single group nust be owned by the sane

aut henticated agent. Therefore, an inplicit property of a group is
its owner, which is the owner of the menber policy rules.

A group is inmplicitly created when its first nenber policy rule is
established. A group is inmplicitly term nated when the | ast
remai ni ng nmenber policy rule is termnated. Consequently, the
l[ifetime of a group is the maximumof the lifetines of all menber
policy rules.

A group has a m ddl ebox-uni que identifier

Stienerling, et al. I nf or mati onal [ Page 43]



RFC 3989 M DCOM Pr ot ocol Semantics February 2005

Group transactions are declared as 'optional’ by their respective
conpliance entry in section 3. However, they provide sone
functionalities, such as convenience for the agent in sending only
one request instead of several, that is not available if only
mandat ory transactions are avail abl e.

The Group Lifetinme Change (G.C) transaction is equivalent to

si mul taneously performed Policy Rule Lifetime Change (RLC)
transactions on all menbers of the group. The result of a successfu
G.C transaction is that all nenber policy rules have the sane
lifetime. As with the RLC transaction, the G.C transaction can be
used to delete all nenber policy rules by requesting a lifetinme of
zero.

The nonitoring transactions Group List (G) and Group Status (GS) can
be used by the agent to explore the state of the m ddl ebox and to
explore its access rights. The GL transaction lists all groups that
the agent may access, including groups owned by other agents. The GS
transaction reports the status on an individual group and |ists al
policy rules of this group by their policy rule identifiers. The
agent can explore the state of the individual policy rules by using
the policy rule identifiers in a policy rule status (PRS) transaction
(see section 2.3.12).

The G. and GS transactions are particularly hel pful in case of an
agent fail-over. The agent taking over the role of a failed one can
use these transactions retrieve whi chever policies have been
established by the failed agent.
Notifications on group events are generated anal ogously to policy
rule events. To notify agents about group events, the Policy Rule
Group Event Notification (GEN) message type is used. GEN nessages
contain an agent-unique notification identifier, the policy rule
group identifier, and the remaining lifetime of the group

2.4.2. Goup Lifetine Change (G.C
transaction-name: group lifetinme change
transacti on-type: convenience
transacti on-conpli ance: optiona
request - par anet ers:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.
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- group identifier: Areference to the group for which the
lifetime is requested to be changed.
- group lifetime: The new |lifetime proposal for the group
repl y-paraneters (success):

- request identifier: An identifier matching the identifier of the
request.

- group lifetime: The group lifetime granted by the m ddl ebox.
failure reason:

- transaction not supported

- agent not authorized for this transaction

- agent not authorized to change lifetime of this group
- no such group

l'ifetime cannot be extended

notification nessage type: Policy Rule Group Event Notification (GEN)

semanti cs:

The agent can use this transaction type to request an extension of
the lifetime of all menbers of a policy rule group, to request
shortening the lifetime of all menbers, or to request termnation
of all nenber policies (which inplies term nation of the group).
Term nation is requested by suggesting a new group lifetinme of
zero.

The mi ddl ebox first checks whet her the specified group exists and
whet her the agent is authorized to access this group. |f one of
the checks fails, an appropriate failure reply is generated. |If
the requested lifetinme is |onger than the current one, the

m ddl ebox al so checks whether the lifetinme of the group may be
ext ended and generates an appropriate failure nessage if it may
not .

Afailure reply inplies that the lifetine of the group remains
unchanged. A success reply is generated by the m ddl ebox if the
lifetime of the group was changed in any way.

The success reply contains the new common lifetime of all nenber
policy rules of the group. The mi ddl ebox chooses the new lifetine
| ess than or equal to the m ninmum of the requested lifetine and
the maximnumlifetinme that the m ddl ebox specified at session setup
along with its other capabilities, i.e.
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0 <=1t _granted <= MNIMUM |t _requested, |t_maxi num

wher e
- It_granted is the lifetime actually granted by the m ddl ebox
- It_requested is the lifetine the agent requested
- It_maximumis the maximum|lifetime specified at session
setup

After sending a success reply with a lifetinme of zero, the

m ddl ebox will term nate the nmenber policy rules wthout any
further notification to the agent, and will consider the group and
all of its menbers non-existent. Any further transaction on this
policy rule group or on any of its nmenbers results in a negative
reply, indicating that this group or policy rule, respectively,
does not exist anynore.

After the remaining policy rule group lifetine is successfully
changed and the reply nessage has been sent to the requesting
agent, the m ddl ebox checks whether there are other authenticated
agents participating in open sessions that can access the policy
rule group. |If the mddlebox finds one or nore of these agents,
it sends a GEN nessage reporting the new remai ning policy rule
group lifetine to each of them
2.4.3. Goup List (Q)

transaction-name: group |ist

transacti on-type: nonitoring

transaction-conpli ance: optiona

request - par anet ers:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

reply-paraneters (success):

- request identifier: An identifier matching the identifier of the
request.

- group list: List of all groups that the agent can access. For
each listed group, the identifier and the owner are indicated.
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failure reason:

- transaction not supported
- agent not authorized for this transaction

semanti cs:
The agent can use this transaction type to list all groups that it
can access. Usually, the agent has this information already, but
in special cases (for exanmple, after an agent fail-over) or for
speci al agents (for exanple, an adm nistrating agent that can
access all groups) this transaction can be hel pful.
The mi ddl ebox first checks whether the agent is authorized to
request this transaction. |f the check fails, an appropriate
failure reply is generated. Oherwise a list of all groups the
agent can access is returned indicating the identifier and the
owner of each group
Thi s transaction does not have any effect on the group state.

2.4.4. Goup Status (GS)

transacti on-name: group status

transaction-type: nonitoring

transacti on-conpli ance: optiona

request - par anet er s:

- request identifier: An agent-unique identifier for matching
correspondi ng request and reply at the agent.

- group identifier: Areference to the group for which status
infornmation i s requested.

reply-paraneters (success):

- request identifier: An identifier matching the identifier of the
request.

- group owner: An identifier of the agent owning this policy rule
group.
- group lifetime: The remaining lifetine of the group. This is

the maxi num of the remaining lifetime of all nenbers, policy
rul es.
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3.

- nmenber list: List of all policy rules that are nenbers of the
group. The policy rules are specified by their m ddl ebox-uni que
policy rule identifier.

failure reason:

- transaction not supported

- agent not authorized for this transaction

- no such group

- agent not authorized to list nenbers of this group

semanti cs:

The agent can use this transaction type to list all nmenber policy
rules of a group. Usually, the agent has this information

al ready, but in special cases (for exanple, after an agent fail-
over) or for special agents (for exanple, an adm nistrating agent
that can access all groups) this transaction can be hel pful.

The mi ddl ebox first checks whet her the specified group exists and
whet her the agent is authorized to access this group. |f one of

the checks fails, an appropriate failure reply is generated.

O herwise a list of all group nenbers is returned indicating the

identifier of each group

Thi s transaction does not have any effect on the group state.
Conf or mance Statenents

A protocol definition conplies with the semantics defined in section
2 if the protocol specification includes all specified transactions
with all their mandatory paraneters. However, concrete

i mpl enent ati ons of the protocol may support only some of the optiona
transactions, not all of them \Wich transactions are required for
conpliance is different for agent and m ddl ebox.

Thi s section contains confornmance statenments for M DCOM protoco
i mpl ementations related to the semantics. Conformance is specified
differently for agents and m ddl eboxes. These conformance statements

wi Il probably be extended by a concrete protocol specification.
However, such an extension is expected to extend the statements bel ow
in such a way that all of themstill hold.

The following Iist shows the transaction-conpliance property of al
transactions as specified in the previous section
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- Session Control Transactions

- Session Establishment (SE) nmandat ory
- Session Term nation (ST) mandat ory
- Asynchronous Session Term nati on (AST) mandat ory

- Policy Rule Transactions

- Policy Reserve Rule (PRR) nmandat ory
- Policy Enable Rule (PER) mandat ory
- Policy Rule Lifetine Change (RLC) mandat ory
- Policy Rule List (PRL) mandat ory
- Policy Rule Status (PRS) mandat ory
- Asynchronous Policy Rule Event (ARE) nmandat ory
- Policy Rule Group Transactions
- Goup Lifetime Change (G.Q) opt i onal
- Goup List (A) opt i onal
- Goup Status (GS) opt i onal

3.1. Ceneral I|nplenentation Conformance

A conpliant inplementation of a M DCOM protocol mnust support all
mandat ory transacti ons.

A conpliant inplenentation of a M DCOM protocol may support none,
one, or nore of the followi ng transactions: GC, G, GCS

A conpliant inplementation may extend the protocol semantics by
further transactions.

A conpliant inplenentation of a M DCOM protocol mnust support all
mandat ory paraneters of each transacti on concerning the information
contai ned. The set of paranmeters can be redefined per transaction as
| ong as the contained information is maintained.

A compliant inplementation of a M DCOM protocol may support the use
of interface-specific policy rules. Either both or neither of the
optional inside and outside interface paraneters in PRR PER, and PRS
nmust be included when interface-specific policy rules are supported.

A compliant inplementation may extend the |ist of parameters of
transacti ons.

A conpliant inplenentation may replace a single transaction by a set
of nore fine-grained transactions. |In such a case, it nust be
ensured that requirenent 2.1.4 (determnistic behavior) and
requirement 2.1.5 (known and stable state) of [MDC-REQ are still
met. Wen a single transaction is replaced by a set of multiple
fine-grained transactions, this set nmust be equivalent to a single
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transaction. Furthernpre, this set of transactions nmust further neet
the atomicity requirenent stated in section 2.1.3.

3.2. M ddl ebox Conformance

A m ddl ebox inplenentation of a M DCOM protocol supports a request
transaction if it is able to receive and process all possible correct
nessage i nstances of the particular request transaction and if it
generates a correct reply for any correct request it receives.

A m ddl ebox inplementation of a M DCOM protocol supports an
asynchronous transaction if it is able to generate the corresponding
notification nessage properly.

A conpliant middl ebox inplenentation of a M DCOM protocol nust inform
the agent about the list of supported transactions within the SE
transacti on.

3.3. Agent Conformance

An agent inplenmentation of a M DCOM protocol supports a request
transaction if it can generate the correspondi ng request nessage
properly and if it can receive and process all possible correct
replies to the particul ar request.

An agent inplenmentation of a M DCOM protocol supports an asynchronous
transaction if it can receive and process all possible correct
nmessage instances of the particular transaction.

A conpliant agent inplenmentation of a M DCOM protocol must not use
any optional transaction that is not supported by the niddl ebox. The
m ddl ebox inforns the agent about the list of supported transactions
within the SE transacti on.

4. Transaction Usage Exanpl es

This section gives two usage exanpl es of the transactions specified
in Section 2. The first shows how an agent can explore all policy
rules and policy rule groups that it may access at a mniddl ebox. The
second exanpl e shows the configuration of a m ddl ebox in combination
with the setup of a voice over IP session with the Session Initiation
Protocol (SIP) [ RFC3261].

4.1. Exploring Policy Rules and Policy Rule G oups

Thi s exanpl e assunes an al ready established session. |t shows how an
agent can find out
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- which groups it may access and who owns these groups,
- the status and nmenber list of all accessible groups, and
- the status and properties of all accessible policy rules.

If there is just a single session, these actions are not needed,
because the m ddl ebox inforns the agent about each state transition
of any policy rule or policy rule group. However, after the

di sruption of a session or after an intentional session termnation
the agent might want to re-establish the session and expl ore which of
the groups and policy rules it established are still in place

Al so, an agent systemmay fail and another one may take over. Then
the new agent system needs to find out what has already been
configured by the failing systemand what still needs to be done.

A third situation where exploring policy rules and groups is usefu
is the case of an agent with 'admi nistrator’ authorization. This
agent may access and nodify any policy rule or group created by any
ot her agent.

Al'l agents will probably start their exploration with the G oup List
(@A) transaction, as shown in Figure 5. On this request, the

m ddl ebox returns a list of pairs, each containing an agent
identifier and a group identifier (@ D). The agent is inforned which
of its own groups and which other agents’ groups it nmay access.

agent m ddl ebox
cR

|**********************************************>|
|<**********************************************|

| (agentl,d D1) (agentl, dD2) (agent2,d D3) |

|
GS G D2 |

**********************************************>|

agentl lifetime PID1 PID2 PID3 PID4 |
|

|

|

| khkkkhkkhkhkhkhkhkhkhkhkhkkhhkhkhkhkhkkkhkhkhkhk khkhkkkkkkhk k khkhkkkkkk k%%
| <

|

|

Figure 5: Using the G and the GS transaction

In Figure 5, three groups are accessible to the agent, and the agent
retrieves information about the second group by using the G oup
Status (GS) transaction. It receives the owner of the group, the
remaining lifetime, and the list of nenmber policy rules, in this case
containing four policy rule identifiers (PIDs).
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In the follow ng, the agent explores these four policy rules. The
exanpl e assumes that the niddl ebox is a traditional NAPT. Figure 6
shows the exploration of the first policy rule. In reply to a Policy
Rul e Status (PRS) transaction, the m ddl ebox always returns the
followi ng list of paraneters:

- policy rule owner

- group identifier

- policy rule action (reserve or enable)
- protocol type

- port range

- direction

- internal |P address

- internal port nunber

- external address

- external port number

m ddl ebox inside | P address

m ddl ebox inside port nunber

m ddl ebox outside | P address

m ddl ebox outsi de port number

- | P address versions (not printed)

m ddl ebox service (not printed)

i nside and outside interface (optional, not printed)

agent m ddl ebox
| PRS Pl D1 |

|**********************************************>|
|<**********************************************|

| agentl GD2 RESERVE UDP 1 "" |
| ANY ANY ANY ANY |
| ANY ANY | PADR OUT  PORT_OUT1 |
| |

Figure 6: Status report for an outside reservation

The ' ANY’ paraneter printed in Figure 6 is used as a placeholder in
policy rules status replies for policy reserve rules. The policy
rule with PIDL is a policy reserve rule for UDP traffic at the
outsi de of the mddlebox. Since this is a reserve rule, directionis
enpty. As there is no internal or external address involved yet,
these four fields are wildcarded in the reply. The sanme holds for
the inside mddl ebox address and port nunber. The only address

i nformation given by the reply is the reserved outside |IP address of
the m ddl ebox (I PADDR _QUT) and the correspondi ng port nunber
(PORT_QUT1). Note that |PADR OUT and PORT_QUT1 may not be

wi | dcarded, as the reserve action does not support this.
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Applying PRS to PID2 (Figure 7) shows that the second policy rule is
a policy enable rule for inbound UDP packets. The interna
destination is fixed concerning |IP address, protocol, and port
nunber, but for the external source, the port nunber is wldcarded.
The outside I P address and port nunber of the m ddl ebox are what the
external sender needs to use as destination in the original packet it
sends. At the mddl ebox, the destination address is replaced with
the internal address of the final receiver. During address

transl ation, the source | P address and the source port nunbers of the
packets remai n unchanged. This is indicated by the inside address,
which is identical to the external address.

agent m ddl ebox
PRS PI D2

|**********************************************>|
|<**********************************************|

| agentl G D2 ENABLE UDP 1 IN |
| 1PADR INT PORT_INT1 |PADR EXT  ANY |
| 1 PADR EXT  ANY | PADR_ OUT  PORT_OUT2 |
| |

Figure 7: Status report for enabl ed i nbound packets

For traditional NATs, the identity of the inside |IP address and port
nunber with the external |P address and port nunber always hol ds
(A1=A3 in Figure 3). For a pure firewall, the outside |IP address and
port nunber are always identical with the internal |P address and
port nunber (A0=A2 in Figure 3).

agent m ddl ebox
| PRS PI D3

LR R R R R R R R R R R

|<**********************************************|

| agentl G D2 ENABLE UDP 1 OUT |
| 1PADR INT PORT_INT2 |PADR EXT PORT_EXT1 |
| 1PADR EXT PORT EXT1 |PADR OUT PORT_OUT3 |
| |

Figure 8. Status report for enabl ed outbound packets

Fi gure 8 shows enabl ed out bound UDP comuni cati on between the sane
host. Here all port nunbers are known. Since again Al=A3, the

i nternal sender uses the external |P address and port nunber as
destination in the original packets. At the firewall, the interna
source | P address and port number are replaced by the shown outside
| P address and port number of the m ddl ebox.

Stienerling, et al. I nf or mati onal [ Page 53]



RFC 3989 M DCOM Pr ot ocol Semantics February 2005

agent m ddl ebox
| PRS PI D4 |

**********************************************>
|<**********************************************|

| agentl G D2 ENABLE TCP 1 BI |
| 1PADRINT PORT_INT3 |PADR EXT PORT_EXT2 |
| 1PADR EXT PORT _EXT2 |PADR OUT PORT_OUT4 |
| |

Figure 9: Status report for bi-directional TCP traffic

Finally, Figure 9 shows the status report for enabled bi-directiona
TCP traffic. Note that, still, Al=A3. For outbound packets, only
the source | P address and port nunber are replaced at the nm ddl ebox,
and for inbound packets, only the destination |IP address and port
nunber are replaced.

4.2. Enabling a SlIP-Signal ed Cal

Thi s el aborated transacti on usage exanpl e shows the interaction
between a SIP proxy and a niddl ebox. The mniddlebox itself is a
tradi tional Network Address and Port Transl ator (NAPT), and two SIP
user agents comunicate with each other via the SIP proxy and NAPT,
as shown in Figure 10. The M DCOM agent is co-located with the SIP
proxy, and the M DCOM server is at the m ddl ebox. Thus, the M DCOM
protocol runs between the SIP proxy and mi ddl ebox.

Fom e e e e oo - +
| SIP Proxy
| for domain ++++
| exanple.com| +
. + o+
AN AN +
Private | | + Publ i ¢ Net wor k
Net wor k | | +
Fomm e m e + | R + S +
| SIP User |<-+ +->| Mddl ebox |<------- > SIP User Agent |
| Agent A | <####H>| NAPT | <#######>] B@xanpl e.org
R + e + . +

<--> S|P Signaling
<##> RTP Traffic
++++ M DCOM pr ot oco

Figure 10: Exanple of a SIP Scenario
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For the sequence charts bel ow, we nake these assunptions:

- The NAPT is statically configured to forward SIP signaling from
the outside to the SIP proxy server -- i.e., traffic to the
NAPT' s external |P address and port 5060 is forwarded to the
i nternal SIP proxy.

- The SIP user agent A, located inside the private network, is
regi stered at the SIP proxy with its private |IP address.

- User A knows the general SIP URL of user B. The URL is
B@xanpl e. org. However, the concrete URL of the SIP User Agent
B, which user B currently uses, is not known.

- The RTP paths are configured, but not the RTCP paths.

- The m ddl ebox and the SIP server share an established M DCOM
sessi on.

- Sone paraneters are onitted, such as the request identifier
(RID.

Furthernore, the foll ow ng abbreviations are used:

- IP_Al: Internal |IP address of user agent A
- P_Al: Internal port number of user agent A to receive RTP data
- P_AE: External mapped port nunber of user agent A
| P_AE: External |P address of the m ddl ebox
| P_B: I P address of user agent B
- P_B: Port number of user agent B to receive RTP data
- @D Goup identifier
- PID. Policy rule identifier

P_
P_

The abbrevi ations of the M DCOM transactions can be found in the
particul ar section headi ngs.

In our exanple, user Atries to call user B. The user agent A sends
an INVITE SIP nessage to the SIP proxy server (see Figure 10). The
SDP part of the particular SIP nessage relevant for the mniddl ebox
configuration is shown in the sequence chart as foll ows:

SDP: me..P_Al..
c=IP_Al

where the mtag is the nmedia tag that contains the receiving UDP port

nunber, and the ¢ tag contains the I P address of the term na
recei ving the nmedia stream
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The I NVI TE nessage forwarded to user agent B nust contain a public IP
address and a port nunmber to which user agent B can send its RTP
nmedi a stream The SIP proxy requests a policy enable rule at the

m ddl ebox with a PER request with the wildcarded | P address and port
nunber of user agent B. As neither the |IP address nor port nunbers
of user agent B are known at this point, the address of user agent B
nmust be wildcarded. The wildcarded | P address and port nunber
enables the "early nmedia capability but results in sone insecurity,
as any outside host can reach user agent A on the enabled port numnber
through the m ddl ebox.

PER PID1 UDP 1 EVEN IN

User Agent SIP M ddl ebox User Agent
A Pr oxy NAPT B
I I I
| I NIVTE |
| B@xanple.org
| SDP:me..P_Al.. |
I I
|----mmmmm- - > I

I
I
I

I
I
I
c=IP_Al |
I
I
I
I

| P_Al P_Al ANY ANY 300s

|
|
I |*****************************>|
|
|
|

Ckxhkkkkkkkkdkkkkdkhkdkkkhhhkkkkkkk

I
I
I
I
I
I
I
I
I
|
| PER OK GID1 PIDlL ANY ANY | |
| | P_AE P_AE1l 300s | |

Figure 11: PER with wildcard address and port numnber

A successful PER reply, as shown in Figure 11, results in an NAT

bi nding at the m ddl ebox. This binding enables UDP traffic from any
host outside user agent A's private network to reach user agent A
So user agent B could start sending traffic i mediately after
receiving the I NVITE nessage, as could any other host -- even hosts
that are not intended to participate, such as any nalicious host.

I f the m ddl ebox does not support or does not permt |IP address

wi | dcarding for security reasons, the PER request will be rejected
with an appropriate failure reason, like 'IP wldcarding not
supported’. Nevertheless, the SIP proxy server needs an outside IP

address and port nunmber at the m ddl ebox (the NAPT) in order to
forward the SIP I NVI TE nessage.

If the | P address of user agent B is still not known (it will be sent

by user agent B in the SIP reply nmessage) and | P address wil dcarding
is not permtted, the SIP proxy server uses the PRR transaction
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By using the PRR request, the SIP proxy requests an outside IP
address and port nunber (see Figure 12) without already establishing
a NAT binding or pin hole. The PRR request contains the service
paranmeter 'tw -- i.e., the M DCOM agent chooses the default val ue.
In this configuration, with NAPT and without a twi ce NAT, only an
out side address is reserved. In the SDP payl oad of the INVITE
nessage, the SIP proxy server replaces the | P address and port nunber
of user agent A with the reserved IP address and port fromPRR reply
(see Figure 12). The SIP INVITE nessage is forwarded to user agent B
with a nodi fied SDP body containing the outside address and port
nunber, to which user agent B will send its RTP nedia stream

User Agent SIP M ddl ebox User Agent
A Pr oxy NAPT B

I I I I
...PER in Figure 11 has failed, continuing with PRR ...

| |
| PRR tw v4 v4 A UDP 1 EVEN 300s|

|*****************************>|

|<*****************************|

|
I
I
| PRR OK PIDL G DL EMPTY | |
| 1 P_AE/P_AE 300s | |
| | |
I I

|

I
I
I
I
I
I
| I NVI TE B@xanpl e.org SDP:. m.. P_AE.. c=IP_AE
I

I

I

Figure 12: Address reservation with PRR transaction

This SIP 200 OK reply contains the | P address and port nunber at
whi ch user agent B will receive a media stream The IP address is
assumed to be equal to the I P address from which user agent B will
send its nedia stream

Now, the SIP proxy server has sufficient information for establishing
the conplete NAT binding with a policy enable rule (PER) transaction,
i.e., the UDP/RTP data of the call can flow fromuser agent B to user
agent A. The PER transaction references the reservation by passing
the PID of the PRR (PID1).

For the opposite direction, UDP/RTP data fromuser agent A to B has
to be enabled also. This is done by a second PER transaction with
all the necessary paraneters (see Figure 13). The request nessage
contains the group identifier (G D1) the niddl ebox has assigned in
the first PER transaction. Therefore, both policy rules have becone
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nenbers of the same group. After having enabl ed both UDP/ RTP
streans, the SIP proxy can forward the '200 OK SIP nessage to user
agent Ato indicate that the tel ephone call can start.

User Agent SIP M ddl ebox User Agent
A Pr oxy NAPT B
| |
| PER PIDL UDP 1 SAME IN |
| IP_Al P_Al I P_B ANY 300s |

*****************************>

| PER OK G DL PIDL | P_B ANY |
| | P_AE P_AE1 300s |
|

...nmedia streamfromuser agent B to A enabled...
| |
| PER G DL UDP 1 SAME QUT |
| IP_Al ANY | P_B P_B 300s |

| |*****************************>|

| |
| |
| |
I |<*****************************| I
| |
| |
| |

|<*****************************|

| PER OK G D1 PID2 IPBPB |

| | P_AE P_AE2 300s |

| |
...nmedia streans fromboth directions enabl ed. ..

|
SDP: nm=..P_B.. | |
I

Figure 13: Policy rule establishnment for UDP fl ows

User agent B decides to terminate the call and sends its 'BYE SIP
nmessage to user agent A The SIP proxy forwards all SIP nessages and
term nates the group afterwards, using a group lifetime change (GLQ)
transaction with a requested remaining lifetime of 0 seconds (see
Figure 14). Term nation of the group includes term nating all nenber
policy rules.
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User Agent SIP M ddl ebox User Agent
A Pr oxy NAPT B
| | | |
| BYE | BYE
[ <oeenneeeeees [ Sorerenne |
| 200 &K | 200 &K
[-------mm - R e >

| |

|*****************************>|

| GLC OK Os |
|
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Figure 14: Term nation of policy rule groups
5. Conpliance with M DCOM Requi renents

This section explains the conpliance of the specified semantics with
the MDCOM requirenments. It is structured according to [ MDC REQ :

- Conpliance with Protocol Mchinery Requirenents (section 5.1)
- Conpliance with Protocol Semantics Requirenents (section 5.2)
- Conpliance with Security Requirenments (section 5.3)

The requirenents are referred to with the nunmber of the section in
which they are defined: "requirenment x.y.z" refers to the requirenent
specified in section x.y.z of [MDC REQ .

5.1. Protocol Machinery Requirenents
5.1.1. Authorized Association

The specified semantics enabl es a M DCOM agent to establish an

aut hori zed associ ation between itself and the m ddl ebox. The agent

identifies itself by the authentication nechanismof the Session

Est abl i shment transacti on described in section 2.2.1. Based on this
aut hentication, the m ddl ebox can determ ne whether or not the agent
will be permitted to request a service. Thus, requirenment 2.1.1 1is

met .
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5.1.2. Agent Connects to Multiple M ddl eboxes

As specified in section 2.2, the M DCOM protocol allows the agent to
conmuni cate with nore than one m ddl ebox sinultaneously. The

sel ection of a mechanismfor separating different sessions is left to
the concrete protocol definition. It nust provide a clear mapping of
protocol nessages to open sessions. Then requirenent 2.1.2 is net.

5.1.3. Muiltiple Agents Connect to same M ddl ebox

As specified in section 2.2, the M DCOM protocol allows the m ddl ebox
to communicate with nore than one agent sinultaneously. The

sel ection of a nmechanismfor separating different sessions is left to
the concrete protocol definition. It must provide a clear mapping of
protocol messages to open sessions. Then requirenent 2.1.3 is mnet.

5.1.4. Determnistic Behavior

Section 2.1.2 states that the processing of a request of an agent may
not be interrupted by any request of the same or another agent. This
provi des atomicity anong request transactions and avoi ds race
conditions resulting in unpredictable behavior by the m ddl ebox.

The behavi or of the m ddl ebox can only be predictable in the view of
its administrators. 1In the view of an agent, the m ddl ebox behavi or
is unpredictable, as the administrator can, for exanple, nodify the
aut hori zation of the agent at any time w thout the agent being able
to observe this change. Consequently, the behavior of the m ddl ebox
is not necessarily determnistic fromthe point of view of any agent.

As predictability of the mi ddl ebox behavior is given for its
adm nistrator, requirenent 2.1.4 is net.

5.1.5. Known and Stable State

Section 2.1 states that request transactions are atomc with respect
to each other and fromthe point of view of an agent. Al
transactions are clearly defined as state transitions that either

| eave the current stable, well-defined state and enter a new stable,
wel | -defined one or that renmain in the current stable, well-defined
state. Section 2.1 clearly demands that intermedi ate states are not
stable and are not reported to any agent.

Furthernore, for each state transition a nessage is sent to the

correspondi ng agent, either a reply or a notification. The agent can
uni quely map each reply to one of the requests that it sent to the
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m ddl ebox, because agent-uni que request identifiers are used for this
purpose. Notifications are self-explanatory by their definition

Furthernore, the Group List transaction (section 2.4.3), the Goup
Status transaction (section 2.4.4), the Policy Rule List transaction
(section 2.3.11), and the Policy Rule Status transaction (section
2.3.12) allow the agent at any tine during a session to retrieve

i nformati on about

all policy rule groups it may access,

- the status and nenber policy rules of all accessible groups,
- all policy rules it may access, and

- the status of all accessible policy rules.

Therefore, the agent is precisely informed about the state of the
m ddl ebox (as far as the services requested by the agent are
affected), and requirenent 2.1.5 is met.

6. Status Report

As argued in the previous section, the mniddl ebox unanbi guously
inforns the agent about every state transition related to any of the
services requested by the agent. Also, at any time the agent can
retrieve full status infornation about all accessible policy rules
and policy rule groups. Thus, requirenent 2.1.6 is net.

7. Unsolicited Messages (Asynchronous Notifications)

The semantics includes asynchronous notifications messages fromthe
m ddl ebox to the agent, including the Session Term nation
Notification nessage, the Policy Rule Event Notification (REN)
nessage, and the Group Event Notification (GEN) nessage (see section
2.1.2). These notifications report every change of state of policy
rules or policy rule groups that was not explicitly requested by the
agent. Thus, requirement 2.1.7 is met by the semantics specified
above.

8. Mitual Authentication

As specified in section 2.2.1, the senmantics requires mutua
aut henti cation of agent and m ddl ebox, by using either two subsequent
Sessi on Establishnent transactions or nutual authentication provided
on a |l ower protocol layer. Thus, requirenent 2.1.8 is net.
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5.1.9. Session Termination by Any Party

The senmantics specification states in section 2.2.2 that the agent
may request session term nation by generating the Session Term nation
request and that the m ddl ebox nmay not reject this request. In turn,
section 2.2.3 states that the m ddl ebox may send the Asynchronous
Session Termination notification at any tinme and then terminate the
session. Thus, requirement 2.1.9 is net.

5.1.10. Request Result
Section 2.1 states that each request of an agent is followed by a
reply of the niddlebox indicating either success or failure. Thus,
requirenent 2.2.10 is met.

5.1.11. Version Interworking

Section 2.2.1 states that the agent needs to specify the protocol

versi on nunber that it will use during the session. The m ddl ebox
may accept this and act according to this protocol version or nmay
reject the session if it does not support this version. |If the

session setup is rejected, the agent may try again wth another
version. Thus, requirenment 2.2.11 is met.

5.1.12. Deterministic Handling of Overlapping Rul es

The only policy rule actions specified are 'reserve’ and 'enabl e’
For firewalls, overlapping enable actions or reserve actions do not
create any conflict, so a firewall will always accept overl apping
rules as specified in section 2.3.2 (assum ng the required

aut horization is given).

For NATs, reserve and enable may conflict. |[If a conflicting request
arrives, it is rejected, as stated in section 2.3.2. If an

over| appi ng request arrives that does not conflict with those it
overlaps, it is accepted (assum ng the required authorization is

gi ven).

Therefore, the behavior of the middlebox in the presence of

over | apping rules can be predicted determnistically, and requirenent
2.1.12 is net.
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5.2. Protocol Senantics Requirenents
5.2.1. Extensible Syntax and Semantics

Requirenment 2.2.1 explicitly requests extensibility of protoco
syntax. This needs to be addressed by the concrete protoco
definition. The semantics specification is extensible anyway,
because new transactions may be added.

5.2.2. Policy Rules for Different Types of M ddl eboxes

Section 2.3 explains that the semantics uses identical transactions
for all m ddl ebox types and that the sanme policy rule can be applied
to all of them Thus, requirement 2.2.2 is met.

5.2.3. Ruleset Goups

The semantics explicitly supports grouping of policy rules and
transactions on policy rule groups, as described in section 2.4. The
group transactions can be used for lifetine extension and term nation
of all policy rules that are nmenbers of the particular group. Thus,
requirenent 2.2.3 is met.

5.2.4. Policy Rule Lifetime Extension

The semantics includes a transaction for explicit lifetime extension
of policy rules, as described in section 2.3.3. Thus, requirenent
2.2.4 is net.

5.2.5. Robust Failure Mdes

The state transitions at the nmiddl ebox are clearly specified and
conmuni cated to the agent. There is no internmedi ate state reached by
a partial processing of a request. All requests are always processed
conpl etely, either successfully or unsuccessfully. Al request
transactions include a list of failure reasons. These failure
reasons cover indication of invalid paraneters where applicable. 1In
case of failure, one of the specified reasons is returned fromthe

m ddl ebox to the agent. Thus, requirenment 2.2.5 is net.

5.2.6. Failure Reasons

The semantics includes a failure reason paraneter in each failure
reply. Thus, requirement 2.2.6 is net.
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5.2.7. Miltiple Agents Manipul ating Sanme Policy Rule

As specified in sections 2.3 and 2.4, each installed policy rule and
policy rule group has an owner, which is the authenticated agent that
created the policy rule or group, respectively. The authenticated
identity is input to authorize access to policy rules and groups.

If the middlebox is sufficiently configurable, its adm nistrator can
configure it so that one authenticated agent is authorized to access
and nodify policy rules and groups owned by another agent. Because
specified semantics does not preclude this, it nmeets requirenent
2.2.7.

5.2.8. Carrying Filtering Rules

The Policy Enable Rule transaction specified in section 2.3.8 can
carry 5-tuple filtering rules. This neets requirenment 2.2.8.

5.2.9. Parity of Port Nunbers

As specified in section 2.3.6, the agent is able to request keeping
the port parity when reserving port numbers with the PRR transaction
(see section 2.3.8) and when establishing address bindings with the
PER transaction (see section 2.3.9). Thus requirenment 2.2.9 is net.

5.2.10. Consecutive Range of Port Numbers

As specified in section 2.3.6, the agent is able to request a
consecutive range of port nunbers when reserving port nunbers wth
the PRR transaction (see section 2.3.8) and when establishing address
bi ndi ngs or pinholes with the PER transaction (see section 2.3.9).
Thus requirement 2.2.10 is net.

5.2.11. Contradicting Overlapping Policy Rules

Requirenent 2.2.11 is based on the assunption that contradictory
policy rule actions, such as 'enable’'/ allow and
"disabl e’/ ' disallows’ are supported. |In confornance wth decisions
made by the working group after finalizing the requirenents docunent,
this requirement is not net by the senmantics because no

"disable’/ disallow action is supported.
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5.3. Security Requirenents
5.3.1. Authentication, Confidentiality, Integrity

The semantics definition supports nmutual authentication of agent and
m ddl ebox in the Session Establishnent transaction (section 2.2.1).
The use of an underlying protocol such as TLS or |IPsec is mandatory.
Thus, requirenent 2.3.1 is met.

5.3.2. Optional Confidentiality of Control Messages

The use of IPsec or TLS allows agent and m ddl ebox to use an
encryption nmethod (including no encryption). Thus, requirenent 2.3.2
is met.

5.3.3. Operation across Untrusted Domai ns

Qperation across untrusted donmmins is supported by nutua
aut hentication and by the use of TLS or |Psec protection. Thus,
requirenent 2.3.3 is net.

5.3.4. Mtigate Replay Attacks

The specified semantics mitigates replay attacks and neets
requirenent 2.3.4 by requiring nutual authentication of agent and
m ddl ebox, and by nandating the use of TLS or |Psec protection.

Further mitigation can be provided as part of a concrete M DCOM
protocol definition -- for exanple, by requiring consecutively
i ncreasi ng nunbers for request identifiers.

6. Security Considerations

The interaction between a m ddl ebox and an agent (see [MDC-FRM ) is a
very sensitive point with respect to security. The configuration of
policy rules froma m ddl ebox-external entity appears to contradict
the nature of a middl ebox. Therefore, effective neans have to be
used to ensure

- mutual authentication between agent and m ddl ebox,
- authori zati on,

- nessage integrity, and

- nessage confidentiality.

The semantics defines a nmechanismto ensure nutual authentication

bet ween agent and m ddl ebox (see section 2.2.1). 1In conbination with
the aut hentication, the mddl ebox is able to deci de whet her an agent
is authorized to request an action at the m ddl ebox. The senantics
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relies on underlying protocols, such as TLS or |IPsec, to naintain
nessage integrity and confidentiality of the transferred data between
both entities.

For the TLS and | Psec use, both sides nmust use securely configured
credentials for authentication and authorization

The configuration of policy rules with wldcarded |IP addresses and
port nunbers results in certain risks, such as opening overly

wi | dcarded policy rules. An excessively wildcarded policy rule would
be AO and A3 with IP address set to "any’ |P address, for instance.
This type of pinhole would render the m ddl ebox, in the sense of
security, useless, as any packet could traverse the m ddl ebox w t hout
further checking. The local policy of the m ddl ebox should reject
such policy rule enable requests.

A reasonabl e default configuration for wldcarding wuld be that only
one port number nmay be wildcarded and all |P addresses nust be set

wi t hout wildcarding. However, there are sonme cases where security
needs to be balanced with functionality.

The exampl e described in section 4.2 shows how SIP-signaled calls can
be served in a secure way wi thout wldcarding |P addresses. But sone
SI P-si gnal ed applications nmake use of early nmedia (see section 5.5 of
[ RFC3398]). To receive early nmedia, the m ddl eboxes need to be
configured before the second participant in a session is known. As
it is not known, the IP address of the second participant needs to be
wi | dcar ded.

In such cases and in several simlar ones, there is a security policy
deci sion to be nade by the m ddl ebox operator. The operator can
configure the mddl ebox so that it supports nore functionality, for
exanpl e, by allowi ng wildcarded | P addresses, or so that network
operation is nmore secure, for exanple, by disallowi ng wildcarded IP
addr esses.

7. |1 AB Consi derations on UNSAF

UNi | ateral Sel f-Address Fixing (UNSAF) is described in [RFC3424] as a
process at originating endpoints that attenpt to determine or fix the
address (and port) by which they are known to anot her endpoint.

UNSAF proposal s, such as STUN [ RFC3489] are considered as a genera

cl ass of workarounds for NAT traversal and as solutions for scenarios
with no m ddl ebox comunication (M DCQOM .

Thi s docunent describes the protocol semantics for such a m ddl ebox

conmuni cati on (M DCOM solution. MDCOMis not intended as a short-
term wor karound, but nore as a long-termsolution for m ddl ebox
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conmuni cation. |In MDCOV endpoints are not involved in allocating,
mai nt ai ni ng, and del eting addresses and ports at the niddl ebox. The
full control of addresses and ports at the middl ebox is |ocated at
the M DCOM server.

Therefore, this docunent addresses the UNSAF considerations in
[ RFC3424] by proposing a long-termalternative sol ution.
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