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Abst ract

Thi s docunent defines the specific requirenments for edge-to-edge

emul ation of circuits carrying Tine Division Miltiplexed (TDM

digital signals of the Plesiochronous Digital Hi erarchy as well as
the Synchronous Optical NETwork/ Synchronous Digital Hi erarchy over
packet -swi tched networks. It is aligned to the common architecture
for Pseudo Wre Emul ati on Edge-to-Edge (PWE3). It makes references
to the generic requirenments for PWE3 where applicable and conpl enents
them by defining requirenents originating fromspecifics of TDM
circuits.
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1

1

| ntroducti on

Thi s docunent defines the specific requirenments for edge-to-edge

emul ation of circuits carrying Tine Division Miltiplexed (TDM
digital signals of the Plesiochronous Digital H erarchy (PDH) as well
as the Synchronous Optical NETwork (SONET)/ Synchronous Digita

Hi erarchy (SDH) over Packet-Sw tched Networks (PSN). It is aligned
to the common architecture for Pseudo Wre Enul ati on Edge-t o- Edge
(PWE3) as defined in [RFC3985]. It mmkes references to requirenents
in [ RFC3916] where applicable and conpl ements [ RFC3916] by defining
requi rements originating fromspecifics of TDMcircuits.

The term"TDM' will be used in this docunents as a general descriptor
for the synchronous bit streans belonging to either the PDH or the
SONET/ SDH hi er ar chi es.

1. TDM Circuits Belonging to the PDH Hi erarchy

The bit rates traditionally used in various regions of the world are
detailed in the normative reference [G 702]. For exanple, in North
America, the Tl bit streamof 1.544 Mops and the T3 bit stream of
44.736 Mops are mandated, while in Europe, the El bit stream of 2.048
Mops and the E3 bit stream of 34.368 Mops are utilized.

Al t hough TDM can be used to carry unstructured bit streans at the
rates defined in [G 702], there is a standardi zed net hod of carrying
bit streams in larger units called frames, each frame contains the
same nunber of bits.

Rel ated to the sanmpling frequency of voice traffic the bitrate is
always a nultiple of 8000, hence the Tl frane consists of 193 bits
and the E1 frame of 256 bits. The nunber of bits in a franme is
called the frane size

The framng is inmposed by introducing a periodic pattern into the bit
streamto identify the boundaries of the franmes (e.g., 1 framing bit
per Tl frane, a sequence of 8 framing bits per E1 frane). The
details of how these framing bits are generated and used are
elucidated in [G 704], [G 706], and [G 751]. Unfraned TDM has al
bits avail able for payl oad.

Framed TDMis often used to nultiplex multiple channels (e.g., voice
channel s each consisting of 8000 8-bit-sanples per second) in a
sequence of "timeslots" recurring in the sane position in each frane.
This multiplexing is called "channelized TDM and introduces

addi tional structure.
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In sone cases, fram ng also defines groups of consecutive franes
called nultifranes. Such grouping inposes an additional |evel of
structure on the TDM bit-stream

1.1.1. TDM Structure and Transport Mbdes

Unstructured TDM
TDM that consists of a raw bit-streamof rate defined in [G 702],
with all bits available for payl oad.

Structured TDM

TDM with one or nore levels of structure delineation, including
franes, channelization, and multiframes (e.g., as defined in [G 704],
[G 751], and [T1.107]).

Structure-Agnostic Transport:

Transport of unstructured TDM or of structured TDM when the
structure is deened i nconsequential fromthe transport point of view
In structure-agnostic transport, any structural overhead that may be
present is transparently transported along with the payl oad data, and
the encapsul ati on provi des no nmechanisnms for its location or
utilization.

Structure-Aware Transport:

Transport of structured TDM taking at |east sone | evel of the
structure into account. |In structure-aware transport, there is no
guarantee that all bits of the TDMbit-streamwi ||l be transported
over the PSN network (specifically, the synchronization bits and
rel ated overhead may be stripped at ingress and usually wll be
regenerated at egress) or that transported bits will be situated in
the packet in their original order (but in this case, bit order is
usual |y recovered at egress; one known exception is |oss of

mul tifranme synchronizati on between the TDM data and CAS bits

i ntroduced by a digital cross-connect acting as a Native Service
Processi ng (NSP) bl ock, see [ TR-NW-170]).

1.2. SONET/SDH Circuits

The term SONET refers to the North American Synchronous Opti cal
NETwor k as specified by [T1.105]. It is based on the concept of a
Nx783 byte payl oad contai ner repeated every 125us. This payload is
referred to as an STS-1 SPE and may be concatenated into higher
bandwi dth circuits (e.g., STS-Nc) or sub-divided into | ower bandw dth
circuits (Virtual Tributaries). The higher bandw dth concatenated
circuits can be used to carry anything fromI|P Packets to ATMcells
to Digital Video Signals. Individual STS-1 SPEs are frequently used
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to carry individual DS3 or E3 TDMcircuits. Wen the 783 byte
containers are sub-divided for |ower rate payl oads, they are
frequently used to carry individual Tl or E1 TDMcircuits.

The Synchronous Digital H erarchy (SDH) is the internationa
equi val ent and enhancenent of SONET and is specified by [G 707].

Bot h SONET and SDH i nclude a substantial anount of transport overhead
that is used for performance nonitoring, fault isolation, and other
mai nt enance functions along different types of optical or electrica
spans. This also includes a pointer-based nechani smfor carrying

payl oads asynchronously. 1In addition, the payload area includes
dedi cat ed overhead for end-to-end performance nonitoring, fault
i solation, and nmi ntenance for the service being carried. |If the

mai n payload area is sub-divided into lower rate circuits (such as
T1/E1l), additional overhead is included for end-to-end nonitoring of
the individual T1/E1l circuits.

Thi s docunent di scusses the requirenents for emul ati on of SONET/ SDH
services. These services include end-to-end enul ati on of the SONET
payl oad (STS-1 SPE), emul ati on of concatenated payl oads (STS-Nc SPE)
as well as enulation of a variety of sub-STS-1 rate circuits jointly
referred to as Virtual Tributaries (VT) and their SDH anal ogs.

2. Mdtivation
[ RFC3916] specifies common requirenents for edge-to-edge emul ati on of
circuits of various types. However, these requirenents, as well as
references in [RFC3985], do not cover specifics of PW carrying TDM
circuits.

The need for a specific docunment to conpl enent [ RFC3916] addressing
of edge-to-edge enulation of TDMcircuits arises fromthe foll ow ng:

o Specifics of the TDMcircuits. For exanple,

* the need for bal ance between the clock of ingress and egress
attachment circuits in each direction of the Pseudo Wre (PW,

* the need to maintain jitter and wander of the clock of the
egress end service, within the limts inposed by the
appropriate normative docunents, in the presence of the packet
del ay variation produced by the PSN

o Specifics of applications using TDMcircuits. For exanple, voice
applications,

* put special enphasis on mnimzation of one-way del ay, and
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3.

* are relatively tolerant to errors in data

o Oher applications mght have different specifics. For exanple,
transport of signaling information

* is relatively tolerant to one-way del ay, and
* js sensitive to errors in transmtted data.

o Specifics of the custoners’ expectations regardi ng end-to-end
behavi or of services that contain enmulated TDMcircuits. For
exanpl e, experience with carrying such services over SONET/ SDH
net wor ks i ncreases the need for

* isolation of problens introduced by the PSN fromthose
occurring beyond the PSN bounds,

* sensitivity to msconnection
* sensitivity to unexpected connection ternination, etc.
Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

The terms defined in [ RFC3985], Section 1.4 are used consistently.
However sone terms and acronyms are used in conjunction with the TDM
services. In particular:

TDM net wor ks enpl oy Channel - Associ ated Signaling (CAS) or Comon
Channel Signaling (CCS) to supervise and advertise status of

tel ephony applications, provide alerts to these applications (as to
requests to connect or disconnect), and to transfer routing and
addressing information. These signals nust be reliably transported
over the PSNs for the tel ephony end-systens to function properly.

CAS (Channel - Associ ated Si gnal i ng)
CAS is carried in the same Tl or E1 frame as the voice signals,
but not in the speech band. Since CAS signaling may be
transferred at a rate slower than the TDMtraffic in a tineslot,
one need not update all the CAS bits in every TDM frame. Hence,
CAS systens cycle through all the signaling bits only after sone
nunber of TDM frames, which defines a new structure known as a
multiframe or superframe. Common nultiframes are 12, 16, or 24
franes in length, corresponding to 1.5, 2, and 3 milliseconds in
durati on.
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CCS (Common Channel Signaling)
CCS signaling uses a separate digital channel to carry
asynchronous mnmessages pertaining to the state of tel ephony
applications over related TDMtimeslots of a TDMtrunk. This
channel may be physically situated in one or nore adjacent
timeslots of the same TDM trunk (trunk associated CCS) or may be
transported over an entirely separate network.

CCS is typically HDLC based, with idle codes or keep-alive
nmessages being sent until a signaling event (e.g., on-hook or
of f-hook) occurs. Exanples of HDLC based CCS systens are SS7
[Q 700] and ISDN PRI signaling [Q 931].

Note: For the TDM network, we use the ternms "jitter" and "wander" as
defined in [G 810] to describe short- and |ong-termvariance of the
significant instants of the digital signal, while for the PSN we use
the term packet delay variation (PDV) (see [RFC3393]).

4. Reference Mdels
4.1. Ceneric PWE3 Model s
CGeneric nodel s that have been defined in [ RFC3985] in sections

(Networ k Ref erence Model),

(PWE3 Pre-processing),

(Mai nt enance Reference Mdel),

(Protocol Stack Reference Mdel) and

(Pre-processing Extension to Protocol Stack Reference Mdel).

They are fully applicable for the purposes of this docunent without
nodi fication.

Al'l the services considered in this docunment represent special cases
of the Bit-stream and Structured bit-stream payl oad type defined in
Section 3.3 of [RFC3985].

4.2. dock Recovery
Clock recovery is extraction of the transmission bit timng
information fromthe delivered packet stream Extraction of this

information froma highly jittered source, such as a packet stream
may be a conpl ex task.
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4.3. Network Synchronization Reference Mde

Figure 1 shows a generic network synchroni zati on reference nodel .

Fom e e e oo - + Fom e e e oo - +
| PE1 | | PE2 |
K | +- -+ | | +- -+ | G
|| | J] | | | H ||
v | v | | | v Y
+---+ | -+ -+ -4+ +- -+ -+ | -+ A+ -+ +-- -+
| | [ [P D [P [ | | | 1 P TE [P | | |
| | <===| h| <t|e|<t|h|<t::] [|<i:| [<t::|h]<i|n|<=|h|<=== |
| | Iyl el Iyl | | | I 11yl lel Iyl | | |
| C| | ++ ++ ++ | | | | | | ++ ++ ++ | | C|
| E| | | | S1] | S2| | | | E|
| 1] | ++ ++ ++ | | | | | | ++ ++ ++ | | 2|
| | [ [P [E [P [ | | | 1P 1O [P | | |
| | ===>| h| =>|n|:>| h|:::>] [::>] [:::>h|:>|e|=>]h|===> |
| I Iyl el Iyl | | | I 1 Iyl lel Iyl | | |
-+ | -+ -+ -4 +- -+ -+ | A+ A+ -+ +---+
N N | | N | | | N | N N
|1 | | B | | <------ Ho-o- - >| | || |
| A +-- | | | +--+E| F |
| Fom e e e oo oo - + +- + Fom e e e oo oo - + |
| n | 1] n |
| | +-+ | |
| c D |
o e m e e e e e e e e e oo e s e s e e e e e e e oo +

Figure 1: The Network Synchronizati on Reference Mde

The following notation is used in Figure 1:

CE1, CE2
Cust omer edge devices termnating TDMcircuits to be enul ated
PE1l, PE2
Provi der edge devices adapting these end services to PW
S1, S2
Provi der core routers.
Phy
Physical interface ternmnating the TDMcircuit.
Enc
PSN-bound interface of the PW where the encapsul ati on takes
pl ace.
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Dec
CE- bound interface of the PW where the decapsul ati on takes pl ace.
It contains a conpensation buffer (also known as the "jitter
buffer") of limted size.

"
TDM attachment circuits.

Il: : >Il
PW provi di ng edge-to-edge emulation for the TDMcircuit.

The characters "A" - "L" denote various cl ocks:

" A
The cl ock used by CE1 for transmi ssion of the TDM attachment
circuit towards CEl.

" g
The cl ock recovered by PEL fromthe i ncom ng TDM attachnent
circuit. "A" and "B" always have the same frequency.

e
The cl ock used by CE2 for transm ssion of the TDM attachnent
circuit towards CE2.

"
The cl ock recovered by PE2 fromthe inconing TDM attachment
circuit. "G and "H' always have the sanme frequency.

oD

Local oscillators available to PEl and PE2, respectively.

IIEII
Clock used by PE2 to transmt the TDM attachnent service circuit
to CE2 (the recovered clock).

=
Clock recovered by CE2 fromthe inconing TDM attachnent service
("E and "F" have the sane frequency).

Wy
If the clock exists, it is the conmon network reference cl ock
avail able to PE1 and PE2.

IIJII
Clock used by PE1 to transmt the TDM attachnent service circuit
to CE1 (the recovered clock).

Ri egel I nf or mati onal [ Page 9]



RFC 4197 PWE3 TDM Requi renent s Cct ober 2005

" K
Cl ock recovered by CE1 fromthe inconing TDM attachnent service
("J" and "K' have the sanme frequency).

0
If it exists, it is the common reference clock of CEl and CE2.
Note that different pairs of CE devices may use different common
ref erence cl ocks.
A requirement of edge-to-edge emulation of a TDMcircuit is that
clock "B" and "E', as well as clock "H' and "J", are of the sane
frequency. The nopst appropriate nethod will depend on the network
synchroni zati on schene.
The foll owi ng groups of synchronization scenarios can be consi dered:
4.3.1. Synchronous Network Scenari os

Dependi ng on which part of the network is synchronized by a common
clock, there are two scenarios:

o PE Synchroni zed Network:

Figure 2 is an adapted version of the generic network reference
nodel , and presents the PE synchroni zed network scenario.

The common network reference clock "I" is available to all the PE
devi ces, and local oscillators "C' and "D' are |ocked to "I":

* (Cocks "E'" and "J" are the sane as "D' and "C', respectively.

* Clocks "A" and "G' are the sane as "K' and "F", respectively
(i.e., CE1 and CE2 use loop tining).
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Homme - + Homme - +
S, + | |_ - _|:::::::::::::::::|_ - _| | S, +
I B PW.............. S | <-\ |
|| CE | | | PE1 | | PE2 | | | CE2 ||
S ST P, . P S| -/ |
Fom o - + | |- - -|:::::::::::::::::|- - -| | Fom o - +
omme- + omme- +
A A
| C | D
o oo +
|
-+
| 1]
-+

Figure 2: PE Synchroni zed Scenari o
o CE Synchroni zed NetworKk:

Figure 3 is an adapted version of the generic network reference
nodel , and presents the CE synchroni zed network scenario.

The common network reference clock "L" is available to all the CE
devi ces, and |l ocal oscillators "A" and "G' are |locked to "L":

* Clocks "E' and "J" are the sanme as "G' and "A", respectively
(i.e., PE1 and PE2 use loop tining).

Homm - + Homm - +
Fom o - + | |- - -|:::::::::::::::::|- - -| | Fom o - +
| | <emmmmemee T PWL. .o | <oommmemee | |
| CE1 | | | PE1 | | PE2 | | | CE2
| [--------- Sl PWR. ... .. [--------- >| |
o - - + | |- - -|:::::::::::::::::|- - -| | o - - +
A +----- + +----- + A
| A g
o m e o mm e +
|
+- +
| L]
-+

Figure 3. CE Synchroni zed Scenari o

No timng information has to be transferred in these cases.
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4.3.2. Relative Network Scenario

In this case, each CE uses its own transm ssion clock source that
must be carried across the PSN and recovered by the renote PE
respectively. The common PE clock "I" can be used as reference for
this purpose.

Figure 4 shows the relative network scenario.
The conmmon network reference clock "I" is available to all the PE
devi ces, and local oscillators "C' and "D' are |ocked to "I":

o Cocks "A" and "G' are generated locally without reference to a
conmon cl ock.

o Cocks "E'" and "J" are generated in reference to a conmon cl ock
avail able at all PE devices.

In a slight nodification of this scenario, one (but not both!) of the
CE devices may use its receive clock as its transm ssion clock (i.e.
use loop timng).

| G
N + N + v
Fomm oo + | | - - - | :::::::::::::::::l - - - | | Fomm oo +
| | <ommoeme- T PWL. ..o | <ommmene- | |
| CE1 | | | PE1 | | PE2 | | | CE2
| [--------- Sl PWR. . ... [--------- >|
B S, + | | - - - | :::::::::::::::::l - - - | | B S, +
A oo F<e e R SH--o-- +
| A |
+ +
| 1]
+-+

Figure 4. Relative Network Scenario Timng
In this case, timng information (the difference between the comon
reference clock "I" and the incomng clock "A") MJST be explicitly
transferred fromthe ingress PE to the egress PE
4.3.3. Adaptive Network Scenario
The adaptive scenario is characterized by:

o No commpn network reference clock "I" is available to PE1l and PE2.

o No common reference clock "L" is available to CE1l and CE2.
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Figure 5 presents the adaptive network scenari o.

Fi gure 5: Adaptive Scenario

Synchroni zi ng clocks "A" and "E" in this scenario is nmore difficult
than it is in the other scenarios.

Note that the tol erance between clocks "A" and "E' nust be snal
enough to ensure that the jitter buffer does not overflow or
under f | ow.

In this case, timng informati on MAY be explicitly transferred from
the ingress PE to the egress PE, e.g., by RTP

5. Enul ated Services
This section defines requirements for the payl oad and encapsul ati on
| ayers for edge-to-edge enulation of TDM services with bit-stream
payl oad as well as structured bit-stream payl oad.
Wher ever possible, the requirements specified in this docunent SHOULD
be satisfied by appropriate arrangenments of the encapsul ati on | ayer
only. The (rare) cases when the requirenments apply to both the
encapsul ati on and payl oad | ayers (or even to the payl oad | ayer only)
will be explicitly noted.

The service-specific encapsul ation [ ayer for edge-to-edge emul ation
conpri ses the foll owi ng services over a PSN

5.1. Structure-Agnostic Transport of Signals out of the PDH Hierarchy
Structure-agnostic transport is considered for the follow ng signals:
o El1 as described in [G 704].

o T1 (DS1) as described in [G 704].

Ri egel I nf or mati onal [ Page 13]



RFC 4197 PWE3 TDM Requi renent s Cct ober 2005

o E3 as defined in [G 751].
0 T3 (DS3) as described in [T1.107].

5.2. Structure-Aware Transport of Signals out of the PDH Hierarchy
Structure-aware transport is considered for the follow ng signals:

o E1/T1 with one of the structures inposed by fram ng as descri bed
in [G704].

0o NxDSO with or without CAS.
5.3. Structure-Aware Transport of SONET/SDH Circuits

Structure-aware transport is considered for the foll ow ng SONET/ SDH
circuits:

0 SONET STS-1 synchronous payl oad envel ope (SPE)/ SDH VC- 3.

0 SONET STS-Nc SPE (N = 3, 12, 48, 192) / SDH VC-4, VG 4-4c,
VC-4-16¢, VC- 4-64c.

0 SONET VI-N (N =1.5, 2, 3, 6) / SDH VC- 11, VC 12, VC 2.
0 SONET Nx VT-N/ SDH Nx VC-11/VC 12/ VC- 2/ VC- 3.
Note: There is no requirenment for the structure-agnostic transport of
SONET/ SDH.  For this case, it would seemthat structure nust be taken
into account.

6. GCeneric Requirenents

6.1. Relevant Conmon PW Requirenents

The encapsul ati on and payl oad | ayers MJUST conformto the comon PW
requi renents defined in [ RFC3916]:

1. Conveyance of Necessary Header |nformation:

A.  For structure-agnostic transport, this functionality MAY be
provi ded by the payl oad | ayer.

B. For structure-aware transport, the necessary information MJST
be provided by the encapsul ati on | ayer.
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C. Structure-aware transport of SONET/ SDH circuits MJST preserve
path overhead information as part of the payload. Relevant
conponents of the transport overhead MAY be carried in the
encapsul ati on | ayer.

2. Support of Miltiplexing and Denmultiplexing if supported by the
native services. This is relevant for Nx DSO circuits (with or
wi thout signaling) and Nx VT-x in a single STS-1 SPE or VC-4.:

A. For these circuits, the combination of encapsul ation and
payl oad | ayers MUST provi de for separate treatnent of every
sub-circuit.

B. Enough informati on SHOULD be provi ded by the pseudo wire to
al l ow mul tipl exi ng and denul tipl exing by the NSP. Reduction
of the conplexity of the PWemnul ation by using NSP circuitry
for multiplexing and demul tipl exi ng MAY be the preferred
sol uti on.

3. Intervention or transparent transfer of Mintenance Messages of
the Native Services, depending on the particular scenario.

4. Consideration of Per-PSN Packet Overhead (see also Section 7.5
bel ow) .

5. Detection and handling of PWfaults. The list of faults is given
in Section 7.9 bel ow

Fragmentati on indications MAY be used for structure-aware transport
when the structures in question either exceed desired packetization
del ay or exceed Path MIU between the pair of PEs.

The following requirerment listed in [RFC3916] is not applicable to
emul ati on of TDM servi ces:

o0 Support of variable | ength PDUs.
6.2. Common Circuit Payl oad Requirenents

Structure-agnostic transport treats TDM circuits as belonging to the
"Bit-streani payl oad type defined in [RFC3985].

Structure-aware transport treats these circuits as belonging to the
"Structured bit-streant payload type defined in [ RFC3985].

Accordingly, the encapsul ation |layer MJST provide the common

Sequenci ng service and SHOULD provide Timng information
(Synchroni zati on services) when required (see Section 4.3 above).
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Not e: Length service MAY be provided by the encapsul ation | ayer, but
is not required.

6.3. Ceneral Design |Issues

The conbi nati on of payl oad and encapsul ati on | ayers SHOULD conply
with the general design principles of the Internet protocols as
presented in Section 3 of [RFC1958] and [ RFC3985].

I f necessary, the payload | ayer MAY use sone fornms of adaptation of
the native TDM payl oad in order to achieve specific, well-docunented
desi gn objectives. In these cases, standard adaptation techni ques
SHOULD be used.

7. Service-Specific Requirements
7.1. Connectivity

1. The emul ati on MUST support the transport of signals between
Attachnment Circuits (ACs) of the sanme type (see Section 5) and,
wher ever appropriate, bit-rate

2. The encapsul ation | ayer SHOULD rermai n unaffected by specific
characteristics of connection between the ACs and PE devi ces at
the two ends of the PW

7.2. Network Synchronization

1. The encapsul ation |layer MJST provide synchronization services
that are sufficient to:

A. match the ingress and egress end service clocks regardl ess of
the specific network synchronization scenario, and

B. keep the jitter and wander of the egress service clock within
the service-specific limts defined by the appropriate
normative references.

2. If the sanme high-quality synchronization source is available to
all the PE devices in the given domain, the encapsul ation |ayer
SHOULD be able to make use of it (e.g., for better reconstruction
of the native service clock).

7.3. Robustness
The robustness of the emul ated service depends not only upon the

edge-t o-edge emul ation protocol, but al so upon proper inplenentation
of the foll ow ng procedures.
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7.

7.

7.

3.1. Packet |oss

Edge-t o- edge emrul ati on of TDM circuits MAY assune very | ow
probability of packet |oss between ingress and egress PE. In
particul ar, no retransm ssion mechani snms are required.

In order to minimze the effect of | ost packets on the egress
service, the encapsul ation | ayer SHOULD

1. Enable independent interpretation of TDM data i n each packet by
the egress PE (see [RFC2736]). This requirenment MAY be
di sregarded if the egress PE needs to interpret structures that
exceed the path MIU between the ingress and egress PEs.

2. Alowreliable detection of |ost packets (see next section). In
particular, it SHOULD all ow estimati on of the arrival time of the
next packet and detection of |ost packets based on this estinate.

3. Mnimze possible effect of |ost packets on recovery of the
circuit clock by the egress PE

4. Increase the resilience of the CE TDMinterface to packet |oss by
allowing the egress PE to substitute appropriate data.

3.2. CQut-of-order delivery

The encapsul ation |ayer MJST provi de the necessary nechani sns to
guar antee ordered delivery of packets carrying the TDM data over the
PSN. Packets that have arrived out-of -order

1. MJIST be detected, and

2. SHOULD be reordered if not judged to be too late or too early for
pl ayout .

Qut - of -order packets that cannot be reordered MIUST be treated as
| ost.

4. CE Signaling

Unstructured TDM circuits woul d not usually require any specia
nmechani smfor carrying CE signaling as this would be carried as part
of the emul ated servi ce.

Some CE applications using structured TDMcircuits (e.g., tel ephony)
require specific signaling that conveys the changes of state of these
applications relative to the TDM data
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The encapsul ation | ayer SHOULD support signaling of state of CE
applications for the relevant circuits providing for:

1

Ability to support different signaling schemes with m nima
i mpact on encapsul ati on of TDM dat a

Mul tipl exi ng of application-specific CE signals and data of the
emul ated service in the same PW

Synchroni zation (within the application-specific tolerance
l[imts) between CE signals and data at the PW egress,

Probabilistic recovery agai nst possible, occasional |oss of
packets in the PSN, and

Determ nistic recovery of the CE application state after PWsetup
and network out ages.

CE signaling that is used for naintenance purposes (| oopback
conmands, performance nonitoring data retrieval, etc.) SHOULD use the
generi c PWE3 nmi nt enance protocol

7.5.

Ri ege

PSN Bandwi dth Utilization

The encapsul ation layer SHOULD al |l ow for an effective trade-off
bet ween the follow ng requirenents:

A. Effective PSN bandwi dth utilization. Assuming that the size
of the encapsul ation | ayer header does not depend on the size
of its payload, an increase in the packet payl oad size
results in increased efficiency.

B. Low edge-to-edge |atency. Low end-to-end latency is the
conmon requi rement for Voice applications over TDM servi ces.
Packeti zation |latency is one of the conmponents conprising
edge-to-edge | atency, and it decreases with the packet
payl oad size

The conpensation buffer used by the CE-bound | W increases
latency to the emulated circuit. Additional delays introduced by
this buffer SHOULD NOT exceed the packet delay variation observed
in the PSN

The encapsul ation |ayer MAY provide for saving PSN bandwi dth by
not sending corrupted TDM data across the PSN
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3. The encapsul ation |ayer MAY provide the ability to save the PSN
bandwi dth for the structure-aware case by not sending channels
that are permanently inactive.

4. The encapsul ation | ayer MAY enabl e the dynam c suppression of
temporarily unused channels fromtransm ssion for the structure-
awar e case

I f used, dynam c suppression of tenporarily unused channels
MUST NOT violate the integrity of the structures delivered over
the PW

5. For NxDSO, the encapsul ation | ayer MJUST provide the ability to
keep t he edge-to-edge del ay i ndependent of the service rate.

7.6. Packet Delay Variation

The encapsul ation |ayer SHOULD provide for the ability to conpensate
for packet delay variation, while maintaining jitter and wander of
the egress end service clock with tol erances specified in the
normative references.

The encapsul ation |ayer MAY provide for run-time adaptation of del ay
introduced by the jitter buffer if the packet delay variation varies
with time. Such an adaptation MAY introduce a |low | evel of errors
(within the limts tolerated by the application) but SHOULD NOT

i ntroduce additional wander of the egress end service clock

7.7. Conpatibility with the Existing PSN Infrastructure

The conbi nati on of encapsul ation and PSN tunnel |ayers used for edge-
to-edge enulation of TDMcircuits SHOULD be conpatible w th existing
PSN i nfrastructures. |In particular, conpatibility with the
nmechani sns of header conpression over |inks where capacity is at a
prem um SHOULD be provi ded.

7.8. Congestion Contro
TDM circuits run at a constant rate, and hence offer constant traffic
| oads to the PSN. The rate varying nechanismthat TCP uses to match
the demand to the network congestion state is, therefore, not
appl i cabl e.

The ability to shut down a TDM PW when congestion has been detected
MUST be provi ded.
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7.9.

7.1

9.1.

R e

Precauti ons shoul d be taken to avoid situations wherein multiple TDM
PW are sinultaneously shut down or re-established, because this
leads to PSN instability.

Further congestion considerations are discussed in chapter 6.5 of
[ RFC3985] .

Fault Detection and Handling

The encapsul ation |ayer for edge-to-edge enul ation of TDM services
SHOULD, separately or in conjunction with the |ower |ayers of the
PWE3 stack, provide for detection, handling, and reporting of the
foll owi ng defects:

1. M sconnection, or Stray Packets. The inportance of this
requi renment stens from custoner expectation due to reliable
m sconnection detection in SONET/ SDH net wor ks.

2. Packet Loss. Packet |oss detection is required to nmintain clock
integrity, as discussed in Section 7.3.1 above. 1In addition
packet | oss detection mechani sms SHOULD provide for localization
of the outage in the end-to-end enul ated service.

3. Ml formed packets.
0. Perfornmance Monitoring
The encapsul ation |ayer for edge-to-edge enul ation of TDM servi ces
SHOULD provide for collection of performance nonitoring (PM data
that is conpatible with the paraneters defined for 'classic’
TDM based carriers of these services. The applicability of [G 826]
is left for further study.

Security Considerations
The security considerations in [RFC3916] are fully applicable to the
ermul ation of TDM services. |n addition, TDM services are sensitive
to packet delay variation [Section 7.6], and need to be protected
fromthis method of attack.
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