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Abst ract

For scalability purposes, nultiple data |Iinks can be conbined to form
a single traffic engineering (TE) Ilink. Furthernore, the managenent
of TElinks is not restricted to in-band nessagi ng, but instead can
be done using out-of-band techniques. This docunment specifies a |link
management protocol (LMP) that runs between a pair of nodes and is
used to manage TE |inks. Specifically, LMP will be used to maintain
control channel connectivity, verify the physical connectivity of the
data links, correlate the |link property information, suppress
downstream al arns, and |l ocalize link failures for
protection/restoration purposes in multiple kinds of networks.
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1

| ntroducti on

Net wor ks are being devel oped with routers, sw tches, crossconnects,
dense wavel ength division multiplexed (DAWDM systens, and add-drop
mul ti pl exors (ADMs) that use a common control plane, e.g.
Generalized MPLS (GWLS), to dynam cally allocate resources and to
provi de network survivability using protection and restoration
techniques. A pair of nodes nmay have thousands of interconnects,
where each interconnect nmay consist of nmultiple data |Iinks when

mul tiplexing (e.g., Frane Relay DLCls at Layer 2, tine division

mul ti pl exed (TDM slots or wavel ength division nmultiplexed (V\DM
wavel engt hs at Layer 1) is used. For scalability purposes, multiple
data | inks may be conbined into a single traffic-engineering (TE)
l'ink.

To enabl e communi cati on between nodes for routing, signaling, and
i nk management, there nust be a pair of IP interfaces that are
nmutual Iy reachable. W call such a pair of interfaces a contro
channel. Note that "mutually reachabl e" does not inply that these
two interfaces are (directly) connected by an IP link; there may be
an | P network between the two. Furthernore, the interface over which
the control messages are sent/received may not be the same interface
over which the data flows. This docunent specifies a |ink nanagenent
protocol (LMP) that runs between a pair of nodes and is used to
manage TE |inks and verify reachability of the control channel. For
the purposes of this docunent, such nodes are considered "LM

nei ghbors" or sinply "neighboring nodes".

In GWLS, the control channels between two adjacent nodes are no

| onger required to use the same physical nediumas the data |inks
bet ween t hose nodes. For exanple, a control channel could use a
separate virtual circuit, wavelength, fiber, Ethernet link, an IP
tunnel routed over a separate managenment network, or a nmulti-hop IP
network. A consequence of allowi ng the control channel (s) between
two nodes to be logically or physically diverse fromthe associated
data links is that the health of a control channel does not
necessarily correlate to the health of the data |inks, and vice-
versa. Therefore, a clean separation between the fate of the contro
channel and data |inks nust be nade. New nechani sns nust be

devel oped to manage the data links, both in terms of |ink
provisioning and fault nanagement.

Among the tasks that LMP acconplishes is checking that the grouping
of links into TE links, as well as the properties of those |inks, are
the sane at both end points of the links -- this is called "link
property correlation”. Also, LMP can comunicate these |ink
properties to the |1 GP nodul e, which can then announce themto other
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nodes in the network. LMP can also tell the signaling nodule the
mappi ng between TE |inks and control channels. Thus, LM perforns a
val uabl e "glue" function in the control plane.

Note that while the existence of the control network (single or

nmul ti-hop) is necessary for enabling conmunication, it is by no neans
sufficient. For exanple, if the two interfaces are separated by an

| P network, faults in the IP network may result in the lack of an IP
path fromone interface to another, and therefore an interruption of
conmuni cati on between the two interfaces. On the other hand, not
every failure in the control network affects a given control channel
hence the need for establishing and managi ng control channels.

For the purposes of this docunent, a data |ink nay be consi dered by
each node that it terminates on as either a 'port’ or a ’'conponent
link’, depending on the multiplexing capability of the endpoint on
that |ink; conponent |links are multiplex capable, whereas ports are
not multiplex capable. This distinction is inportant since the
managenent of such |inks (including, for exanple, resource

al l ocation, |abel assignment, and their physical verification) is

di fferent based on their nultiplexing capability. For exanmple, a
Frame Relay switch is able to demultiplex an interface into virtua
circuits based on DLCls; simlarly, a SONET crossconnect with OC 192
interfaces may be able to denmultiplex the OC 192 streaminto four
OC-48 streanms. |If multiple interfaces are grouped together into a
single TE l'ink using link bundling [ RFC4201], then the |ink resources
nmust be identified using three levels: Link_Id, component interface
Id, and | abel identifying virtual circuit, tineslot, etc. Resource
al l ocation happens at the | owest |evel (labels), but physica

connectivity happens at the conponent link level. As another
exanpl e, consider the case where an optical switch (e.g., PXQ
transparently switches OC-192 lightpaths. |If nultiple interfaces are

once agai n grouped together into a single TE link, then link bundling
[ RFC4201] is not required and only two levels of identification are
required: Link_Id and Port_Id. 1In this case, both resource

al l ocation and physical connectivity happen at the | owest |eve

(i.e., port level).

To ensure interworking between data links with different multiplexing
capabilities, LMP-capable devices SHOULD al |l ow sub-channel s of a
conponent link to be locally configured as (logical) data links. For
exanple, if a Router with 4 OC-48 interfaces is connected through a
4:1 MUX to a cross-connect with OC 192 interfaces, the cross-connect
shoul d be able to configure each sub-channel (e.g., STS-48c SPE if
the 4:1 MUX is a SONET MJX) as a data link
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LMP is designed to support aggregation of one or nore data links into
a TEIlink (either ports into TE links, or conponent links into TE
links). The purpose of forming a TEIlink is to group/ map the

i nformati on about certain physical resources (and their properties)
into the information that is used by Constrained SPF for the purpose
of path conputation, and by GWLS signaling.

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The reader is assuned to be familiar with the term nology in
[ RFC3471], [RFC4202], and [ RFC4201].

Bundl ed Li nk:

As defined in [RFC4201], a bundled Iink is a TE Iink such that,
for the purpose of GWLS signaling, a conbination of <link
identifier, label> is not sufficient to unanmbiguously identify the
appropriate resources used by an LSP. A bundled link is conposed
of two or nore conponent |inks.

Control Channel

A control channel is a pair of nutually reachable interfaces that
are used to enabl e communi cati on between nodes for routing,
signaling, and |ink managenent.

Conponent Li nk
As defined in [RFC4201], a conponent link is a subset of resources
of a TE Link such that (a) the partition is mniml, and (b)
wi thin each subset a |l abel is sufficient to unanbiguously identify
the appropriate resources used by an LSP

Dat a Li nk:
A data link is a pair of interfaces that are used to transfer user
data. Note that in GWLS, the control channel (s) between two
adj acent nodes are no longer required to use the sane physica
medi um as the data |inks between those nodes.

Li nk Property Correl ation:

This is a procedure to correlate the |local and rempte properties
of a TE Iink.
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Mul tiplex Capability:

The ability to multiplex/denultiplex a data streaminto sub-rate
streans for sw tching purposes.

Node Id:

For a node running CSPF, the LMP Node Id is the sanme as the
address contained in the OSPF Router Address TLV. For a node
running 1S-1S and advertising the TE Router ID TLV, the Node_ld is
the sane as the adverti sed Router |D.

Port:
An interface that termnates a data |ink
TE Li nk:

As defined in [RFC4202], a TE link is a |l ogical construct that
represents a way to group/nmap the infornati on about certain
physi cal resources (and their properties) that interconnect LSRs
into the information that is used by Constrained SPF for the

pur pose of path conputation, and by GWLS signaling.

Transparent:

A device is called X-transparent if it forwards incom ng signals
frominput to output w thout exanm ning or nodifying the X aspect
of the signal. For exanple, a Frame Relay switch is network-I|ayer
transparent; an all-optical switch is electrically transparent.

2. LMP Overview

The two core procedures of LMP are control channel nanagement and
link property correlation. Control channel nmanagenent is used to
establish and mai ntain control channels between adjacent nodes. This
is done using a Config nessage exchange and a fast keep-alive
mechani sm between the nodes. The latter is required if |ower-I|eve
mechani sns are not available to detect control channel failures.

Li nk property correlation is used to synchronize the TE |ink
properties and verify the TE Iink configuration

LMP requires that a pair of nodes have at |east one active bi-
directional control channel between them Each direction of the
control channel is identified by a Control Channel Id (CC_Id), and
the two directions are coupl ed together using the LMP Config nessage
exchange. Except for Test nmessages, which may be limted by the
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transport mechani smfor in-band nessaging, all LMP packets are run
over UDP with an LMP port number. The link |evel encoding of the
control channel is outside the scope of this docunent.

An "LMP adj acency” is formed between two nodes when at | east one bi-
directional control channel is established between them Miltiple
control channels may be active sinultaneously for each adjacency;
control channel paraneters, however, MJST be individually negotiated

for each control channel. |If the LMP fast keep-alive is used over a
control channel, LMP Hello nmessages MJST be exchanged over the
control channel. Oher LMP nessages MAY be transmitted over any of

the active control channels between a pair of adjacent nodes. One or
nore active control channels nmay be grouped into a |logical contro
channel for signaling, routing, and link property correlation

pur poses.

The link property correlation function of LMP is designed to
aggregate nmultiple data links (ports or conponent links) into a TE
link and to synchronize the properties of the TE |ink. As part of
the link property correlation function, a LinkSummary message
exchange is defined. The LinkSumary nessage includes the |ocal and
renote Link Ids, a list of all data |links that conprise the TE |ink,
and various |link properties. A LinkSummaryAck or Li nkSummaryNack
nmessage MJST be sent in response to the receipt of a LinkSummary
nessage i ndi cating agreenent or di sagreenent on the |ink properties.

LMP nmessages are transmitted reliably using Message |ds and

retransm ssions. Message |lds are carried in MESSAGE | D objects. No
nore than one MESSAGE | D object may be included in an LMP nmessage.
For control -channel -specific nmessages, the Message Id is within the
scope of the control channel over which the nessage is sent. For
TE-1i nk-specific nessages, the Message Id is within the scope of the
LMP adj acency. The value of the Message_ld is nonotonically

i ncreasi ng and w aps when the maxi num val ue i s reached.

In this docunent, two additional LMP procedures are defined: |ink
connectivity verification and fault managenent. These procedures are
particularly useful when the control channels are physically diverse
fromthe data Iinks. Link connectivity verification is used for data
pl ane di scovery, Interface_ld exchange (Interface_lds are used in
GWPLS signaling, either as port |abels or component link identifiers,
dependi ng on the configuration), and physical connectivity
verification. This is done by sending Test nmessages over the data

i nks and Test Status nessages back over the control channel. Note
that the Test nmessage is the only LMP nessage that nust be
transmtted over the data link. The Channel Status message exchange

i s used between adjacent nodes for both the suppression of downstream
alarns and the localization of faults for protection and restoration
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For LMP Iink connectivity verification, the Test nessage is
transmtted over the data links. For X-transparent devices, this
requi res exam ning and nodi fying the X aspect of the signal. The LM
link connectivity verification procedure is coordinated using a
Begi nVerify nmessage exchange over a control channel. To support
various aspects of transparency, a Verify Transport Mechanismis

i ncluded in the Begi nVerify and Begi nVerifyAck nessages. Note that
there is no requirenent that all data links nust |lose their
transparency simltaneously; but, at a minimum it nust be possible
to termnate themone at a tine. There is also no requirenent that
the control channel and TE |ink use the sane physical medi um
however, the control channel MJST be term nated by the sane two
control elenments that control the TE link. Since the BeginVerify
nessage exchange coordi nates the Test procedure, it also naturally
coordinates the transition of the data links in and out of the
transparent node.

The LMP fault nanagenent procedure is based on a Channel St atus
nessage exchange that uses the foll owi ng nessages: Channel Stat us,
Channel St at usAck, Channel St at usRequest, and Channel St at usResponse.
The Channel Status nessage is sent unsolicited and is used to notify
an LMP nei ghbor about the status of one or nore data channels of a TE
link. The Channel StatusAck nessage is used to acknow edge receipt of
the Channel St atus nessage. The Channel St at usRequest nessage is used
to query an LMP nei ghbor for the status of one or nore data channel s
of a TE Link. The Channel St at usResponse nessage is used to

acknow edge recei pt of the Channel StatusRequest nessage and indicate
the states of the queried data |inks.

3. Control Channel Managenent

To initiate an LMP adj acency between two nodes, one or nore bi-
directional control channels MJST be activated. The control channels
can be used to exchange control -plane information such as |ink

provi sioning and fault nanagenent information (inplenented using a
nmessagi ng protocol such as LMP, proposed in this docunent), path
managenent and | abel distribution information (inplenented using a
signaling protocol such as RSVP-TE [ RFC3209]), and network topol ogy
and state distribution information (inplenmented using traffic

engi neeri ng extensions of protocols such as OSPF [ RFC3630] and IS-1S
[ RFC3784]).

For the purposes of LMP, the exact inplenentation of the contro
channel is not specified; it could be, for exanple, a separate
wavel ength or fiber, an Ethernet link, an IP tunnel through a
separ at e nanagenment network, or the overhead bytes of a data |ink.
Each node assigns a node-w de, unique, 32-bit, non-zero integer
control channel identifier (CCld). This identifier comes fromthe
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sanme space as the unnunbered interface Id. Furthernore, LMP packets
are run over UDP with an LMP port nunber. Thus, the link |eve
encodi ng of the control channel is not part of the LMP specification

To establish a control channel, the destination |IP address on the far
end of the control channel must be known. This know edge may be
manual |y configured or automatically discovered. Note that for in-
band signaling, a control channel could be explicitly configured on a

particular data link. In this case, the Config nessage exchange can
be used to dynamically learn the |IP address on the far end of the
control channel. This is done by sending the Config nmessage with the

uni cast | P source address and the nulticast |IP destination address
(224.0.0.1 or ff02::1). The ConfigAck and Confi gNack nessages MJST
be sent to the source |IP address found in the | P header of the
recei ved Config nessage

Control channels exist independently of TE links and multiple contro
channel s may be active sinultaneously between a pair of nodes.

I ndi vi dual control channels can be realized in different ways; one

m ght be inplenented in-fiber while another one may be i npl enent ed
out-of-fiber. As such, control channel paraneters MJST be negoti ated
over each individual control channel, and LMP Hell o packets MJST be
exchanged over each control channel to mamintain LMP connectivity if
ot her mechani sns are not available. Since control channels are
electrically termnated at each node, it nay be possible to detect
control channel failures using |ower layers (e.g., SONET/ SDH).

There are four LMP nessages that are used to nanage individua

control channels. They are the Config, ConfigAck, ConfigNack, and
Hel | o nessages. These nessages MJST be transmitted on the channel to
which they refer. Al other LMP nessages nay be transmitted over any
of the active control channels between a pair of LMP adjacent nodes.

In order to maintain an LMP adjacency, it is necessary to have at

| east one active control channel between a pair of adjacent nodes
(recall that multiple control channels can be active sinmultaneously
between a pair of nodes). |In the event of a control channel failure,
alternate active control channels can be used and it may be possible
to activate additional control channels as described bel ow

3.1. Paranmeter Negotiation

Control channel activation begins with a paraneter negotiation
exchange using Config, ConfigAck, and ConfigNack nessages. The
contents of these messages are built using LMP objects, which can be
ei t her negotiable or non-negotiable (identified by the Nbit in the
obj ect header). Negotiable objects can be used to | et LMP peers
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agree on certain values. Non-negotiable objects are used for the
announcenment of specific values that do not need, or do not allow,
negoti ati on.

To activate a control channel, a Config nessage MJST be transnmitted
to the renpte node, and in response, a Confi gAck nmessage MUST be
received at the | ocal node. The Config nessage contains the Loca
Control Channel Id (CC 1d), the sender’s Node Id, a Message Id for
reliable messaging, and a CONFI G object. It is possible that both
the Il ocal and renote nodes initiate the configuration procedure at
the sanme tine. To avoid anbiguities, the node with the higher

Node Id wins the contention; the node with the | ower Node |d MJST
stop transmitting the Config nessage and respond to the Config
nessage it received. |f the Node Ids are equal, then one (or both)
nodes have been misconfigured. The nodes MAY continue to retransmt
Config nessages in hopes that the m sconfiguration is corrected.
Note that the problem may be sol ved by an operator changing the
Node I ds on one or both nodes.

The ConfigAck nessage is used to acknow edge recei pt of the Config
nmessage and express agreement on ALL of the configured paraneters
(both negotiabl e and non-negoti abl e) .

The ConfigNack nessage is used to acknow edge receipt of the Config
nessage, indicate which (if any) non-negoti abl e CONFI G objects are
unacceptabl e, and to propose alternate values for the negotiable
par anmet ers.

If a node receives a ConfigNack nessage with acceptable alternate
val ues for negotiable paraneters, the node SHOULD transmt a Config
nessage using these values for those paraneters.

If a node receives a ConfigNack nessage with unacceptable alternate
val ues, the node MAY continue to retransmt Config nmessages in hopes
that the m sconfiguration is corrected. Note that the problem may be
sol ved by an operator changi ng paraneters on one or both nodes.

In the case where multiple control channels use the same physica
interface, the parameter negotiation exchange is perforned for each
control channel. The various LMP paraneter negotiati on nessages are
associated with their correspondi ng control channels by their node-
wi de unique identifiers (CC._lds).

3.2. Hello Protoco
Once a control channel is activated between two adj acent nodes, the

LMP Hell o protocol can be used to maintain control channe
connectivity between the nodes and to detect control channe
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failures. The LMP Hello protocol is intended to be a |ightweight
keep-alive mechanismthat will react to control channel failures
rapidly so that 1GP Hellos are not |ost and the associated link-state
adj acenci es are not renoved unnecessarily.

3.2.1. Hello Parameter Negotiation

Bef ore sending Hell o nessages, the Hellolnterval and

Hel | oDeadl nterval parameters MJST be agreed upon by the | ocal and
renote nodes. These paraneters are exchanged in the Config nessage.
The Hell ol nterval indicates how frequently LMP Hell o nessages will be
sent, and is nmeasured in mlliseconds (ms). For exanple, if the

val ue were 150, then the transmtting node woul d send the Hello
nessage at | east every 150 ns. The Hel |l oDeadl nterval indicates how

l ong a device should wait to receive a Hell o nmessage before declaring
a control channel dead, and is measured in mlliseconds (mns).

The Hel | oDeadl nterval MJST be greater than the Hellolnterval, and
SHOULD be at least 3 tines the value of Hellolnterval. |If the fast
keep-alive nechani smof LMP is not used, the Hellolnterval and

Hel | oDeadl nterval paranmeters MJST be set to zero

The values for the Hellolnterval and Hel | oDeadl nterval shoul d be

sel ected carefully to provide rapid response tinme to control channe
failures w thout causing congestion. As such, different values wll
l'i kely be configured for different control channel inplenentations.
When the control channel is inplenmented over a directly connected
link, the suggested default values for the Hellolnterval is 150 ms
and for the Hell oDeadl nterval is 500 ms.

When a node has either sent or received a ConfigAck nessage, it may
begi n sending Hell o nessages. Once it has sent a Hell o nessage and
received a valid Hello nessage (i.e., with expected sequence nunbers;
see Section 3.2.2), the control channel noves to the up state. (It
is also possible to nove to the up state without sending Hellos if

ot her nethods are used to indicate bi-directional control-channe
connectivity. For exanple, indication of bi-directional connectivity
may be |learned fromthe transport layer.) |f, however, a node

recei ves a ConfigNack nessage instead of a ConfigAck message, the
node MUST not send Hell o messages and the control channel SHOULD NOT
nove to the up state. See Section 11.1 for the conplete contro
channel FSM
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3.2.2. Fast Keep-alive

Each Hell o message contai ns two sequence nunbers: the first sequence
nunber (TxSeqNun) is the sequence nunber for the Hell o nessage being
sent and the second sequence nunber (RcvSeqNun) is the sequence
nunber of the last Hello nmessage received fromthe adjacent node over
this control channel

There are two special sequence numbers. TxSeqNum MUST NOT ever be O.
TxSegqNum = 1 is used to indicate that the sender has just started or
has restarted and has no recollection of the | ast TxSeqNum t hat was
sent. Thus, the first Hello sent has a TxSegNum of 1 and an RxSeqNum
of 0. When TxSegNum reaches (2732)-1, the next sequence nunber used
is 2, not 0 or 1, as these have special neanings.

Under normal operation, the difference between the RcvSegqNumin a
Hel | o message that is received and the | ocal TxSeqNumthat is
generated will be at nost 1. This difference can be nore than one
only when a control channel restarts or when the val ues w ap.

Since the 32-bit sequence nunbers may w ap, the followi ng expression
may be used to test if a newy received TxSeqNum value is |less than a
previously received val ue:

If ((int) old.id - (int) new.id > 0) {
New value is | ess than ol d val ue;
}

Havi ng sequence nunbers in the Hell o nessages all ows each node to
verify that its peer is receiving its Hello nmessages. By including
the RcvSegNumin Hell o packets, the local node will know which Hello
packets the renpte node has received.

The followi ng exanple illustrates how the sequence nunbers operate.
Note that only the operation at one node is shown, and alternative
scenari os are possible:

1) After conpleting the configuration stage, Node A sends Hello
nmessages to Node B with {TxSegNumel; RcvSeqNum=0}.

2) Node A receives a Hello from Node B with {TxSegNume1l; RcvSeqNun¥1}.
When the Hellolnterval expires on Node A it sends Hellos to Node
B with {TxSeqNum=2; RcvSegqNune1}.

3) Node A receives a Hello from Node B with {TxSeqNumr2; RcvSeqNum=2} .

VWen the Hellolnterval expires on Node A it sends Hellos to Node
B with {TxSeqNun=3; RcvSegNune2} .
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3.2.3. Control Channel Down

To allow bringing a control channel down gracefully for

admi ni stration purposes, a Control Channel Down flag is available in
the Common Header of LMP packets. Wen data links are still in use
bet ween a pair of nodes, a control channel SHOULD only be taken down
adm ni stratively when there are other active control channels that
can be used to nanage the data |inks.

VWhen bringing a control channel down adm nistratively, a node MJST
set the Control Channel Down flag in all LMP nessages sent over the
control channel. The node that initiated the control channel down
procedure may stop sending Hell o nessages after Hell oDeadl nterva
seconds have passed, or if it receives an LMP nessage over the sane
control channel wi th the Control Channel Down flag set.

VWhen a node receives an LMP packet with the Control Channel Down fl ag
set, it SHOULD send a Hell o nessage with the Control Channel Down fl ag
set and nove the control channel to the down state

3.2.4. Degraded State

A consequence of allowi ng the control channels to be physically

di verse fromthe associated data |links is that there may not be any
active control channels available while the data links are still in
use. For nmany applications, it is unacceptable to tear down a |ink
that is carrying user traffic sinply because the control channel is
no | onger avail able; however, the traffic that is using the data
links may no | onger be guaranteed the same |evel of service. Hence,
the TElink is in a Degraded state.

Wien a TElink is in the Degraded state, routing and signaling SHOULD
be notified so that new connections are not accepted and the TE |ink
is advertised with no unreserved resources.

4. Link Property Correlation

As part of LMP, a link property correlation exchange is defined for
TE Iinks using the LinkSummary, LinkSunmaryAck, and Li nkSunmaryNack
messages. The contents of these nessages are built using LM

obj ects, which can be either negotiable or non-negotiable (identified
by the Nflag in the object header). Negotiable objects can be used
to let both sides agree on certain |link paraneters. Non-negotiable
objects are used for announcenent of specific values that do not

need, or do not allow, negotiation

Lang St andards Track [ Page 13]



RFC 4204 Li nk Management Protocol (LMP) Cct ober 2005

Each TE Iink has an identifier (Link Id) that is assigned at each end
of the link. These identifiers MJST be the sane type (i.e, |Pv4,

| Pv6, unnunmbered) at both ends. |If a LinkSummary nessage is received
with different local and remote TE |ink types, then a LinkSummaryNack
message MJST be sent with Error Code "Bad TE Link Object”.

Simlarly, each data link is assigned an identifier (Interface_ld) at
each end. These identifiers MJST al so be the sane type at both ends.
If a LinkSummary nessage is received with different |ocal and renote
Interface_|Id types, then a Li nkSummaryNack nmessage MJST be sent with
Error Code "Bad Data Link Object".

Li nk property correl ati on SHOULD be done before the link is brought
up and MAY be done any tinme a link is up and not in the Verification
process.

The Li nkSummary nessage is used to verify for consistency the TE and
data link information on both sides. Link Summary nessages are al so
used (1) to aggregate nmultiple data links (either ports or conponent
links) into a TElink; (2) to exchange, correlate (to determ ne

i nconsi stenci es), or change TE |ink paraneters; and (3) to exchange,
correlate (to determ ne inconsistencies), or change Interface_Ilds
(either Port_lds or conponent link identifiers).

The Li nkSummary nessage i ncludes a TE LI NK obj ect followed by one or
nore DATA LINK objects. The TE LINK object identifies the TE link's
local and rempte Link |Id and indicates support for fault nanagenent
and link verification procedures for that TE link. The DATA LINK
objects are used to characterize the data |inks that conprise the TE
link. These objects include the local and rempte Interface_lds, and
may i nclude one or nore sub-objects further describing the properties
of the data |inks.

If the LinkSunmary nessage is received froma renote node, and the
Interface_|d mappi ngs match those that are stored locally, then the
two nodes have agreenment on the Verification procedure (see Section
5) and data link identification configuration. |If the verification
procedure is not used, the LinkSumary nessage can be used to verify
agreenment on manual configuration

The Li nkSummaryAck nessage is used to signal agreement on the
Interface_Id mappings and link property definitions. Oherw se, a
Li nkSunmar yNack message MJST be transmtted, indicating which
Interface mappi ngs are not correct and/or which Iink properties are
not accepted. |If a LinkSunmaryNack nessage indicates that the
Interface_ld nappings are not correct and the link verification
procedure is enabled, the link verification process SHOULD be
repeated for all msmatched, free data links; if an allocated data
link has a mapping msmatch, it SHOULD be flagged and verified when
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it becones free. |If a LinkSummaryNack nessage includes negotiable
paraneters, then acceptable values for those paraneters MJST be
included. If a LinkSummaryNack nmessage is received and incl udes

negoti abl e paraneters, then the initiator of the Li nkSumrary nessage
SHOULD send a new Li nkSummary nessage. The new Li nkSunmary nessage
SHOULD i ncl ude new val ues for the negotiable paraneters. These

val ues SHOULD take into account the acceptable values received in the
Li nkSummar yNack nessage.

It is possible that the Li nkSummary message could grow quite | arge
due to the number of DATA LINK objects. An LMP inplenentati on SHOULD
be able to fragnent when transmtting LMP nmessages, and MJST be able
to re-assenble | P fragments when receiving LMP nessages.

5. Verifying Link Connectivity

In this section, an optional procedure is described that may be used
to verify the physical connectivity of the data |inks and dynamically
learn (i.e., discover) the TE link and Interface_ |Id associations.

The procedure SHOULD be done when establishing a TE |ink, and
subsequently, on a periodic basis for all unallocated (free) data
links of the TE I|ink.

Support for this procedure is indicated by setting the "Link
Verification Supported” flag in the TE LINK object of the LinkSumary
nmessage.

If a BeginVerify message is received and link verification is not
supported for the TE link, then a Begi nVerifyNack nessage MJST be
transmtted with Error Code indicating, "Link Verification Procedure
not supported for this TE Link."

A uni que characteristic of transparent devices is that the data is
not nodi fied or exam ned during normal operation. This
characteristic poses a challenge for validating the connectivity of
the data |inks and establishing the | abel nmappings. Therefore, to
ensure proper verification of data link connectivity, it is required
that, until the data |links are allocated for user traffic, they nust
be opaque (i.e., lose their transparency). To support various
degrees of opaqueness (e.g., exam ning overhead bytes, termnating
the I P payload, etc.) and, hence, different mechanisms to transport
the Test nessages, a Verify Transport Mechanismfield is included in
the Begi nVerify and Begi nVerifyAck nessages.

There is no requirement that all data |inks be term nated

si mul taneously; but, at a mininum the data |Iinks MJST be able to be
term nated one at a time. Furthernore, for the link verification
procedure it is assuned that the nodal architecture is designed so
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that nessages can be sent and received over any data |link. Note that
this requirenment is trivial for opaque devices since each data |ink
is electrically term nated and processed before being forwarded to
the next opaque device; but that in transparent devices this is an
addi ti onal requirement.

To interconnect two nodes, a TE |ink is defined between them and at
a mnimm there MIST be at | east one active control channel between
the nodes. For link verification, a TE |ink MJST include at | east
one data |ink.

Once a control channel has been established between the two nodes,
data |ink connectivity can be verified by exchangi ng Test nessages
over each of the data links specified in the TElink. It should be
noted that all LMP nmessages except the Test nessage are exchanged
over the control channels and that Hell o nessages continue to be
exchanged over each control channel during the data |ink verification
process. The Test nessage is sent over the data link that is being
verified. Data links are tested in the transnit direction because
they are unidirectional; therefore, it may be possible for both nodes
to (i ndependently) exchange the Test nessages sinultaneously.

To initiate the link verification procedure, the | ocal node MIST send

a BeginVerify nessage over a control channel. To limt the scope of
Link Verification to a particular TE Link, the local Link |Id MJST be
non-zero. |If this field is zero, the data links can span nmultiple TE

i nks and/or they may conprise a TE link that is yet to be
configured. For the case where the local Link_ |Id field is zero, the
"Verify all Links" flag of the BEG N _VERI FY object is used to

di stingui sh between data |inks that span nultiple TE |links and those
that have not yet been assigned to a TE link. Specifically,
verification of data links that span nultiple TE links is indicated
by setting the local Link Id field to zero and setting the "Verify
all Links" flag. Verification of data |inks that have not yet been
assigned to a TE link is indicated by setting the local Link_Id field
to zero and clearing the "Verify all Links" flag.

The Begi nVerify nmessage al so contains the nunber of data |inks that
are to be verified; the interval (called Verifylnterval) at which the
Test nmessages will be sent; the encodi ng schene and transport
mechani sns that are supported; the data rate for Test nessages; and,
when the data |inks correspond to fibers, the wavel ength identifier
over which the Test nessages will be transnmitted.

If the rempte node receives a BeginVerify nessage and it is ready to
process Test nessages, it MJST send a Begi nVerifyAck message back to
the | ocal node specifying the desired transport mechani smfor the
TEST nmessages. The renote node includes a 32-bit, node-unique
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Verify Id in the BeginVerifyAck nessage. The Verify |Id MAY be
random y sel ected; however, it MJST NOT overlap any other Verify_ld
currently being used by the node selecting it. The Verify Id is then
used in all corresponding verification nessages to differentiate them
fromdifferent LMP peers and/or parallel Test procedures. Wen the

| ocal node receives a BeginVerifyAck message fromthe renote node, it
nmay begin testing the data links by transmitting periodic Test
nmessages over each data link. The Test nessage includes the
Verify Id and the local Interface Id for the associated data |ink

The renote node MJIST send either a Test StatusSuccess or a

Test St at usFai | ure nmessage in response for each data link. A
Test St at usAck nessage MUST be sent to confirmrecei pt of the

Test St at usSuccess and Test StatusFail ure nessages. Unacknow edged
Test St at usSuccess and Test StatusFail ure nessages SHOULD be
retransmtted until the message is acknow edged or until a retry
l[imt is reached (see also Section 10).

It is also permssible for the sender to termnate the Test procedure
anytinme after sending the BeginVerify nessage. An EndVerify nessage
SHOULD be sent for this purpose.

Message correlation is done using nessage identifiers and the
Verify Id; this enables verification of data |inks, belonging to
different |ink bundles or LMP sessions, in parallel

When the Test message is received, the received Interface_ld (used in
GWLS as either a Port label or conponent link identifier, depending
on the configuration) is recorded and mapped to the | oca

Interface_Id for that data |ink, and a Test StatusSuccess nessage MJST
be sent. The Test StatusSuccess nessage i ncludes the |oca
Interface Id along with the Interface Id and Verify |Id received in
the Test nmessage. The receipt of a TestStatusSuccess nessage

i ndi cates that the Test message was detected at the renote node and
the physical connectivity of the data |ink has been verified. Wen
the Test Stat usSuccess message is received, the |ocal node SHOULD nark
the data link as up and send a Test StatusAck nessage to the renote
node. |If, however, the Test nessage is not detected at the renote
node wi thin an observation period (specified by the

VerifyDeadl nterval), the renote node MJST send a Test StatusFailure
nmessage over the control channel, which indicates that the
verification of the physical connectivity of the data |link has
failed. Wen the |local node receives a TestStatusFailure nessage, it
SHOULD nark the data |link as FAILED and send a Test St at usAck nessage
to the renote node. Wen all the data links on the |list have been
tested, the local node SHOULD send an EndVerify message to indicate
that testing is conplete on this link.
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If the local/renmpte data |ink nmappings are known, then the link
verification procedure can be optim zed by testing the data links in
a defined order known to both nodes. The suggested criterion for
this ordering is by increasing the value of the renote Interface_lId.

Both the local and renote nodes SHOULD naintain the conplete list of
Interface_|d mappi ngs for correl ation purposes.

5.1. Exanple of Link Connectivity Verification

Figure 1 shows an exanple of the link verification scenario that is
executed when a |ink between Node A and Node B is added. 1In this
exanple, the TE link consists of three free ports (each transmtted
along a separate fiber) and is associated with a bi-directiona
control channel (indicated by a "c"). The verification process is as
fol | ows:

o A sends a BeginVerify nessage over the control channel to B
indicating it will begin verifying the ports that formthe TE
link. The LOCAL_LINK |ID object carried in the BeginVerify message
carries the identifier (1P address or interface index) that A
assigns to the |ink.

o Upon receipt of the BeginVerify nmessage, B creates a Verify_|Id and
binds it to the TE Link fromA  This binding is used |ater when B
receives the Test nessages from A, and these nessages carry the
Verify_lId. B discovers the identifier (IP address or interface
i ndex) that A assigns to the TE Iink by exani ning the
LOCAL_LINK I D object carried in the received Begi nVerify nessage.
(I'f the data ports are not yet assigned to the TE Link, the
binding is limted to the Node Id of A) In response to the
Begi nVerify nmessage, B sends the BeginVerifyAck nmessage to A. The
LOCAL_LINK_ I D object carried in the BeginVerifyAck nessage is used
to carry the identifier (1P address or interface index) that B
assigns to the TE link. The REMOTE LINK ID object carried in the
Begi nVeri fyAck nessage is used to bind the Link_lds assigned by
both A and B. The Verify Id is returned to Ain the
Begi nVeri fyAck nessage over the control channel

o Wien A receives the Begi nVerifyAck nessage, it begins transnitting
periodi c Test messages over the first port (Interface Id=1). The
Test message includes the Interface_lId for the port and the
Verify |Id that was assigned by B.

o Wien B receives the Test nessages, it nmaps the received
Interface Id to its own local Interface Id = 10 and transmits a
Test St at usSuccess nessage over the control channel back to Node A
The Test St at usSuccess nessage includes both the |ocal and received
Interface_Ids for the port as well as the Verify_Id. The
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Verify Id is used to determine the local/renmpte TE |ink
identifiers (1P addresses or interface indices) to which the data
['i nks bel ong.

o Awll send a TestStatusAck message over the control channel back
to B, indicating it received the TestStatusSuccess message.

o The process is repeated until all of the ports are verified.

o At this point, Awll send an EndVerify nessage over the contro
channel to B, indicating that testing is conplete.

o Bwll respond by sending an EndVerifyAck message over the contro
channel back to A

Note that this procedure can be used to "discover" the
connectivity of the data ports.

R + R +
+ + + +
+ Node A R C --------- >+ Node B +
+ + + +
+ + + +
+ R >+ 10 +
+ + + +
+ + + +
+ 2 + [---->+ 11 +
+ + [----1 + +
+ + [---1 + +
+ 3 +----/ + 12 +
+ + + +
+ + + +
+ R >+ 14 +
+ + + +
R T + R T +

Figure 1: Exanple of link connectivity between Node A and Node B
6. Fault Managenent

In this section, an optional LMP procedure is described that is used
to nmanage failures by rapid notification of the status of one or nore
data channels of a TE Link. The scope of this procedure is within a
TE link, and as such, the use of this procedure is negotiated as part
of the LinkSummary exchange. The procedure can be used to rapidly
isolate data link and TE link failures, and is designed to work for
bot h unidirectional and bi-directional LSPs.
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An inportant inplication of using transparent devices is that
traditional nmethods that are used to nonitor the health of allocated

data |inks may no | onger be appropriate. |Instead of fault detection
being in layer 2 or layer 3, it is delegated to the physical |ayer
(i.e., loss of light or optical nmonitoring of the data).

Recal | that a TE link connecting two nodes may consi st of a nunber of
data links. |f one or nore data links fail between two nodes, a
mechani sm nust be used for rapid failure notification so that
appropriate protection/restorati on nechanisns can be initiated. |If
the failure is subsequently cleared, then a mechani sm nust be used to
notify that the failure is clear and the channel status is K

6.1. Fault Detection

Faul t detection should be handl ed at the | ayer closest to the
failure; for optical networks, this is the physical (optical) |ayer.
One neasure of fault detection at the physical layer is detecting
loss of light (LOL). Oher techniques for nmonitoring optical signals
are still being developed and will not be further considered in this
document. However, it should be clear that the mechani smused for
fault notification in LMP is independent of the mechani smused to
detect the failure, and sinmply relies on the fact that a failure is
det ect ed.

6.2. Fault Localization Procedure

In some situations, a data link failure between two nodes is

pr opagat ed downstream such that all the downstream nodes detect the
failure without localizing the failure. To avoid nultiple alarns
stemming fromthe same failure, LMP provides failure notification
through the Channel Status nessage. This nessage nmay be used to
indicate that a single data channel has failed, nultiple data
channel s have failed, or an entire TE |link has failed. Failure
correlation is done locally at each node upon receipt of the failure
notification.

To localize a fault to a particular link between adjacent nodes, a
downstream node (downstreamin ternms of data flow) that detects data
link failures will send a Channel Status message to its upstream

nei ghbor indicating that a failure has been detected (bundling
together the notification of all the failed data links). An upstream
node that receives the Channel Status nessage MJST send a
Channel St at usAck nessage to the downstream node indicating it has
recei ved the Channel Status nmessage. The upstream node shoul d
correlate the failure to see if the failure is also detected locally
for the corresponding LSP(s). |If, for exanple, the failure is clear
on the input of the upstream node or internally, then the upstream
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node will have localized the failure. Once the failure is

correl ated, the upstream node SHOULD send a Channel Status nmessage to
the downstream node indicating that the channel is failed or is OK

I f a Channel Status nessage is not received by the downstream node, it
SHOULD send a Channel St at usRequest nessage for the channel in
guestion. Once the failure has been |ocalized, the signaling
protocols nmay be used to initiate span or path protection and
restoration procedures.

If all of the data Iinks of a TE |link have failed, then the upstream
node MAY be notified of the TE |ink failure w thout specifying each
data link of the failed TE link. This is done by sending failure
notification in a Channel Status nessage identifying the TE Link

wi thout including the Interface Ids in the CHANNEL STATUS obj ect.

6.3. Exanples of Fault Localization

In Figure 2, a sanple network is shown where four nodes are connected
in alinear array configuration. The control channels are bi-
directional and are labeled with a "c". Al LSPs are also bi-

di recti onal

In the first exanple [see Fig. 2(a)], there is a failure on one
direction of the bi-directional LSP. Node 4 will detect the failure
and will send a Channel Status nessage to Node 3 indicating the
failure (e.g., LOL) to the correspondi ng upstream node. Wen Node 3
recei ves the Channel Status nmessage from Node 4, it returns a
Channel St at usAck nessage back to Node 4 and correlates the failure
locally. Wen Node 3 correlates the failure and verifies that the
failure is clear, it has localized the failure to the data link

bet ween Node 3 and Node 4. At that time, Node 3 should send a
Channel St at us nessage to Node 4 indicating that the failure has been
| ocal i zed.

In the second example [see Fig. 2(b)], a single failure (e.g., fiber
cut) affects both directions of the bi-directional LSP. Node 2 (Node
3) will detect the failure of the upstream (downstream direction and
send a Channel Status nessage to the upstream (in ternms of data flow)
node indicating the failure (e.g., LOL). Sinultaneously (ignoring
propagati on delays), Node 1 (Node 4) will detect the failure on the
upstream (downstream direction, and will send a Channel St at us
nessage to the corresponding upstream (in terns of data flow node
indicating the failure. Node 2 and Node 3 will have localized the
two directions of the failure.
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e + e + e + e +
+ Nodel + + Node2 + + Node3 + + Node4 +
+ +-- Cc ---+ +-- Cc ---+ +-- Cc ---+ +
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+ + + + + V- - - - Fomm e m - +----
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Figure 2: Two types of data link failures are shown (i ndicated

by ## in the figure):

(A) a data link corresponding to the downstreamdirection of a
bi -directional LSP fails,

(B) two data links corresponding to both directions of a bi-
directional LSP fail. The control channel connecting two

nodes is indicated with a "c
6.4. Channel Activation Indication

The Channel St atus nessage may al so be used to notify an LMP nei ghbor
that the data |ink should be actively nmonitored. This is called
Channel Activation Indication. This is particularly useful in
networks with transparent nodes where the status of data |inks may
need to be triggered using control channel nessages. For exanple, if
a data link is pre-provisioned and the physical link fails after
verification and before inserting user traffic, a nechanismis needed
to indicate the data |ink should be active, otherw se the failure my
not be detectable.

The Channel Status nessage is used to indicate that a channel or group
of channels are now active. The Channel StatusAck nessage MJST be
transmtted upon receipt of a Channel Status nessage. Wen a
Channel St at us nmessage i s received, the correspondi ng data |ink(s)
MJST be put into the Active state. |[If upon putting theminto the
Active state, a failure is detected, the Channel Status nessage SHOULD
be transmtted as described in Section 6. 2.
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6.5. Channel Deactivation I|Indication

The Channel St atus nessage may al so be used to notify an LMP nei ghbor
that the data Iink no | onger needs to be actively nonitored. This is
the counterpart to the Channel Active Indication

When a Channel Status nessage is received with Channel Deactive
I ndication, the corresponding data |ink(s) MJST be taken out of the
Active state.

7. Message_ld Usage

The MESSAGE | D and MESSAGE | D ACK objects are included in LM
nessages to support reliable nmessage delivery. This section
descri bes the usage of these objects. The MESSACE |ID and
MESSAGE | D _ACK objects contain a Message_Id field.

Only one MESSAGE | DY MESSAGE | D ACK object may be included in any LMP
nmessage.

For control -channel -specific messages, the Message Id field is within
the scope of the CClId. For TE link specific nmessages, the
Message Id field is within the scope of the LMP adjacency.

The Message Id field of the MESSAGE | D object contains a generator-
sel ected value. This value MJST be nonotonically increasing. A

val ue is considered to be previously used when it has been sent in an
LMP nmessage with the sane CC Id (for control channel specific
nmessages) or LMP adjacency (for TE Link specific nessages). The
Message Id field of the MESSAGE | D ACK obj ect contains the Message |d
field of the nessage bei ng acknow edged.

Unacknow edged nessages sent with the MESSAGE | D object SHOULD be
retransmtted until the message is acknow edged or until a retry
[imt is reached (see also Section 10).

Note that the 32-bit Message |Id value may wap. The follow ng
expression may be used to test if a newy received Message |d val ue
is less than a previously received val ue:

If ((int) old_id - (int) new.id > 0) {
New value is | ess than ol d val ue;
}
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Nodes processing i ncom ng nessages SHOULD check to see if a newy
recei ved nessage is out of order and can be ignored. CQut-of-order
nmessages can be identified by exam ning the value in the Message |Id
field. If a nessage is determ ned to be out-of-order, that nessage
shoul d be silently dropped.

If the nmessage is a Config nmessage, and the Message Id value is |ess
than the | argest Message |d val ue previously received fromthe sender
for the CC_1d, then the nessage SHOULD be treated as being out-of -
order.

If the nmessage is a LinkSummary nessage and the Message Id value is
| ess than the | argest Message |d value previously received fromthe
sender for the TE Link, then the nessage SHOULD be treated as being
out - of - or der.

If the message is a Channel Status nessage and the Message Id value is
| ess than the | argest Message |d value previously received fromthe
sender for the specified TE |link, then the receiver SHOULD check the
Message | d val ue previously received for the state of each data
channel included in the Channel Status nessage. |f the Message_ |d
value is greater than the nost recently received Message_|Id val ue
associated with at |east one of the data channels included in the
nessage, the nessage MJUST NOT be treated as out of order; otherw se,
the nessage SHOULD be treated as being out of order. However, the
state of any data channel MUST NOT be updated if the Message |d val ue
is less than the nost recently received Message | d val ue associ at ed
with the data channel

Al'l other nmessages MJUST NOT be treated as out-of-order
8. Graceful Restart

This section describes the nechanismto resynchronize the LMP state
after a control plane restart. A control plane restart may occur
when bringing up the first control channel after a contro

conmuni cations failure. A control comunications failure may be the
result of an LMP adjacency failure or a nodal failure wherein the LM
control state is lost, but the data plane is unaffected. The latter
is detected by setting the "LMP Restart" bit in the Combn Header of
the LMP nessages. Wen the control plane fails due to the | oss of
the control channel, the LMP link information should be retained. It
is possible that a node may be capable of retaining the LMP |ink
information across a nodal failure. However, in both cases the
status of the data channels MJST be synchroni zed.
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It is assunmed the Node |d and Local Interface_lds remain stable
across a control plane restart.

After the control plane of a node restarts, the control channel (s)
nmust be re-established using the procedures of Section 3.1. When
re-establishing control channels, the Config nmessage SHOULD be sent
using the unicast | P source and destinati on addresses.

If the control plane failure was the result of a nodal failure where
the LMP control state is lost, then the "LMP Restart" flag MJST be
set in LMP nessages until a Hello nmessage is received with the
RcvSegNum equal to the local TxSeqNum This indicates that the
control channel is up and the LMP nei ghbor has detected the restart.

The foll owi ng assunmes that the LMP conponent restart only occurred on
one end of the TE Link. |If the LMP conponent restart occurred on
both ends of the TE Link, the normal procedures for LinkSumrary
shoul d be used, as described in Section 4.

Once a control channel is up, the LMP nei ghbor MJUST send a

Li nkSunmary nessage for each TE Link across the adjacency. Al the
objects of the LinkSummary message MJUST have the N-bit set to O,

i ndicating that the parameters are non-negotiable. This provides the
local/renpote Link Id and Interface_|d mappings, the associ ated data
link paranmeters, and indication of which data links are currently
allocated to user traffic. Wen a node receives the LinkSumrary
nmessage, it checks its local configuration. |f the node is capable
of retaining the LMP link information across a restart, it nust
process the LinkSunmary message as described in Section 4 with the
exception that the allocated/de-allocated flag of the DATA LINK

obj ect received in the LinkSumary nessage MUST take precedence over
any |l ocal value. |If, however, the node was not capable of retaining
the LMP link information across a restart, the node MJST accept the
data |ink parameters of the received Li nkSummary nessage and respond
wi th a Li nkSummar yAck message.

Upon conpl etion of the LinkSunmary exchange, the node that has
restarted the control plane SHOULD send a Channel St at usRequest
nmessage for that TE link. The node SHOULD al so verify the
connectivity of all unallocated data channels.

9. Addressing

Al LMP nessages are run over UDP with an LMP port nunber (except, in
some cases, the Test nmessages, which may be linmted by the transport
mechani sm for in-band nmessaging). The destination address of the IP
packet MAY be either the address learned in the Configuration
procedure (i.e., the Source IP address found in the |IP header of the
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recei ved Config nmessage), an |IP address configured on the renote
node, or the Node Id. The Config nessage is an exception as
descri bed bel ow.

The manner in which a Config nmessage is addressed may depend on the
signaling transport nmechanism \Wen the transport nmechanismis a
poi nt-to-point |link, Config nessages SHOULD be sent to the Milticast
address (224.0.0.1 or ff02::1). Qherwi se, Config nessages MJST be
sent to an | P address on the nei ghboring node. This may be
configured at both ends of the control channel or may be
automatical |y discovered.

10. Exponential Back-off Procedures

This section is based on [ RFC2961] and provi des exponenti al back- of f
procedures for nessage retransm ssion. |nplementations MJST use the
descri bed procedures or their equivalent.

10. 1. Qperation

The foll owi ng operation is one possible nmechani smfor exponentia
back-of f retransm ssion of unacknow edged LMP nmessages. The sending
node retransmts the nessage until an acknow edgenent nessage is
received or until aretry limt is reached. Wen the sendi ng node
recei ves the acknow edgenment, retransm ssion of the nessage is
stopped. The interval between nessage retransm ssion is governed by
arapid retransnission tiner. The rapid retransm ssion timer starts
at a small interval and increases exponentially until it reaches a

t hreshol d.

The following tinme paraneters are useful to characterize the
procedures:

Rapid retransnission interval Ri:
Ri is the initial retransm ssion interval for unacknow edged
nessages. After sending the nmessage for the first tine, the
sendi ng node will schedule a retransnission after R mlliseconds.

Rapid retry limt R:

R is the maxi mum nunber of tinmes a nessage will be transmtted
wi t hout bei ng acknow edged.
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I ncrenment val ue Delta:

Delta governs the speed with which the sender increases the
retransm ssion interval. The ratio of two successive
retransm ssion intervals is (1 + Delta).

Suggest ed default values for an initial retransm ssion interval (Ri)
of 500 ns are a power of 2 exponential back-off (Delta = 1) and a
retry limt of 3.

10. 2. Retransm ssion Al gorithm

After a node transmits a nessage requiring acknow edgenment, it should
i medi ately schedule a retransmi ssion after Ri seconds. |If a
correspondi ng acknow edgenent nessage is received before R seconds,
then nessage retransm ssion SHOULD be canceled. OQherwise, it wll
retransmt the nessage after (1+Delta)*R seconds. The

retransm ssion will continue until either an appropriate

acknow edgenent nessage is received or the rapid retry linmt, R, has
been reached.

A sendi ng node can use the follow ng al gorithmwhen transmtting a
nmessage that requires acknow edgenent:

Prior to initial transmssion, initialize Rk = R and Rh = 0.

while (Rn++ < RlI) {
transmt the nessage;
wake up after Rk mlliseconds;
Rk = Rk * (1 + Delta);

}

/* acknow edged nessage or no reply fromreceiver and R
reached*/

do any needed cl ean up

exit;

Asynchr onously, when a sendi ng node receives a correspondi ng
acknow edgnent nessage, it will change the retry count, Rn, to R.

Note that the transmitting node does not advertise or negotiate the

use of the described exponential back-off procedures in the Config or
Li nkSunmary nessages.
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11. LMP Finite State Machi nes
11.1. Control Channel FSM

The control channel FSM defines the states and | ogics of operation of
an LMP control channel

11.1.1. Control Channel States

A control channel can be in one of the states described below. Every
state corresponds to a certain condition of the control channel and
is usually associated with a specific type of LMP nessage that is
periodically transnmitted to the far end.

Down: This is the initial control channel state. |In this
state, no attenpt is being nade to bring the contro
channel up and no LMP nessages are sent. The contro
channel paraneters should be set to the initial values.

Conf Snd: The control channel is in the paranmeter negotiation
state. In this state the node periodically sends a
Config nessage, and is expecting the other side to reply
with either a ConfigAck or ConfigNack nessage. The FSM
does not transition into the Active state until the
renote side positively acknow edges the paraneters.

Conf Rev: The control channel is in the parameter negotiation
state. In this state, the node is waiting for acceptable
configuration paranmeters fromthe renote side. Once such
paraneters are recei ved and acknow edged, the FSM can
transition to the Active state.

Acti ve: In this state the node periodically sends a Hell o nessage
and is waiting to receive a valid Hello nmessage. Once a
valid Hello nmessage is received, it can transition to the
up state.

Up: The CCis in an operational state. The node receives
valid Hell o nmessages and sends Hel |l o nessages.

CGoi ngDown: A CC may go into this state because of administrative

action. Wiile a CCis inthis state, the node sets the
Control Channel Down bit in all the nmessages it sends.
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11.1.2. Control Channel Events

Operation of the LMP control channel is described in terns of FSM
states and events. Control channel events are generated by the
under | yi ng protocols and software nodul es, as well as by the packet
processing routines and FSMs of associated TE links. Every event has
its nunber and a synbolic nane. Description of possible contro
channel events is given bel ow

1 : evBringUp: This is an externally triggered event indicating

that the control channel negotiation should begin
This event, for exanple, may be triggered by an
operator command, by the successful conpletion of a
control channel bootstrap procedure, or by
configuration. Depending on the configuration
this will trigger either

la) the sending of a Config nessage,

1b) a period of waiting to receive a Config

nessage fromthe renpte node.

2 : evCCDn: This event is generated when there is indication
that the control channel is no |onger avail able.

3 : evConf Done: This event indicates a ConfigAck nmessage has been
recei ved, acknow edgi ng the Config paraneters.

4 : evConfErr: Thi s event indicates a ConfigNack nmessage has been
recei ved, rejecting the Config paraneters.

5 : evNewConf OK: New Confi g nessage was recei ved from nei ghbor and
positively acknow edged.

6 : evNewConfErr: New Config nmessage was recei ved from nei ghbor and
rejected with a ConfigNack message.

7 : evContenWn: New Config nessage was received from nei ghbor at
the sane tine a Config nessage was sent to the
nei ghbor. The | ocal node wins the contention. As
a result, the received Config nessage is ignored.

8 : evContenLost: New Config nmessage was recei ved from nei ghbor at
the same tine a Config nmessage was sent to the
nei ghbor. The | ocal node | oses the contention

8a) The Config nessage is positively
acknow edged.

8b) The Config message is negatively
acknow edged.
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9 : evAdm nDown:
10: evNbr GoesDn:
11: evHel | oRcvd:
12: evHol dTi ner:
13: evSegNuntrr:
14: evReconfig:
15: evConfRet:
16: evHel | oRet:
17: evDownTi mer:

11.1.

Li nk Management Protocol (LMP) Cct ober 2005

The adm nistrator has requested that the contro
channel is brought down administratively.

A packet with Control Channel Down flag is received
from the nei ghbor.

A Hell o packet with expected SeqNum has been
received.

The Hel | oDeadl nterval tinmer has expired indicating
that no Hell o packet has been received. This noves
the control channel back into the Negotiation
state, and depending on the | ocal configuration
this will trigger either
12a) the sending of periodic Config nessages,
12b) a period of waiting to receive Config
nmessages fromthe renote node.

A Hello with unexpected SeqNum recei ved and
di scar ded.

Control channel paraneters have been reconfigured
and require renegotiation.

A retransm ssion tiner has expired and a Config
nessage i s resent.

The Hellolnterval timer has expired and a Hello
packet is sent.

A tinmer has expired and no nessages have been
received with the Control Channel Down fl ag set.

Control Channel FSM Description

Figure 3 illustrates operation of the control channel FSMin a form
of FSM state transition diagram

Lang
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11.

11.

11.

Event evCCDn al ways forces the FSMto the down state. Events
evHol dTi mer and evReconfig always force the FSMto the Negotiation
state (either ConfSnd or ConfRcv).

2. TE Link FSM

The TE Link FSM defines the states and | ogics of operation of the LMP
TE Li nk.

2.1. TE Link States

An LMP TE link can be in one of the states described below. Every
state corresponds to a certain condition of the TElink and is
usual | y associated with a specific type of LMP nessage that is
periodically transmtted to the far end via the associated contro
channel or in-band via the data |inks.

Down: There are no data |links allocated to the TE |ink

Init: Data |inks have been allocated to the TE Iink, but the
configuration has not yet been synchronized with the LM
nei ghbor. The LinkSunmary message is periodically
transmtted to the LMP nei ghbor

Up: This is the normal operational state of the TE link. At
| east one LMP control channel is required to be
operational between the nodes sharing the TE link. As
part of normal operation, the LinkSummary nessage may be
periodically transmtted to the LMP nei ghbor or generated
by an external request.

Degr aded: In this state, all LMP control channels are down, but the
TE link still includes sone data |inks that are allocated
to user traffic.

2.2. TE Link Events

Qperation of the LMP TE link is described in ternms of FSM states and
events. TE Link events are generated by the packet processing

routi nes and by the FSMs of the associated control channel (s) and the
data links. Every event has its nunber and a synbolic name.
Descriptions of possible events are given bel ow

1 : evDCUp: One or nore data channel s have been enabl ed and
assigned to the TE Link.

2 : evSumAck: Li nkSummary message received and positively
acknow edged.
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3 : evSumNack: Li nkSunmary nmessage received and negatively
acknow edged.

4 : evRcvAck: Li nkSummar yAck nessage recei ved acknow edgi ng t he
TE Li nk Configuration.

5 : evRcvNack: Li nkSunmar yNack nmessage recei ved.

6 : evSunRet: Retransm ssion timer has expired and Li nkSumary
nmessage i s resent.

7 : evCCUp: First active control channel goes up.
8 : evCCDown: Last active control channel goes down.
9 : evDCDown: Last data channel of TE Link has been renoved.

11.2.3. TE Link FSM Descri ption

Figure 4 illustrates operation of the LMP TE Link FSMin a form of
FSM state transition di agram
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Figure 4. LMP TE Link FSM

In the above FSM the sub-states that may be inpl enented when the
link verification procedure is used have been onitted.

11.3. Data Link FSM

The data |ink FSM defines the states and | ogics of operation of a
data link within an LMP TE Iink. Operation of a data link is
described in terns of FSM states and events. Data |inks can either
be in the active (transmtting) node, where Test nessages are
transmtted fromthem or the passive (receiving) node, where Test
nessages are received through them For clarity, separate FSMs are
defined for the active/passive data |inks; however, a single set of
data link states and events are defined.
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11.

3.1. Data Link States

Any data link can be in one of the states described bel ow Every
state corresponds to a certain condition of the data |ink.

Down: The data |ink has not been put in the resource poo
(i.e., thelink is not 'in service’)

Test: The data link is being tested. An LMP Test nessage is
periodi cally sent through the |ink.

PasvTest : The data link is being checked for incomng test
nmessages.

Up/ Free: The Iink has been successfully tested and i s now put

in the pool of resources (in-service). The |link has
not yet been allocated to data traffic.

Up/ Al | oc: The Iink is up and has been allocated for data
traffic.

3.2. Data Link Events

Data |ink events are generated by the packet processing routines and
by the FSMs of the associated control channel and the TE |ink

Every event has its nunber and a synbolic nane. Description of
possi bl e data link events is given bel ow

1 : evCCUp: First active control channel goes up

2 : evCCDown: LMP nei ghbor connectivity is lost. This indicates
the last LMP control channel has fail ed between
nei ghbori ng nodes.

3 :evStartTst: This is an external event that triggers the
sendi ng of Test nessages over the data |ink

4 :evStartPsv: This is an external event that triggers the
listening for Test messages over the data |ink.

5 evTest K Li nk verification was successful and the Iink can
be used for path establishnent.

(a) This event indicates the Link Verification
procedure (see Section 5) was successfu
for this data link and a Test StatusSuccess
nmessage was received over the contro
channel
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(b) This event indicates the link is ready for
path establishnment, but the Link
Verification procedure was not used. For
i n-band signaling of the control channel
the control channel establishnent may be
sufficient to verify the link

6 :evTestRcv: Test nessage was received over the data port and a
Test St at usSuccess nmessage is transmtted over the
control channel

7 :evTestFail: Link verification returned negative results. This
could be because (a) a Test StatusFail ure nessage
was received, or (b) the Verification procedure
has ended wi thout receiving a TestStatusSuccess or
Test St at usFai | ure nmessage for the data |ink.

8 :evPsvTestFail: Link verification returned negative results. This
i ndicates that a Test nessage was not detected and
either (a) the VerifyDeadl nterval has expired or
(b) the Verification procedure has ended and the
Veri fyDeadl nterval has not yet expired.

9 :evbLnkAll oc: The data |ink has been all ocat ed.
10: evLnkDeal | oc: The data |ink has been de-all ocat ed.
11: evTest Ret : A retransm ssion tiner has expired and the Test

nmessage i s resent.

12: evSummaryFail: The LinkSummary did not match for this data port.
13: evLocalizeFail: A Failure has been localized to this data |ink
14: evdcDown: The data channel is no | onger avail able.
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11.3.3. Active Data Link FSM Description

Figure 5 illustrates operation of the LMP active data link FSMin a
formof FSMstate transition di agram

| | 13

Figure 5: Active LMP Data Link FSM
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11.3.4. Passive Data Link FSM Descri ption

Figure 6 illustrates operation of the LMP passive data link FSMin a
formof FSM state transition di agram

| 13

Figure 6: Passive LMP Data Link FSM
12. LMP Message Formats
Al LMP nessages (except, in sonme cases, the Test nessages, which are

l[imted by the transport mechanismfor in-band nessaging) are run
over UDP with an LMP port nunber (701).
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12.

1. Common Header

In addition to the UDP header and standard |P header, all LM
nmessages (except, in sone cases, the Test nessages whi ch may be
l[imted by the transport mechanismfor in-band nessagi ng) have the
foll owi ng common header:

0 1 2 3
01234567890123456789012345678901
T S T ST S S e T S S S S S S i

| Vers | (Reserved) | Fl ags | Msg Type
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| LMP Length | (Reserved) |

L e e s i o S ik S S N
The Reserved field should be sent as zero and i ghored on receipt.

Al values are defined in network byte order (i.e., big-endian byte
order).

Vers: 4 bits
Prot ocol version nunber. This is version 1.
Flags: 8 bits

The following bit-values are defined. Al other bits are reserved
and shoul d be sent as zero and ignored on receipt.

0x01: Control Channel Down
0x02: LMP Restart
This bit is set to indicate that a nodal failure has occurred
and the LMP control state has been lost. This flag may be
reset to 0 when a Hello nessage is received with RcvSeqNum
equal to the | ocal TxSegNum
Msg Type: 8 bits

The foll owi ng values are defined. All other values are reserved

1 = Config
2 = ConfigAck
3 = ConfigNack
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4 = Hello

5 = BeginVerify

6 = Begi nVerifyAck

7 = Begi nVeri fyNack

8 = EndVerify

9 = EndVerifyAck

10 = Test

11 = Test St at usSuccess
12 = Test StatusFailure

13 = Test St at usAck

14 Li nkSummary

15 = Li nkSummar yAck

16 = Li nkSummar yNack

17 = Channel St at us

18 = Channel St at usAck

19 = Channel St at usRequest

20 = Channel St at usResponse

Al'l of the nessages are sent over the control channel EXCEPT the
:gz: egl'essage, which is sent over the data link that is being

LMP Length: 16 bits

The total length of this LMP nmessage in bytes, including the
conmon header and any vari abl e-1 ength objects that follow
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12.

2. LMP nject Format

LMP nmessages are built using objects. Each object is identified by
its Cbject Class and Cl ass-type. Each object has a nanme, which is
al ways capitalized in this document. LMP objects can be either
negoti abl e or non-negotiable (identified by the Nbit in the object
header). Negotiable objects can be used to | et the devices agree on
certain values. Non-negotiable objects are used for announcenent of
specific values that do not need or do not allow negotiation

Al'l values are defined in network byte order (i.e., big-endian byte
order).

The format of the LMP object is as foll ows:

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
[ N| C Type | Cl ass | Length |
s S S i I S R R e h T Tk e S S S o T S
| |

/1 (obj ect contents) /1
I I
B T s i I S e i S i i S S e S
N 1 bit

The N flag indicates if the object is negotiable (N=1) or non-
negoti abl e (N=0).

C Type: 7 bits

Cl ass-type, unique within an hject Cass. Values are defined in
Section 13.

Class: 8 hits

The Cl ass indicates the object type. Each object has a nane,
which is always capitalized in this docunent.

Length: 16 bits

The Length field indicates the Iength of the object in bytes,
including the N, C Type, Cass, and Length fields.
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12.

12.

12.

12.

3. Paraneter Negotiation Messages
3.1. Config Message (Msg Type = 1)

The Config nessage is used in the control channel negotiation phase
of LMP. The contents of the Config nessage are built using LM
objects. The format of the Config nessage is as foll ows:

<Config Message> ::= <Common Header> <LOCAL_CClI D> <MESSAGE_| D>
<LOCAL_NOCDE_| D> <CONFI G

The above transm ssion order SHOULD be foll owed.
The MESSAGE I D object is within the scope of the LOCAL CCl D object.

The Config nessage MUST be periodically transmtted until (1) it
recei ves a Confi gAck or ConfigNack nmessage, (2) a retry limt has
been reached and no Confi gAck or ConfigNack nessage has been
received, or (3) it receives a Config nessage fromthe renote node
and has | ost the contention (e.g., the Node Id of the renpte node is
hi gher than the Node_ld of the local node). Both the retransm ssion
interval and the retry limt are local configuration paraneters.

3.2. ConfigAck Message (Msg Type = 2)

The Confi gAck nessage is used to acknow edge receipt of the Config
nmessage and indicate agreenent on all paraneters.

<Confi gAck Message> ::= <Commpn Header > <LOCAL_CClI D> <LOCAL_NCDE | D>
<REMOTE_CCl D> <MESSAGE | D_ACK>
<REMOTE_NCDE_| D>

The above transm ssion order SHOULD be fol | owed.

The contents of the REMOTE CCI D, MESSACE | D ACK, and REMOTE NODE I D
obj ects MJST be obtained fromthe Config nessage bei ng acknow edged.

3.3. ConfigNack Message (Msg Type = 3)

The ConfigNack message is used to acknow edge recei pt of the Config
nmessage and indi cate di sagreenent on non-negoti abl e parameters or
propose other values for negotiable paraneters. Paraneters where
agreenment was reached MUST NOT be included in the ConfigNack Message.
The format of the ConfigNack nessage is as follows:

<Confi gNack Message> ::= <Conmon Header> <LOCAL_CCl D>
<LOCAL_NODE_| D> <REMOTE_CCI D>
<MESSAGE_| D_ACK> <REMOTE_NCDE_| D> <CONFI G
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12.

12.

The above transm ssion order SHOULD be fol |l owed.

The contents of the REMOTE_CCI D, MESSAGE | D ACK, and REMOTE_NODE | D
obj ects MJST be obtained fromthe Config nessage bei ng negatively
acknow edged.

It is possible that nultiple paraneters nay be invalid in the Config
nmessage.

If a negotiable CONFI G object is included in the ConfigNack nessage,
it MJST include acceptable values for the paraneters.

If the ConfigNack nessage includes CONFI G objects for non-negoti abl e
paraneters, they MJST be copied fromthe CONFI G objects received in
the Config nmessage.

If the ConfigNack nmessage is received and only includes CONFIG
objects that are negotiable, then a new Config nmessage SHOULD be
sent. The values in the CONFI G object of the new Config nessage
SHOULD t ake into account the acceptable values included in the

Confi gNack nessage.

If a node receives a Config nmessage and recogni zes the CONFI G obj ect,
but does not recogni ze the C Type, a ConfigNack nessage including the
unknown CONFI G obj ect MJUST be sent.

4. Hello Message (Msg Type = 4)

The format of the Hello nessage is as foll ows:

<Hel | o Message> ::= <Common Header > <LOCAL_CCl D> <HELLO>

The above transm ssion order SHOULD be fol | owed.

The Hell o message MJST be periodically transmtted at |east once
every Hellolnterval nsec. |If no Hello nessage is received within the
Hel | oDeadl nterval, the control channel is assumed to have fail ed.

5. Link Verification Messages

5.1. BeginVerify Message (Msg Type = 5)

The Begi nVerify nessage is sent over the control channel and is used
toinitiate the link verification process. The format is as foll ows:

<Begi nVeri fy Message> ::= <Commopn Header > <LOCAL_LI NK_| D>
<MESSAGE_| D> [ <REMOTE_LI NK_| D>]
<BEG N_VERI FY>
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The above transm ssion order SHOULD be fol |l owed.

To limt the scope of Link Verification to a particular TE Link, the
Link_Id field of the LOCAL_LINK ID object MJST be non-zero. |If this
field is zero, the data |inks can span multiple TE |inks and/or they
may conprise a TE link that is yet to be configured. |In the specia
case where the local Link Id field is zero, the "Verify all Links"
flag of the BEG N_VERI FY object is used to distinguish between data
links that span nultiple TE Iinks and those that have not yet been
assigned to a TE link (see Section 5).

The REMOTE LINK I D object may be included if the local/renote Link _Id
mappi ng i s known.

The Link_Id field of the REMOTE_LINK I D object MJST be non-zero if
i ncl uded.

The Begi nVerify nmessage MJST be periodically transmtted until (1)
the node receives either a Begi nVerifyAck or Begi nVerifyNack nessage
to accept or reject the verify process or (2) aretry limt has been
reached and no Begi nVerifyAck or BeginVerifyNack nmessage has been
received. Both the retransmission interval and the retry lint are
| ocal configuration paraneters.

12.5.2. BeginVerifyAck Message (Msg Type = 6)

When a BeginVerify nessage is received and Test nessages are ready to
be processed, a Begi nVerifyAck nessage MJST be transnitted.

<Begi nVeri fyAck Message> ::= <Commobn Header> [ <LOCAL_LI NK | D>]
<MESSAGE | D ACK> <BEGQ N_VERI FY_ACK>
<VERI FY_I| D>

The above transm ssion order SHOULD be fol |l owed.

The LOCAL_LINK I D object may be included if the local/renote Link Id
mappi ng i s known or |earned through the BeginVerify nessage.

The Link_Id field of the LOCAL_LINK ID MJST be non-zero if included.

The contents of the MESSAGE | D ACK obj ect MJST be obtained fromthe
Begi nVeri fy nmessage bei ng acknow edged.

The VERI FY_I D obj ect contains a node-uni que value that is assigned by
the generator of the BeginVerifyAck message. This value is used to
uni quely identify the Verification process frommultiple LMP

nei ghbors and/or parallel Test procedures between the same LM

nei ghbors.
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12.

12.

5.3. BeginVerifyNack Message (Msg Type = 7)

If a BeginVerify nessage is received and a node is unwilling or
unable to begin the Verification procedure, a BeginVerifyNack nessage
MUST be transmtted.

<Begi nVeri fyNack Message> ::= <Commopbn Header> [ <LOCAL_LI NK | D>]
<MESSACE | D ACK> <ERROR CODE>

The above transm ssion order SHOULD be fol | owed.

The contents of the MESSAGE | D ACK object MJUST be obtained fromthe
Begi nVerify nmessage bei ng negatively acknow edged.

If the Verification process is not supported, the ERROR _CODE MJST
i ndicate "Link Verification Procedure not supported”.

If Verification is supported, but the node is unable to begin the
procedure, the ERROR CODE MUST indicate "Unwilling to verify". If a
Begi nVeri fyNack nessage is received with such an ERROR_CODE, the node
that originated the BeginVerify SHOULD schedul e a BeginVerify
retransm ssion after Rf seconds, where Rf is a locally defined

par amet er .

If the Verification Transport mechanismis not supported, the
ERROR_CODE MUST i ndi cate "Unsupported verification transport
mechani sni'.

If remote configuration of the Link Id is not supported and the
content of the REMOTE LINK ID object (included in the BeginVerify
nessage) does not nmatch any configured val ues, the ERROR CODE MUST
indicate "Link_Id configuration error".

If a node receives a BeginVerify nmessage and recogni zes the

BEA N_VERI FY obj ect but does not recognize the C Type, the ERROR_CCDE
MUST i ndi cate "Unknown object C Type".

5.4. EndVerify Message (Msg Type = 8)

The EndVerify nessage is sent over the control channel and is used to
termnate the Iink verification process. The EndVerify message may
be sent any tine the initiating node desires to end the Verify
procedure. The format is as foll ows:

<EndVerify Message> ::=<Commpn Header > <MESSACE_| D> <VERI FY_| D>

The above transm ssion order SHOULD be fol |l owed.
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12.

12.

The EndVerify nessage will be periodically transmtted until (1) an
EndVeri f yAck nessage has been received or (2) a retry linmt has been
reached and no EndVerifyAck nessage has been received. Both the
retransm ssion interval and the retry limt are local configuration
par anet er s.

5.5. EndVerifyAck Message (Msg Type =9)

The EndVerifyAck message is sent over the control channel and is used
to acknow edge the term nation of the Ilink verification process. The
format is as follows:

<EndVeri fyAck Message> ::= <Common Header> <MESSAGE | D ACK>
<VERI FY_I| D>

The above transm ssion order SHOULD be fol |l owed.

The contents of the MESSAGE | D ACK obj ect MJUST be obtained fromthe
EndVeri fy nessage bei ng acknow edged.

5.6. Test Message (Msg Type = 10)

The Test nessage is transmitted over the data link and is used to
verify its physical connectivity. Unless explicitly stated, these
nessages MJUST be transmitted over UDP like all other LMP nessages.
The format of the Test nessages is as foll ows:

<Test Message> ::= <Commobn Header > <LOCAL_I| NTERFACE | D> <VERI FY_| D>
The above transm ssion order SHOULD be foll owed.

Note that this nessage is sent over a data link and NOT over the
control channel. The transport mechanismfor the Test nessage is
negoti ated using the Verify Transport Mechanismfield of the

BEA N_VERI FY obj ect and the Verify Transport Response field of the
BEA N_VERI FY_ACK obj ect (see Sections 13.8 and 13.9).

The local (transmitting) node sends a given Test nessage periodically
(at |l east once every Verifylnterval ns) on the correspondi ng data
l[ink until (1) it receives a correlating Test StatusSuccess or

Test St at usFai | ure nessage on the control channel fromthe renote
(receiving) node or (2) all active control channels between the two
nodes have failed. The renote node will send a given Test Status
nessage periodically over the control channel until it receives
either a correlating TestStatusAck nessage or an EndVerify nessage.
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12.

12.

12.

12.

12.

5.7. TestStatusSuccess Message (Msg Type = 11)

The Test StatusSuccess nessage is transnitted over the control channel

and is used to transnit the mappi ng between the local Interface_Id

and the Interface_Id that was received in the Test nessage.

<Test St at usSuccess Message> ::= <Comon Header> <LOCAL_ LI NK | D>
<MESSAGE_| D> <LOCAL_| NTERFACE | D>
<REMOTE_| NTERFACE | D> <VERI FY_I D>

The above transm ssion order SHOULD be fol |l owed.

The contents of the REMOTE | NTERFACE | D obj ect MJUST be obtained from
the correspondi ng Test nmessage bei ng positively acknow edged.

5.8. TestStatusFailure Message (Msg Type = 12)

The Test StatusFailure nessage is transmtted over the control channel
and is used to indicate that the Test nessage was not received.

<Test St at usFai | ure Message> ::= <Conmon Header> <MESSACE_| D>
<VERI FY_| D>

The above transm ssion order SHOULD be foll owed.
5.9. TestStatusAck Message (Msg Type = 13)

The Test St at usAck nmessage is used to acknow edge recei pt of the
Test St at usSuccess or Test Stat usFai |l ure messages.

<Test St at usAck Message> ::= <Common Header > <MESSAGE | D_ACK>
<VERI FY_I| D>

The above transm ssion order SHOULD be fol |l owed.

The contents of the MESSAGE | D ACK object MJUST be obtained fromthe
Test St at usSuccess or Test StatusFail ure nessage bei ng acknow edged.

6. Link Sumary Messages

6.1. LinkSummary Message (Msg Type = 14)

The Li nkSummary nessage is used to synchronize the Interface Ids and
correlate the properties of the TE link. The fornat of the

Li nkSummary nessage is as foll ows:

<Li nkSunmary Message> ::= <Commopn Header > <MESSAGE | D> <TE LI NK>
<DATA LI NK> [ <DATA LI NK>. . .]

Lang St andards Track [ Page 47]



RFC 4204 Li nk Management Protocol (LMP) Cct ober 2005

12.

12.

The above transm ssion order SHOULD be fol |l owed.

The Li nkSummary message can be exchanged any time a link is not in
the Verification process. The LinkSunmary message MJST be
periodically transmtted until (1) the node receives a Li nkSummaryAck
or LinkSummaryNack nmessage or (2) a retry limt has been reached and
no Li nkSummar yAck or Li nkSunmaryNack message has been received. Both
the retransnmission interval and the retry lint are |oca
configuration paraneters.

6. 2. LinkSummaryAck Message (Msg Type = 15)

The Li nkSunmmar yAck nessage is used to indicate agreement on the
Interface | d synchronization and acceptance/ agreenent on all the |ink
paranmeters. It is on the reception of this nessage that the |oca
node makes the Link |Id associations.

<Li nkSunmar yAck Message> ::= <Conmon Header> <MESSAGE | D ACK>
The above transm ssion order SHOULD be fol |l owed.
6. 3. LinkSunmaryNack Message (Msg Type = 16)

The Li nkSummar yNack nmessage is used to indicate di sagreenent on non-
negoti ated paraneters or propose other values for negotiable
paranmeters. Paranmeters on which agreenent was reached MJST NOT be

i ncluded in the LinkSummaryNack message.

<Li nkSunmar yNack Message> ::= <Conmon Header > <MESSAGE | D ACK>
<ERROR_CODE> [ <DATA LI NK>. . .]

The above transm ssion order SHOULD be f ol | owed.

The DATA LI NK obj ects MJST include acceptable values for al
negoti abl e paraneters. |If the Li nkSummaryNack incl udes DATA LI NK
obj ects for non-negotiable paranmeters, they MJST be copied fromthe
DATA LI NK objects received in the LinkSunmary nessage.

I f the LinkSumraryNack nmessage is received and only includes
negoti abl e paraneters, then a new Li nkSummary message SHOULD be sent.
The val ues received in the new Li nkSummary nessage SHOULD take into
account the acceptable paraneters included in the Li nkSumaryNack
nessage.

If the LinkSummary nessage is received with unacceptabl e, non-
negoti abl e paraneters, the ERROR CODE MJST i ndi cate "Unacceptabl e
non- negoti abl e LI NK_SUMMARY paraneters. ™
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12.

12.

12.

If the LinkSummary nessage is received with unacceptabl e negotiable
paraneters, the ERROR CODE MJST indicate "Renegotiate LI NK_SUMVARY
parameters.”

If the LinkSummary nessage is received with an invalid TE LI NK
obj ect, the ERROR CODE MJST indicate "Invalid TE LI NK object."

If the LinkSummary nessage is received with an invalid DATA LI NK
obj ect, the ERROR_CODE MUST indicate "Invalid DATA LI NK object."

If the LinkSummary nessage is received with a TE LI NK object but the
C-Type is unknown, the ERROR CODE MJST i ndicate, "Unknown TE LI NK
obj ect C Type."

If the LinkSummary nessage is received with a DATA LI NK object but
the C Type is unknown, the ERROR CODE MJST i ndicate, "Unknown
DATA LI NK obj ect C Type.™

7. Fault Managenent Messages

7.1. Channel Status Message (Msg Type = 17)

The Channel St atus nmessage is sent over the control channel and is
used to notify an LMP nei ghbor of the status of a data Iink. A node
that receives a Channel Status nmessage MJST respond with a

Channel St at usAck nessage. The format is as foll ows:

<Channel St at us Message> ::= <Common Header> <LOCAL_LI NK | D>
<MESSACE | D> <CHANNEL STATUS>

The above transm ssion order SHOULD be fol |l owed.

I f the CHANNEL_STATUS object does not include any Interface_lds, then
this indicates the entire TE Link has fail ed.

7.2. Channel StatusAck Message (Msg Type = 18)

The Channel St at usAck nmessage is used to acknow edge recei pt of the
Channel St atus Message. The format is as foll ows:

<Channel St at usAck Message> ::= <Commpn Header > <MESSAGE | D_ACK>
The above transm ssion order SHOULD be fol |l owed.

The contents of the MESSAGE | D ACK obj ect MJST be obtained fromthe
Channel St at us nmessage bei ng acknow edged.
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12.7.3. Channel St atusRequest Message (Msg Type = 19)
The Channel St at usRequest nessage is sent over the control channel and
is used to request the status of one or nore data link(s). A node
that receives a Channel St at usRequest nessage MJST respond with a
Channel St at usResponse nessage. The format is as foll ows:
<Channel St at usRequest Message> ::= <Commopn Header > <LOCAL_LI NK_I D>
<MESSAGE_| D>
[ <CHANNEL _STATUS REQUEST>]
The above transm ssion order SHOULD be fol |l owed.
I f the CHANNEL_STATUS_REQUEST object is not included, then the
Channel St at usRequest is being used to request the status of ALL of
the data link(s) of the TE Link.
12.7.4. Channel St atusResponse Message (Msg Type = 20)
The Channel St at usResponse nessage is used to acknow edge receipt of

t he Channel St at usRequest Message and notify the LMP nei ghbor of the
status of the data channel (s). The format is as follows:

<Channel St at usResponse Message> ::= <Common Header > <MESSAGE | D_ACK>
<CHANNEL _STATUS>

The above transm ssion order SHOULD be fol | owed.

The contents of the MESSAGE | D ACK objects MJST be obtained fromthe
Channel St at usRequest nessage bei ng acknow edged.

13. LMP hject Definitions

13.1. CC D (Control Channel 1D d ass
Class =1
o] CType = 1, LOCAL_CCI D
0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S

| CCld |
T A S S i SUE S SR I S SH S SEp s S
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CCld: 32 bhits

This MJST be node-wi de uni que and non-zero. The CC Id identifies
the control channel of the sender associated with the nmessage.

Thi s object is non-negoti abl e.
o] C Type = 2, REMOTE _CCI D
0 1 2 3
012345678901234567890123456789¢01
B T s i I S e i S i i S S e S
| ccld |
s S S i I S R R e h T Tk e S S S o T S
CCld: 32 bits

This identifies the renbte node’s CC Id and MJST be non-zero.
Thi s object is non-negotiabl e.

13.2. NODE_ID d ass

Class = 2
o] C Type = 1, LOCAL_NCDE_ID
0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| Node 1d (4 bytes) |
s S S i I S R R e h T Tk e S S S o T S
Node | d:

This identities the node that originated the LMP packet.
Thi s object is non-negotiabl e.
0 C Type = 2, REMOTE _NODE_ID
0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S

| Node 1d (4 bytes) |

T S S T T S S e i T S S S S S
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13.

Node |d:

This identities the renote node.
Thi s object is non-negoti abl e.
3. LINKID dass

Class = 3

o] C Type 1, 1Pvd LOCAL_LINK_ID

0 C Type = 2, | Pv4 REMOTE_LINK_ID

0 1 2 3

01234567890123456789012345678901
I I S i A S I i S S
| Link_ld (4 bytes) |
i L S i I S i S it S i

o] C Type = 3, I Pv6 LOCAL_LINK_ID

o] C Type 4, |Pv6 REMOTE_LI NK_I D

0 1 2 3
01234567890123456789012345678901
T S S T S S S S S S i i e

+- +
| |
+ +
| | |
+ Link _Id (16 bytes) +
| |
+ +
| |
+- +

I T S T I S S S i S s e i

o] C- Type = 5, Unnunbered LOCAL _LINK ID
0 C Type = 6, Unnunbered REMOTE LI NK_ID

0 1 2 3

01234567890123456789012345678901
T S T S ST S e T S Tk I i S S R S
| Link_Id (4 bytes) |
T S T S S T S S S S S S S e i
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Li nk_1d:

For LOCAL_LINK ID, this identifies the sender’s Link associ ated
with the message. This value MJST be non-zero.

For REMOTE LINK ID, this identifies the rembte node’s Link Id and
MUST be non-zero.

Thi s object is non-negotiabl e.
13.4. I NTERFACE_I D d ass

Class = 4

o] C Type 1, IPv4 LOCAL_I NTERFACE_ID

o] CType = 2, | Pv4 REMOTE_| NTERFACE_I D

0 1 2 3

01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Interface_Id (4 bytes) |
B s i S i I i S S S i i

0 C Type = 3, | Pv6 LOCAL_| NTERFACE | D

o] C Type 4, |1 Pv6 REMOTE_| NTERFACE | D

0 1 2 3
01234567890123456789012345678901
T T I e N

+- +
| |
+ +
| |
+ Interface_Id (16 bytes) +
| |
+ +
| |
+- +

T S S T S S S S S S i i e

o] C- Type = 5, Unnunbered LOCAL_I| NTERFACE_I D

6, Unnunbered REMOTE | NTERFACE | D

o] C Type
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13.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| Interface_Id (4 bytes)
B s i S i I i S S S i i

Interface_lId:

For the LOCAL_ | NTERFACE ID, this identifies the data link. This
val ue MJUST be node-w de uni que and non-zero.

For the REMOTE INTERFACE ID, this identifies the renote node’s
data link. The Interface |Id MJST be non-zero.

Thi s object is non-negotiabl e.
5. MESSAGE_ I D d ass
Class =5
o] C Type=1, Messageld
0 1 2 3
01234567890123456789012345678901
s S S o T i i S S i (i
| Message |d
R Rt i i i i e T I I S S S R i e S R e e i s o
Message |d:
The Message Id field is used to identify a nessage. This value is
i ncrenented and only decreases when the value waps. This is used
for nessage acknow edgment.
Thi s object is non-negoti abl e.
o] C Type = 2, Messagel dAck
0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| Message_ld
s S S o T i i S S i (i
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13.

Message |d:

The Message Id field is used to identify the nessage being
acknow edged. This value is copied fromthe MESSAGE | D object of
the message bei ng acknow edged.

Thi s object is non-negoti abl e.

6. CONFI G d ass

Class = 6.

o] C-Type = 1, HelloConfig

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i
| Hel | ol nt erval | Hel | oDeadl nt er val

s S S o T i i S S i (i

Hel l ol nterval: 16 bits.

I ndi cates how frequently the Hell o packets will be sent and is
neasured in mlliseconds (ns).

Hel | oDeadl nterval : 16 bits.

If no Hell o packets are received within the Hell oDeadl nterval, the
control channel is assunmed to have failed. The Hell oDeadl nterva
is measured in mlliseconds (ns). The Hell oDeadl nterval MJST be
greater than the Hellolnterval, and SHOULD be at least 3 tines the
val ue of Hellolnterval.

If the fast keep-alive mechanismof LMP is not used, the
Hel | ol nterval and Hel | oDeadl nterval MJST be set to zero.
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13.

13.

7. HELLO d ass
Class = 7
o] C-Type =1, Hello
0 1 2 3
01234567890123456789012345678901
R Rt i i i i e T I I S S S R i e S R e e i s o
| TxSegNum |
B s i S i I i S S S i i
| RcvSegNum |
s S S o T i i S S i (i
TxSegNum 32 bits
This is the current sequence nunmber for this Hell o nessage. This
sequence nunber will be increnmented when the sequence nunber is
reflected in the RcvSegNum of a Hell o packet that is received over
the control channel.

TxSegNum=0 is not allowed. TxSeqNun¥l is used to indicate that
this is the first Hell o nessage sent over the control channel.

RcvSegNum 32 bits
This is the sequence nunmber of the |ast Hell o nessage received
over the control channel. RcvSeqNum=0 is used to indicate that a
Hel | o message has not yet been received.

Thi s object is non-negoti abl e.

8. BEGQ N_VERIFY O ass

Class = 8

o] CType =1
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0 1 2 3
01234567890123456789012345678901
T S i i S i I S Sk i S SR S

| Fl ags | Verifylnterval

B s i S i I i S S S i i
| Nunmber of Data Links

i L S i I S i I S it S i
| EncType | (Reserved) | Verify Transport Mechanism |
i I s S R A it S SR S S S Sk i
| Transm ssi onRat e

B s i S i I i S S S i i
| Wavel engt h

i L S i I R i N S i S M i

The Reserved field should be sent as zero and i gnhored on receipt.
Flags: 16 bits
The followi ng flags are defined:
0x0001 Verify all Links
If this bit is set, the verification process checks al
unal | ocated links; else it only verifies new ports or
conponent links that are to be added to this TE |ink
0x0002 Data Link Type

If set, the data links to be verified are ports, otherw se
they are conponent |inks

Verifylnterval: 16 bits

This is the interval between successive Test nessages and is
measured in mlliseconds (ns).

Nunmber of Data Links: 32 bits
This is the nunber of data links that will be verified.
EncType: 8 bits
This is the encoding type of the data Iink. The defined EncType

val ues are consistent with the LSP Encodi ng Type val ues of
[ RFC3471] .
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Verify Transport Mechanism 16 bits

This defines the transport nechanismfor the Test Messages.
scope of this bit mask is restricted to each encodi ng type.

| ocal node will set the bits corresponding to the various
nmechani sns it can support for transmtting LMP test nessages.

2005

The
The

The

recei ver chooses the appropriate nechanismin the Begi nVerifyAck

message.

The following flag is defined across all Encodi ng Types. Al
ot her flags are dependent on the Encoding Type.

0x8000 Payl oad: Test Message transmitted in the payl oad

Capabl e of transmitting Test messages in the payl oad.

The Test nessage is sent as an | P packet as defined
above.

Transni ssionRate: 32 bhits

This is the transm ssion rate of the data |ink over which the Test

nmessages will be transmitted. This is expressed in bytes per
second and represented in | EEE fl oati ng-point format.

Wavel ength: 32 bits

When a data link is assigned to a port or component |ink that

capabl e of transmitting multiple wavel engths (e.g., a fiber or

is

waveband- capabl e port), it is essential to know which wavel ength

the test nmessages will be transmitted over. This val ue

corresponds to the wavel ength at which the Test nessages wl |
transmtted over and has local significance. |f there is no
anbiguity as to the wavel ength over which the nessage will be

sent, then this value SHOULD be set to O.

13.9. BEG N_VERI FY_ACK Cd ass
Class = 9
o] CType =1
0 1 2 3

e SER S I S U S S S S R S S SR S ok T

T S T T S S e T T S St S S A -

Lang

012345678901234567890123456789¢01

Veri f yDeadl nt er val | Verify_Transport Response

be
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VerifyDeadlnterval: 16 bits
If a Test nmessage is not detected within the
VerifyDeadlnterval, then a node will send the Test StatusFail ure
nmessage for that data |ink.

Verify Transport Response: 16 bits
The reci pient of the BeginVerify message (and the future
reci pient of the TEST nessages) chooses the transport mechani sm
fromthe various types that are offered by the transmtter of
the Test nmessages. One and only one bit MJST be set in the
verification transport response.

Thi s object is non-negotiabl e.

13.10. VER FY_ID O ass

Class = 10

o] CType =1

0 1 2 3

01234567890123456789012345678901

s S S o T i i S S i (i

| Verify_ld |

R Rt i i i i e T I I S S S R i e S R e e i s o

Verify Id: 32 bits
This is used to differentiate Test nessages fromdifferent TE
i nks and/or LMP peers. This is a node-unique value that is
assigned by the recipient of the BeginVerify nmessage.

Thi s object is non-negoti abl e.

13.11. TE_LINK d ass
Class = 11

o CType = 1, IPv4 TE LINK
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Fl ags | (Reserved) |
B s i S i I i S S S i i
| Local _Link _Id (4 bytes) |
e s S i e e e i e S i R e T T
| Renote_Link_Id (4 bytes) |
Lk R e T e e  h h  SRI REE  R a

o CType = 2, 1Pv6 TE_LINK

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

Fl ags | (Reserved) |
B i T S T T i I i i S I e

Local _Link_Id (16 bytes)

I

+-

I I

+ +
I I

+ +
I I

+ +
I I

B e i s T i et s T ol T S S S N SR S S S
I I

+ +
| _ |

+ Renote_Link_Id (16 bytes) +
I I
+ +
I I
+- +

R o o i e it it (R R R R S S S S S S S s st S o
o] C- Type = 3, Unnunbered TE_LINK

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Fl ags | (Reserved) |
B s i S i I i S S S i i
| Local _Link _Id (4 bytes) |
e s S i e e e i e S i R e T T
| Renote_Link_Id (4 bytes) |
Lk R e T e e  h h  SRI REE  R a

The Reserved field should be sent as zero and ignored on receipt.
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Flags: 8 bits

The following flags are defined. Al other bit-values are
reserved and should be sent as zero and ignored on receipt.

0x01 Fault Managenent Support ed.
0x02 Link Verification Supported.
Local Link _Id:
This identifies the node’s local Link Id and MUST be non-zero.
Renot e_Li nk_|I d:
This identifies the renbte node’s Link |Id and MJUST be non-zero.
13.12. DATA LINK d ass
Cass = 12
o] CType = 1, |Pvd DATA LINK

0 1 2 3

01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| Fl ags | (Reserved) |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Local _Interface_Id (4 bytes) |
B T s i I S e i S i i S S e S
| Renote Interface |Id (4 bytes) |
s S S i I S R R e h T Tk e S S S o T S
}/ (Subobj ect s) /}

B T S S S T T i S S S R S S
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0 C Type = 2, |Pv6 DATA LINK

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i
Fl ags | (Reserved) |
R e s o S e T S T T i R e e e e o o i

Local _Interface_Id (16 bytes)

i I e S e ik e I o R S e e e e  aal I S TR S R R S i o
Renote Interface Id (16 bytes)

I T S T I S S S i S s e i

I
+
I
+
I
+
I
+
I
+
I
+
I
+
I
+
I
+
| |
/1 (Subobj ect s) /
I
+

I
+
|
+
|
+
I
+
|
+
|
+
I
+
|
+
|
/
I
+

e e i i s o S S S S S S e I i sl st SR SR
o] C- Type = 3, Unnunbered DATA LI NK

0 1 2 3

01234567890123456789012345678901
T S i i S i I S Sk i S SR S
| Fl ags | (Reserved) |
B s i S i I i S S S i i
| Local Interface Id (4 bytes) |
i T S i I R i S S S i St M SR
| Renote Interface |Id (4 bytes) |
I I T S T S T ik i S SR S S S
I I
/1 (Subobj ect s) /1

T S I S S T R S S SR S
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The Reserved field should be sent as zero and i gnored on receinpt.
Fl ags: 8 bits

The following flags are defined. All other bit-values are
reserved and should be sent as zero and ignored on receipt.

0x01 Interface Type: If set, the data link is a port, otherwise it
is a conponent |ink.

0x02 Allocated Link: If set, the data Iink is currently allocated
for user traffic. |If a single Interface Id
is used for both the transmit and receive
data links, then this bit only applies to the
transmt interface.

0x04 Fail ed Link: If set, the data link is failed and not
suitable for user traffic.

Local _Interface_Id:

This is the local identifier of the data link. This MJST be
node-w de uni que and non-zero.

Renote Interface_Id:

This is the renpote identifier of the data link. This MJST be
non- zer o.

Subobj ect s
The contents of the DATA LI NK object consist of a series of
variable-1ength data itens call ed subobjects. The subobjects are
defined in Section 13.12.1 bel ow.

A DATA LINK object may contain nore than one subobject. Mre than

one subobj ect of the same Type may appear if multiple capabilities
are supported over the data |ink
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13.12.1. Data Link Subobjects

The contents of the DATA LINK object include a series of variable-
l ength data itens called subobjects. Each subobject has the form

0 1

0123456789012345

R T e i i e e o T R +
| Type | Length | (Subobj ect contents)

i ik o T i el T T CISI SIS e +
Type: 8 bits

The Type indicates the type of contents of the subobject.
Currently defined val ues are:

Type 1, Interface Switching Type

2, Wavel ength

Type
Length: 8 bits

The Length contains the total |ength of the subobject in bytes,
i ncluding the Type and Length fields. The Length MJST be at
| east 4, and MUST be a nultiple of 4.

13.12.1.1. Subobject Type 1: Interface Switching Type

0 1 2 3
01234567890123456789012345678901
i S T i s o i i R SR S S S S

| Type | Length | Switching Type]| EncType
e Lk e i e S L s i i i Sl R R
| M ni mum Reser vabl e Bandwi dt h

B s i S i I i S S S i i
| Maxi mum Reser vabl e Bandwi dt h

e s S i e S e e  t ik ok S R SR S S

Switching Type: 8 bits

This is used to identify the local Interface Switching Type of the
TE link as defined in [ RFC3471].

EncType: 8 bits
This is the encoding type of the data Iink. The defined EncType

val ues are consistent with the LSP Encodi ng Type val ues of
[ RFC3471] .
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13.

13.

M ni mum Reservabl e Bandwi dth: 32 bits

This is measured in bytes per second and represented in | EEE
floating point format.

Maxi mum Reservabl e Bandwi dth: 32 bits

This is measured in bytes per second and represented in | EEE
floating point format.

If the interface only supports a fixed rate, the mni numand nmaxi mum
bandwi dth fields are set to the sane val ue.

12.1.2. Subobject Type 2: Wavel ength
0 1 2 3

01234567890123456789012345678901
i T S S s S S S S i S

| Type | Length | (Reserved) |
i L o  wir I S S
| Wavel engt h |

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
The Reserved field should be sent as zero and i gnored on receinpt.
Wavel ength: 32 bits

Thi s val ue indicates the wavel ength carried over the port. Val ues
used in this field only have significance between two nei ghbors.

13. CHANNEL_STATUS d ass

Class = 13
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0 C Type = 1, |Pv4 | NTERFACE_ID

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i
| Interface Id (4 bytes) |
N e S S
| Al D| Channel Status |
T T S S T S S i S S S T S S T
: |
/ : /1
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
Interface Id (4 bytes) |
T T S S T S S i i S S S s e S
| Al D Channel Status |
B s i S i I i S S S i i

— Y — -

0 C Type = 2, | Pv6 | NTERFACE_ID

0 1 2 3
01234567890123456789012345678901
T S S e e T S i S S S i o S S S S

+
|
+
I
Interface_Id (16 bytes) +
|
+
|

B S T i o S T i S R s s i e S
Al D| Channel Status |
B i T T S i i s S I i S S
11

i T S i T i T S o S T i e up S S

~

Interface_Id (16 bytes)

——+— +— +— +— T+ +— +— +— +— +

-+ +— +—

T Lk R e T e i ik i Sl TR R o
| Al D Channel Status |
B s i S i I i S S S i i
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o] C- Type = 3, Unnunbered | NTERFACE I D

0 1 2 3

01234567890123456789012345678901

B s i S i I i S S S i i

| Interface Id (4 bytes)

e b i T T e T S s S R S e T O i i Tk i RIS S S

| Al D| Channel Status

R T i T e e i T S L e e e i T St R S S S S s e I S R
: I

/1

i T S T s i i i i e e I N N S
Interface Id (4 bytes) |

e ok T E e e R Tt S i e s o R S SR SR S S SR
Channel _St at us |

i S R i i S T s T i T S S

~

1
+

+— +— +— =

]
+

+ 2
9

Active bit: 1 bit

This indicates that the Channel is allocated to user traffic and
the data |ink should be actively nonitored.

Direction bit: 1 bit

This indicates the direction (transnit/receive) of the data
channel referred to in the CHANNEL_STATUS object. |If set, this
i ndicates the data channel is in the transnit direction.

Channel _Status: 30 bhits

This indicates the status condition of a data channel. The
foll owi ng values are defined. Al other values are reserved.

1 Si gnal Ckay (OK): Channel is operationa

2 Signal Degrade (SD): A soft failure caused by a BER exceedi ng
a preselected threshold. The specific
BER used to define the threshold is
confi gured.

3 Signal Fail (SF): A hard signal failure including (but not
[imted to) loss of signal (LOS), |oss of
franme (LOF), or Line AIS

Thi s object contains one or nore Interface Ids followed by a
Channel _Status field.

To indicate the status of the entire TE Link, there MJST be only one
Interface Id, and it MJST be zero.

Lang St andards Track [ Page 67]



RFC 4204 Li nk Management Protocol (LMP) Cct ober 2005

13.

Thi s object is non-negoti abl e.

14. CHANNEL_STATUS REQUEST d ass
Class = 14

0 C-Type = 1, |Pv4 | NTERFACE I D

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| Interface Id (4 bytes)

e b i T T e T S s S R S e T O i i Tk i RIS S S
| : |
/1 : /1
| 2 |
B s i S i I i S S S i i
| Interface Id (4 bytes)

e b i T T e T S s S R S e T O i i Tk i RIS S S

Thi s object contains one or nore Interface_lds.

The Length of this object is 4 + 4N in bytes, where Nis the number
of Interface_lds.
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0 C Type = 2, | Pv6 | NTERFACE_ID

0 1 2 3
01234567890123456789012345678901
T S S e i i i S S S T i i S S S S

|
+
|
Interface_Id (16 bytes) +
|
+
|
B S i T T i S S S S e S S i i i i

11

T S S e e T S i S S S i o S S S S

+—+—+— +— +— T +— +— +— +— +
~

+
+
Interface_ld (16 bytes) +
+
+

e I R e e i i I e S S e T i ok oI TR S I g o
Thi s object contains one or nore Interface_lds.

The Length of this object is 4 + 16N in bytes, where N is the nunber
of Interface_lds.

o] C- Type = 3, Unnunbered | NTERFACE I D

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| Interface Id (4 bytes)

s S S i I S R R e h T Tk e S S S o T S
| 2 |
/1 : /1
| 2 |
B T s i I S e i S i i S S e S
| Interface Id (4 bytes)

s S S i I S R R e h T Tk e S S S o T S
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Thi s object contains one or nore Interface_Ilds.

The Length of this object is 4 + 4N in bytes, where N is the nunber
of Interface_lds.

Thi s object is non-negoti abl e.
13.15. ERROR CODE O ass
Cass = 20
0 C-Type = 1, BEG N_VER FY_ERROR
0 1 2 3

01234567890123456789012345678901
T S T ST S S e T S S S S S S i

| ERROR CODE
T T T T i S S e T i S

The following bit-values are defined in network byte order (i.e.
bi g- endi an byte order):

0x01 = Link Verification Procedure not supported.
0x02 = Unwilling to verify.

0x04 = Unsupported verification transport nmechani sm
0x08 = Link_ld configuration error

0x10 = Unknown object C- Type.

All other bit-values are reserved and should be sent as zero and
i gnored on receipt.

Multiple bits may be set to indicate nmultiple errors.
Thi s object is non-negoti abl e.

If a BeginVerifyNack nessage is received with Error Code 2, the node
that originated the BeginVerify SHOULD schedul e a Begi nVerify
retransm ssion after Rf seconds, where Rf is a |locally defined

par aneter.

o] C- Type = 2, LI NK_SUMVARY_ERROR

0 1 2 3
01234567890123456789012345678901
T I e A S T i S S e S i e NUp S S

| ERROR CODE
T T T T S i S S S S BUp R A S S S

Lang St andards Track [ Page 70]



RFC 4204 Li nk Management Protocol (LMP) Cct ober 2005

14.

14. 1.

The following bit-values are defined in network byte order (i.e.
bi g- endi an byte order):

0x01 = Unaccept abl e non-negoti abl e LI NK_SUMMARY par anet ers.
0x02 = Renegotiate LI NK_SUMMARY paraneters.

0x04 = Invalid TE LI NK bj ect.

0x08 = Invalid DATA LI NK Obj ect.

0x10 = Unknown TE_LI NK obj ect C- Type.

0x20 = Unknown DATA LI NK object C Type.

All other bit-values are reserved and should be sent as zero and
i gnored on receipt.

Multiple bits may be set to indicate nmultiple errors.
Thi s object is non-negoti abl e.
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15.

Security Considerations

There are nunber of attacks that an LMP protocol session can
potentially experience. Some exanples include:

o an adversary may spoof control packets;
o an adversary may nodify the control packets in transit;

o an adversary may replay control packets;

2005

0 an adversary may study a nunber of control packets and try to

break the key using cryptographic tools. If the

hash/ encryption al gorithm used has known weaknesses, then it

becones easy for the adversary to discover the key using s
tool s.

This section specifies an | Psec-based security mechanismfor LM

15. 1.

Security Requirenents

npl e

The following requirements are applied to the mechani sm described in
this section.

Lang

o LM security MJST be able to provide authentication, integrity,

and replay protection.

o For LMP traffic, confidentiality is not needed. Only

aut hentication is needed to ensure that the control packets

(packets sent along the LMP Control Channel) are originating

fromthe right place and have not been nodified in transit.

LMP Test packets exchanged through the data |inks do not need

to be protected.

o For LMP traffic, protecting the identity of LMP end-points
not commonly required.

o The security mechani smshould provide for well defined key

is

managenment schenes. The key managenment schenes shoul d be well
anal yzed to be cryptographically secure. The key managenent
schenmes shoul d be scalable. In addition, the key nanagenent

system shoul d be automatic.

0o The algorithns used for authenticati on MJST be
cryptographically sound. Also, the security protocol MJST
all ow for negotiating and using different authentication
al gorithms.
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15.

2. Security Mechani sns

| Psec is a protocol suite that is used to secure comruni cati on at the
network | ayer between two peers. This protocol is conprised of IP
Security architecture docunment [RFC2401], |KE [ RFC2409], |Psec AH

[ RFC2402], and | Psec ESP [ RFC2406]. |IKE is the key nanagenent
protocol for |IP networks, while AH and ESP are used to protect IP
traffic. IKE is defined specific to |IP domain of interpretation

Consi dering the requirenents described in Section 15.1, it is
recommended that, where security is needed for LMP, inplenentations
use | Psec as described bel ow

1. Inplenentations of LMP over |Psec protocol SHOULD support manua
keyi ng node.

Manual keyi ng node provides an easy way to set up and di agnose
| Psec functionality.

However, note that manual keyi ng node cannot effectively support
features such as replay protection and automatic re-keying. An
i mpl enent er usi ng manual keys must be aware of these limts.

It is recomended that an inplenmenter use manual keying only for
di agnosti ¢ purposes and use dynam c keying protocol to nmake use of
features such as replay protection and automatic re-keying.

2. IPsec ESP with trailer authentication in tunnel node MJST be
support ed.

3. Inplenentations MJST support authenticated key exchange protocols.
| KE [ RFC2409] MUST be used as the key exchange protocol if keys
are dynamically negoti ated between peers.

4. Inplenmentation MIST use the | Psec DO [ RFC2407].

5. For IKE protocol, the identities of the SAs negotiated in Quick
Mode represent the traffic that the peers agree to protect and are
conpri sed of address space, protocol, and port information.

For LMP over IPsec, it is recommended that the identity payl oad
for Quick nmode contain the follow ng informtion:

The identities MJST be of type |IP addresses and the val ue of the
identities SHOULD be the | P addresses of the communicating peers.
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Lang

The protocol field MUST be UDP. The port field SHOULD be set to
zero to indicate port fields should be ignored. This inplies al
UDP traffic between the peers nmust be sent through the |Psec

tunnel. If an inplenmentation supports port-based selectors, it
can opt for a nore finely grained selector by specifying the port
field to the LMP port. If, however, the peer does not use port-

based sel ectors, the inplenentati on MUST fall back to using a port
sel ector val ue of O.

Aggressi ve node of | KE negotiation MJST be supported.

When | Psec is configured to be used with a peer, all LMP nessages
are expected to be sent over the I Psec tunnel (crypto channel).
Simlarly, an LMP receiver configured to use Ipsec with a peer
shoul d reject any LMP traffic that does not cone through the
crypto channel

The crypto channel can be pre-setup with the LMP nei ghbor, or the
first LMP nessage sent to the peer can trigger the creation of the
| Psec tunnel

A set of control channels can share the sane crypto channel. When
LMP Hell os are used to nonitor the status of the control channel

it is inportant to keep in mind that the keep-alive failure in a
control channel may al so be due to a failure in the crypto
channel. The followi ng method is recommended to ensure that an
LMP communi cati on path between two peers is working properly.

o If LMP Hellos detect a failure on a control channel, switch to
an alternate control channel and/or try to establish a new
control channel

0 Ensure the health of the control channels using LMP Hellos. |If
all control channels indicate a failure and it is not possible
to bring up a new control channel, tear down all existing
control channels. Also, tear down the crypto channel (both the
| KE SA and | Psec SAs).

0 Reestablish the crypto channel. Failure to establish a crypto
channel indicates a fatal failure for LMP comuni cati on.

0 Bring up the control channel. Failure to bring up the contro
channel indicates a fatal failure for LMP comrunication
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When LMP peers are dynamically discovered (particularly the
initiator), the foll ow ng points should be noted:

When using pre-shared key authentication in identity protection
node (main nmode), the pre-shared key is required to conpute the
val ue of SKEYID (used for deriving keys to encrypt nessages
during key exchange). In main node of |IKE, the pre-shared key
to be used has to be identified before receiving the peer’s
identity payload. The pre-shared key is required for

calcul ating SKEYID. The only information avail abl e about the
peer at this point is its |IP address from which the negoti ation
cane from Keying off the |IP address of a peer to get the
pre-shared key is not possible since the addresses are dynamc
and not known bef or ehand.

Aggressi ve node key exchange can be used since identification
payl oads are sent in the first nessage.

Not e, however, that aggressive nobde is prone to passive denia
of service attacks. Using a shared secret (group shared
secret) anobng a nunber of peers is strongly discouraged because
this opens up the solution to man-in-the-m ddl e attacks.

Di gi tal -signature-based authentication is not prone to such
problens. It is RECOMWENDED that a digital-signature-based
aut henti cati on nechani sm be used where possi bl e.

| f pre-shared-key-based authentication is required, then

aggr essi ve node SHOULD be used. |KE pre-shared authentication
key val ues SHOULD be protected in a manner simlar to the
user’s account password.

16. | ANA Consi derations
The | ANA has assigned port number 701 to LMP

In the follow ng, guidelines are given for | ANA assignnent for each
LMP nanme space. Ranges are specified for Private Use, to be assigned
by Expert Review, and to be assigned by Standards Action (as defined
in [ RFC2434] .

Assi gnnents nade from LMP nunber spaces set aside for Private Use
(i.e., for proprietary extensions) need not be docunented.

| ndependent LMP inpl enentations using the same Private Use code
points will in general not interoperate, so care should be exercised
in using these code points in a multi-vendor network.
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Assi gnnents nmade from LMP nunber spaces to be assigned by Expert
Review are to be reviewed by an Expert designated by the |ESG The
intent in this docunment is that code points fromthese ranges are
used for Experinental extensions; as such, assignnents MJST be
acconpani ed by Experimental RFCs. |[If deployment suggests that these
extensions are useful, then they should be described in Standards
Track RFCs, and new code points fromthe Standards Acti on ranges MJST
be assi gned.

Assi gnnents from LMP nunber spaces to be assigned by Standards Action
MUST be docunented by a Standards Track RFC, typically submtted to
an | ETF Working Group, but in any case follow ng the usual |ETF
procedures for Proposed Standards.

The Reserved bits of the LMP Cormbn Header should be allocated by
St andards Action, pursuant to the policies outlined in [RFC2434].

LMP defines the foll owing nane spaces that require managenent:

- LMP Message Type.

- LMP Object dass.

- LMP bject Cass type (CType). These are unique within the
nj ect C ass.

- LMP Sub-object Class type (Type). These are unique within the
oj ect C ass.

The LMP Message Type name space should be allocated as foll ows:
pursuant to the policies outlined in [RFC2434], the nunbers in the
range 0-127 are allocated by Standards Action, 128-240 are all ocated
through an Expert Review, and 241-255 are reserved for Private Use.

The LMP (bj ect C ass nanme space should be allocated as foll ows:
pursuant to the policies outlined in [RFC2434], the nunbers in the
range of 0-127 are allocated by Standards Action, 128-247 are

al l ocated through an Expert Review, and 248-255 are reserved for
Private Use.

The policy for allocating values out of the LMP Object C ass name
space is part of the definition of the specific Cass instance. Wen
a Class is defined, its definition nust also include a description of
the policy under which the Object C ass nanes are all ocat ed.

The policy for allocating values out of the LMP Sub-object C ass nane
space is part of the definition of the specific Cass instance. Wen
a Cass is defined, its definition nust also include a description of
the policy under which sub-objects are all ocated.
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The foll owi ng nane spaces have been assigned by | ANA:

Li nk Managenent Protoco

(LMWP)

Cct ober 2005

LMP Message Type nane space

o

o

Confi g nessage

Confi gAck message

Confi gNack message

Hel | o nessage

Begi nVerify nessage

Begi nVeri f yAck nessage
Begi nVeri fyNack nmessage
EndVeri fy nessage
EndVeri f yAck nessage

Test nessage

Test St at usSuccess nessage
Test St at usFai | ure nmessage
Test St at usAck nessage

Li nkSummary nessage

Li nkSummar yAck nessage

Li nkSunmmar yNack message
Channel St at us nessage

Channel St at usAck nessage

Channel St at usRequest nessage

Channel St at usResponse nessage

(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message
(Message

(Message
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LMP bj ect C ass nane space and O ass type (C Type)
o CCID Cl ass name (1)

The CCI D Object O ass type nane space should be allocated as foll ows:
pursuant to the policies outlined in [RFC2434], the nunbers in the
range 0-111 are allocated by Standards Action, 112-119 are all ocated
through an Expert Review, and 120-127 are reserved for Private Use.

- LOCAL_CCI D (C Type = 1)
- REMOTE_CCI D (C Type = 2)
o NODE I D Class nanme (2)

The NODE I D Object O ass type nane space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are

al l ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- LOCAL_NODE_ I D (C Type = 1)
- REMOTE_NOCDE I D (C Type = 2)
o LINKID Cl ass nane (3)

The LINK I D Object Cass type nane space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are

al l ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- I Pv4 LOCAL_LINK_ I D (G Type = 1)

- IPv4 REMOTE LINK ID (C Type = 2)

- I Pv6 LOCAL_LINK ID (C Type = 3)

- I Pv6 REMOTE_LINK I D (C Type = 4)

- Unnunbered LOCAL LINK ID (C Type = 5)

- Unnurbered REMOTE LINK I D (C Type = 6)
0 | NTERFACE_I D Cl ass name (4)

The | NTERFACE | D Obj ect O ass type nane space should be allocated as
follows: pursuant to the policies outlined in [RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are
all ocated through an Expert Review, and 120-127 are reserved for
Private Use.
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- | Pv4 LOCAL_I NTERFACE_I D (C Type = 1)
- 1 Pv4 REMOTE_I NTERFACE_I D (C Type = 2)
- | Pv6 LOCAL_I NTERFACE_I D (C Type = 3)
- | Pv6 REMOTE_ | NTERFACE_I D (C Type = 4)
- Unnunmbered LOCAL_INTERFACE ID (G Type = 5)
- Unnunbered REMOTE | NTERFACE ID (C Type = 6)

o MESSAGE | D Cl ass nanme (5)

The MESSAGE | D nject Class type nane space should be allocated as
follows: pursuant to the policies outlined in [RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are

al l ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- MESSAGE | D (CType = 1)
- MESSAGE_| D_ACK (C Type = 2)
o CONFI G Cl ass nane (6)

The CONFI G Obj ect O ass type nanme space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are

al l ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- HELLO CONFI G (C Type = 1)
o HELLO G ass name (7)
The HELLO hject Class type nane space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are
al l ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- HELLO (G Type = 1)
o BEA N_VERI FY Cl ass name (8)
The BEG N _VERI FY Obj ect O ass type nane space shoul d be allocated as
follows: pursuant to the policies outlined in [RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are
all ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- Type 1 (G Type = 1)
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0 BEA N _VERI FY_ACK Class nane (9)

The BEG N_VERI FY_ACK Cbj ect C ass type nanme space should be all ocated
as follows: pursuant to the policies outlined in [RFC2434], the
nunbers in the range 0-111 are allocated by Standards Action, 112-119
are allocated through an Expert Review, and 120-127 are reserved for
Private Use.

- Type 1 (C Type = 1)
o VERIFY_ID Cl ass name (10)

The VERIFY_ID Object Cass type nanme space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are

al l ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- Type 1 (C Type = 1)
o TE_LINK C ass name (11)

The TE_LINK Object C ass type nane space should be allocated as
follows: pursuant to the policies outlined in [RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are
all ocated through an Expert Review, and 120-127 are reserved for
Private Use.

- I Pv4 TE_LINK (C Type = 1)

- I Pv6 TE_LINK (C Type = 2)

- Unnurbered TE_LINK (C Type = 3)
o DATA LINK Cl ass name (12)

The DATA LINK Object Cl ass type nane space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are
all ocated through an Expert Review, and 120-127 are reserved for
private Use.

- | Pv4 DATA LI NK (C Type = 1)
- 1 Pv6 DATA LI NK (C Type = 2)
- Unnunber ed DATA LINK (C Type = 3)
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The DATA LI NK Sub-object C ass nanme space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range of 0-127 are allocated by Standards Action, 128-247 are
al l ocated through an Expert Review, and 248-255 are reserved for
private Use.

- Interface Switching Type (sub-object Type = 1)
- Wavel ength (sub-obj ect Type = 2)
0 CHANNEL_STATUS C ass name (13)

The CHANNEL_ STATUS Obj ect C ass type nanme space should be allocated
as follows: pursuant to the policies outlined in [ RFC2434], the
nunbers in the range 0-111 are allocated by Standards Action, 112-119
are allocated through an Expert Review, and 120-127 are reserved for
Private Use.

- 1 Pv4 | NTERFACE_I D (C Type = 1)
- 1 Pv6 | NTERFACE_ I D (C Type = 2)
- Unnunber ed | NTERFACE | D (C Type = 3)

0 CHANNEL_STATUS_REQUESTCl ass name (14)

The CHANNEL_ STATUS REQUEST Obj ect C ass type nanme space should be

al l ocated as follows: pursuant to the policies outlined in [ RFC2434],
the nunbers in the range 0-111 are allocated by Standards Action,
112-119 are allocated through an Expert Review, and 120-127 are
reserved for Private Use.

- | Pv4 | NTERFACE_I D (C Type = 1)

- | Pv6 | NTERFACE_I D (C Type = 2)

- Unnunbered | NTERFACE_I D (C Type = 3)
o0 ERROR_CODE C ass name (20)

The ERROR CODE (nject Cass type nane space should be allocated as
follows: pursuant to the policies outlined in [ RFC2434], the nunbers
in the range 0-111 are allocated by Standards Action, 112-119 are
all ocated through an Expert Review, and 120-127 are reserved for
private Use.

- BEG N_VERI FY_ERROR (C Type
- LI NK_SUMMARY_ERROR (C Type

1)
2)
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Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
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Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.
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copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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