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Abst r act
Thi s docunent describes for the historical record the notivation
behi nd t he Dat agram Congesti on Control Protocol (DCCP), an unreliable
transport protocol incorporating end-to-end congestion control. DCCP

i npl enents a congestion-controlled, unreliable flow of datagrans for
use by applications such as stream ng nmedia or on-line ganes.
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1. Introduction

H storically, the great majority of Internet unicast traffic has used
congestion-controlled TCP, with UDP making up nost of the remainder
UDP has mminly been used for short, request-response transfers, like
DNS and SNWP, that wish to avoid TCP' s three-way handshake,

retransm ssion, and/or stateful connections. UDP also avoids TCP' s
built-in end-to-end congestion control, and UDP applications tended
not to inplenment their own congestion control. However, since UDP
traffic volume was small relative to congestion-controlled TCP fl ows,
the network didn't coll apse.

Recent years have seen the growmh of applications that use UDP in a
di fferent way. These applications, including stream ng audio,
Internet tel ephony, and nultiplayer and nassively nultiplayer on-line
ganes, share a preference for tinmeliness over reliability. TCP can
introduce arbitrary delay because of its reliability and in-order
delivery requirenments; thus, the applications use UDP instead. This
growm h of long-lived non-congestion-controlled traffic, relative to

Fl oyd, et al. I nf or mati onal [ Page 2]



RFC 4336 Pr obl em St at enent for DCCP March 2006

congestion-controlled traffic, poses a real threat to the overal
health of the Internet [RFC2914, RFC3714].

Applications could inplenent their own congestion control nechani sns
on a case-by-case basis, with encouragement fromthe | ETF. Sone
already do this. However, experience shows that congestion contro

is difficult to get right, and nany application witers would like to

avoid reinventing this particular wheel. W believe that a new
protocol is needed, one that conbines unreliable datagram delivery
with built-in congestion control. This protocol will act as an

enabl i ng technol ogy: existing and new applications could easily use
it totransfer tinmely data without destabilizing the Internet.

Thi s docunent provides a problem statenent for such a protocol. W
list the properties the protocol should have, then explain why those
properties are necessary. W describe why a new protocol is the best
solution for the nore general problem of bringing congestion contro
to unreliable flows of unicast datagrans, and discuss briefly
subsidiary requirenments for nmobility, defense agai nst Denial of
Service (DoS) attacks and spoofing, interoperation with RTP, and
interactions with Network Address Translators (NATs) and firewalls.

One of the design preferences that we bring to this question is a
preference for a clean, understandable, |ow overhead, and m ninma
protocol. As described later in this docunment, this results in the
desi gn decision to leave functionality such as reliability or Forward
Error Correction (FEC) to be layered on top, rather than provided in
the transport protocol itself.

Thi s docunent began in 2002 as a formalization of the goals of DCCP

t he Dat agram Congestion Control Protocol [RFC4340]. W intended DCCP
to satisfy this problem statenent, and thus the original reasoning
behi nd many of DCCP’' s design choices can be found here. However, we
bel i eved, and continue to believe, that the problem should be sol ved
whet her or not DCCP is the chosen sol ution

2. Probl em Space

We perceive a nunber of problens related to the use of unreliable
data flows in the Internet. The nmajor issues are the foll ow ng:

o The potential for non-congestion-controlled datagramflows to

cause congestion col |l apse of the network. (See Section 5 of
[ RFC2914] and Section 2 of [RFC3714].)
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o The difficulty of correctly inplenenting effective congestion
control mechanisnms for unreliable datagram fl ows.

o The lack of a standard solution for reliably transmtting
congestion feedback for an unreliable data fl ow

o The lack of a standard solution for negotiating Explicit
Congestion Notification (ECN) [ RFC3168] usage for unreliable
flows.

o The lack of a choice of TCP-friendly congestion contro
mechani sns.

We assune that nost application witers woul d use congestion contro
for long-lived unreliable flows if it were available in a standard,
easy-to-use form

More m nor issues include the follow ng:

o The difficulty of deploying applications using UDP-based flows in
the presence of firewalls.

o The desire to have a single way to negotiate congestion contro
paranmeters for unreliable flows, independently of the signalling
protocol used to set up the flow

o The desire for |ow per-packet byte overhead.

The subsections bel ow di scuss these probl ens of providing congestion
control, traversing firewalls, and negotiating paraneters in nore
detail. A separate subsection also discusses the probl em of

m ni m zi ng the overhead of packet headers.

2.1. Congestion Control for Unreliable Transfer

W aimto bring easy-to-use congestion control nechanisns to
applications that generate large or long-lived flows of unreliable
dat agrans, such as Real Audi o, Internet tel ephony, and nultipl ayer
ganes. Qur notivation is to avoid congestion collapse. (The short
fl ows generated by request-response applications, such as DNS and
SNWP, don’t cause congestion in practice, and any congestion contro
nmechani sm woul d take effect between flows, not within a single end-
to-end transfer of information.) However, before designing a
congestion control mechanismfor these applications, we nust

under stand why they use unreliable datagrans in the first place, |est
we destroy the very properties they require.
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There are several reasons why protocols currently use UDP instead of
TCP, anong them

o Startup Delay: they wish to avoid the delay of a three-way
handshake before initiating data transfer.

0 Statel essness: they wish to avoid hol ding connection state, and
the potential state-holding attacks that come with this.

o Trading of Reliability against Timng: the data being sent is
timely in the sense that if it is not delivered by some deadline
(typically a small nunber of RTTs), then the data will not be
useful at the receiver.

O these issues, applications that generate large or long-lived flows
of datagrams, such as nedia transfer and ganes, nostly care about
controlling the trade-off between tinmng and reliability. Such
applications use UDP because when they send a datagram they wish to
send the nost appropriate data in that datagram |f the datagramis
lost, they may or nay not resend the sane data, depending on whet her
the data will still be useful at the receiver. Data nmay no | onger be
useful for many reasons:

o In a telephony or stream ng video session, data in a packet
conprises a tineslice of a continuous stream Once a tineslice
has been played out, the next tineslice is required i mediately.

If the data comprising that timeslice arrives at sone |ater tinme,
then it is no | onger useful. Such applications can cope with
maski ng the effects of m ssing packets to sone extent, so when the
sender transmts its next packet, it is inportant for it to only
send data that has a good chance of arriving intine for its

pl ayout .

o In an interactive gane or virtual-reality session, position
information is transient. |f a datagram containing position
information is lost, resending the old position does not usually
nake sense -- rather, every position information datagram shoul d

contain the latest position infornmation

In a congestion-controlled flow, the all owed packet sending rate
depends on neasured network congestion. Thus, sone control is given
up to the congestion control mechani sm which determ nes precisely
when packets can be sent. However, applications could still decide,
at transmission tine, which information to put in a packet. TCP
doesn’t allow control over this; these applications demand it.

O'ten, these applications (especially games and tel ephony
applications) work on very short playout tinescales. Wilst they are
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usual ly able to adjust their transm ssion rate based on congestion

f eedback, they do have constraints on how this adaptati on can be
performed so that it has miniml inpact on the quality of the
session. Thus, they tend to need some control over the short-term
dynam cs of the congestion control algorithm whilst being fair to
other traffic on mediumtinmescales. This control includes, but is
not limted to, sone influence on which congestion control algorithm
shoul d be used -- for exanple, TCP-Friendly Rate Control (TFRC)

[ RFC3448] rather than strict TCP-1ike congestion control. (TFRC has
been standardized in the | ETF as a congestion control mechani smthat
adjusts its sending rate nore snmoothly than TCP does, while

mai ntai ning long-termfair bandw dth sharing with TCP [ RFC3448].)

2.2. Overhead

The applications we are concerned with often send conpressed data, or
send frequent small packets. For exanple, when Internet tel ephony or
stream ng nedia are used over |ow bandw dth nodem |inks, highly
conpressing the payload data is essential. For Internet telephony
applications and for ganes, the requirenment is for |ow delay, and
hence smal | packets are sent frequently.

For exanple, a tel ephony application sending a 5.6 Kbps data stream
but wanting noderately | ow delay may send a packet every 20 ns,
sending only 14 data bytes in each packet. |In addition, 20 bytes is
taken up by the IP header, with additional bytes for transport and/or
application headers. Cearly, it is desirable for such an
application to have a | ow overhead transport protocol header

In sone cases, the correct solution would be to use |ink-based packet
header conpression to conpress the packet headers, although we cannot
guarantee the availability of such conpression schenes on any
particul ar |ink.

The del ay of data until after the conpletion of a handshake al so
represents potentially unnecessary overhead. A new protocol night
therefore allow senders to include sone data on their initia

dat agr ans.

2.3. Firewall Traversa

Applications requiring a flow of unreliable datagrans currently tend
to use signalling protocols such as the Real Tine Stream ng Protoco
(RTSP) [ RFC2326], SIP [RFC3261], and H. 323 in conjunction with UDP
for the data flow The initial setup request uses a signalling
protocol to locate the correct renote end-systemfor the data fl ow,
sometines after being redirected or relayed to other nachines.
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As UDP flows contain no explicit setup and teardown, it is hard for
firewalls to handle themcorrectly. Typically, the firewall needs to
parse RTSP, SIP, and H. 323 to obtain the information necessary to

open a hole in the firewall. Al though, for bi-directional flows, the
firewall can open a bi-directional hole if it receives a UDP packet
frominside the firewall, in this case the firewall can't easily know

when to cl ose the hol e again.

VWil e we do not consider these to be najor problens, they are
nonet hel ess issues that application designers face. Currently,
stream ng nmedi a players attenpt UDP first, and then switch to TCP if
UDP is not successful. Stream ng nedia over TCP is undesirable and
can result in the receiver needing to tenporarily halt playout while
it "rebuffers" data. Tel ephony applications don't even have this
option.

2.4. Paranmeter Negotiation

Di fferent applications have different requirenents for congestion
control, which may map into different congestion feedback. Exanples
i ncl ude ECN capability and desired congestion control dynamics (the
choi ce of congestion control algorithmand, therefore, the form of

f eedback information required). Such paraneters need to be reliably
negoti at ed before congestion control can function correctly.

Wil e this negotiation could be perfornmed using signalling protocols
such as SIP, RTSP, and H 323, it would be desirable to have a single
standard way of negotiating these transport paraneters. This is of
particul ar i nmportance with ECN, where sendi ng ECN-mar ked packets to a
non- ECN- capabl e recei ver can cause significant congestion problens to
other flows. W discuss the ECN issue in nore detail bel ow

3. Solution Space for Congestion Control of Unreliable Flows

We thus want to provide congestion control for unreliable flows,
providi ng both ECN and the choice of different forns of congestion
control, and providing noderate overhead in terns of packet size,
state, and CPU processing. There are a nunmber of options for
provi di ng end-to-end congestion control for the unicast traffic that
currently uses UDP, in ternms of the layer that provides the
congestion control mechani sm

o Congestion control above UDP
o Congestion control bel ow UDP

o Congestion control at the transport layer in an alternative to
UDP.
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We explore these alternatives in the sections below. The concerns
fromthe di scussions bel ow have convinced us that the best way to
provi de congestion control for unreliable flows is to provide
congestion control at the transport |ayer, as an alternative to the
use of UDP and TCP

3.1. Providing Congestion Control Above UDP

One possibility would be to provide congestion control at the
application | ayer, or at some other |ayer above UDP. This would

al l ow t he congestion control mechanismto be closely integrated with
the application itself.

3.1.1. The Burden on the Application Designer

A key di sadvant age of providi ng congestion control above UDP is that
it places an unnecessary burden on the application-|evel designer
who mi ght be just as happy to use the congestion control provided by
a lower layer. |If the application can rely on a | ower |ayer that

gi ves a choice between TCP-1ike or TFRC-1i ke congestion control, and
that offers ECN, then this might be highly satisfactory to many
application designers.

The I ong history of debugging TCP inplenentations [ RFC2525, PF01]
nmakes the difficulties in inplenenting end-to-end congestion contro
abundantly clear. It is clearly nore robust for congestion contro
to be provided for the application by a lower layer. |In rare cases,
there might be compelling reasons for the congestion contro

mechani smto be inplenented in the application itself, but we do not
expect this to be the general case. For exanple, applications that
use RTP over UDP might be just as happy if RTP itself inplenented
end-to-end congestion control. (See Section 3.3.3 for nore

di scussi on of RTP.)

In addition to congestion control issues, we also note the probl ens
with firewall traversal and parameter negotiation discussed in
Sections 2.3 and 2.4. Inplenenting on top of UDP requires that the
application designer also address these issues.

3.1.2. Difficulties with ECN

There is a second problemw th providi ng congestion control above
UDP: it would require either giving up the use of ECN or giving the
application direct control over setting and reading the ECN field in
the I P header. G ving up the use of ECN woul d be problematic, since
ECN can be particularly useful for unreliable flows, where a dropped
packet will not be retransmitted by the data sender

Fl oyd, et al. I nf or mati onal [ Page 8]



RFC 4336 Pr obl em St at enent for DCCP March 2006

Wth the devel opnent of the ECN nonce, ECN can be useful even in the
absence of network support. The data sender can use the ECN nonce,
along with feedback fromthe data receiver, to verify that the data
receiver is correctly reporting all |ost packets. This use of ECN
can be particularly useful for an application using unreliable
delivery, where the receiver mght otherwi se have little incentive to
report | ost packets.

In order to allow the use of ECN by a | ayer above UDP, the UDP socket
woul d have to allow the application to control the ECN field in the

| P header. |In particular, the UDP socket would have to allow the
application to specify whether or not the ECN- Capabl e Transport (ECT)
codepoi nts should be set in the ECN field of the |IP header

The ECN contract is that senders who set the ECT codepoi nt nust

respond to Congestion Experienced (CE) codepoints by reducing their
sending rates. Therefore, the ECT codepoint can only safely be set
in the packet header of a UDP packet if the followi ng is guaranteed:

o if the CE codepoint is set by a router, the receiving IP |ayer
will pass the CE status to the UDP | ayer, which will pass it to
the receiving application at the data receiver; and

0 upon receiving a packet that had the CE codepoint set, the
receiving application will take the appropriate congestion contro
action, such as informng the data sender

However, the UDP inplenentation at the data sender has no way of
knowing if the UDP inplementation at the data receiver has been
upgraded to pass a CE status up to the receiving application, |et

al one whether or not the application will use the confornmant end-to-
end congestion control that goes along with use of ECN

In the absence of the w despread depl oynent of nechanisns in routers
to detect flows that are not using conformant congestion control

all owi ng applications arbitrary control of the ECT codepoints for UDP
packets woul d seem |i ke an unnecessary opportunity for applications
to use ECN whil e evading the use of end-to-end congestion control
Thus, there is an inherent "chicken-and-egg" problem of whether first
to deploy policing nechanisns in routers, or first to enable the use
of ECN by UDP flows. Wthout the policing nechanisns in routers, we
woul d not advi se adding ECN-capability to UDP sockets at this tine.

In the absence of nore fine-grained mechanisms for dealing with a
peri od of sustained congestion, one possibility would be for routers
to discontinue using ECN with UDP packets during the congested
period, and to use ECN only with TCP or DCCP packets. This would be
a reasonabl e response, for exanple, if TCP or DCCP fl ows were found
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to be nore likely to be using conformant end-to-end congestion
control than were UDP flows. |If routers were to adopt such a policy,
then DCCP flows could be nore likely to receive the benefits of ECN
in tinmes of congestion than would UDP fl ows.

3.1.3. The Evasion of Congestion Control

A third problem of providing congestion control above UDP is that
relying on congestion control at the application |level nakes it
somewhat easier for sone users to evade end-to-end congestion
control. W do not claimthat a transport protocol such as DCCP
woul d al ways be inplenented in the kernel, and do not attenpt to
evaluate the relative difficulty of nodifying code inside the kerne
vs. outside the kernel in any case. However, we believe that putting
the congestion control at the transport |evel rather than at the
application level makes it just slightly less likely that users wll
go to the trouble of nodifying the code in order to avoid using end-
to-end congestion control

3.2. Providing Congestion Control Bel ow UDP

I nstead of providing congestion control above UDP, a second
possibility would be to provide congestion control for unreliable
applications at a | ayer bel ow UDP, with applications using UDP as
their transport protocol. G ven that UDP does not itself provide
sequence nunbers or congestion feedback, there are two possible forns
for this congestion feedback

1) Feedback at the application: The application above UDP coul d
provi de sequence nunbers and feedback to the sender, which would
then comunicate | oss information to the congestion contro
nmechanism This is the approach currently standardi zed by the
Congesti on Manager (CM [RFC3124].

2) Feedback at the |ayer bel ow UDP: The application could use UDP
and a protocol could be inplenented using a shimheader between IP
and UDP to provide sequence nunber information for data packets
and return feedback to the data sender. The original proposal for
the Congestion Manager [BRS99] suggested providing this |layer for
applications that did not have their own feedback about dropped
packets.

We di scuss these two cases separately bel ow
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3.2.1. Case 1: Congestion Feedback at the Application

In this case, the application provides sequence nunbers and
congestion feedback above UDP, but comunicates that feedback to a
congesti on manager bel ow UDP, which regul ates when packets can be
sent. This approach suffers fromnost of the problens described in
Section 3.1, nanely, forcing the application designer to reinvent the
wheel each tine for packet formats and paraneter negotiation, and
problems with ECN usage, firewalls, and evasion

It would avoid the application witer needing to inplenment the
control part of the congestion control mechanism but it is unclear
how easily multiple congestion control algorithns (such as receiver-
based TFRC) can be supported, given that the form of congestion

f eedback usually needs to be closely coupled to the congestion
control algorithmbeing used. Thus, this design limts the choice of
congestion control mechanisnms available to applications while

si mul taneously burdening the applications with inplenentations of
congestion feedback.

3.2.2. Case 2: Congestion Feedback at a Layer Bel ow UDP

Provi di ng feedback at a | ayer bel ow UDP woul d require an additiona
packet header below UDP to carry sequence nunbers in addition to the
8- byte header for UDP itself. Unless this header were an |P option
(which is likely to cause problens for many I Pv4 routers), its
presence would need to be indicated using a different |P protoco
value from UDP. Thus, the packets would no | onger | ook Iike UDP on
the wire, and the nodified protocol would face depl oyment chall enges
simlar to those of an entirely new protocol

To use congestion feedback at a | ayer bel ow UDP nost effectively, the
semantics of the UDP socket Application Progranm ng Interface (API)
woul d al so need changing, both to support a late decision on what to
send and to provide access to sequence nunbers (so that the
application wouldn’t need to duplicate themfor its own purposes).
Thus, the socket APl would no |onger look like UDP to end hosts.

This woul d effectively be a new transport protocol

G ven these conplications, it seens cleaner to actually design a new
transport protocol, which also allows us to address the issues of
firewall traversal, flow setup, and paranmeter negotiation. W note
that any new transport protocol could al so use a Congesti on Manager
approach to share congestion state between fl ows using the sane
congestion control algorithm if this were deened to be desirable.
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3.3. Providing Congestion Control at the Transport Layer

The concerns fromthe di scussions above have convinced us that the
best way to provide congestion control to applications that currently
use UDP is to provide congestion control at the transport layer, in a
transport protocol used as an alternative to UDP. One advantage of
provi di ng end-to-end congestion control in an unreliable transport
protocol is that it could be used easily by a wi de range of the
applications that currently use UDP, with mininmal changes to the
application itself. The application itself would not have to provide
the congestion control mechanism or even the feedback fromthe data
receiver to the data sender about |ost or narked packets.

The question then arises of whether to adapt TCP for use by
unreliable applications, to use an unreliable variant of the Stream
Control Transm ssion Protocol (SCTP) or a version of RTP with built-
in congestion control, or to design a new transport protocol

As we argue below, the desire for mninmal overhead results in the
desi gn decision to use a transport protocol containing only the

m ni mal necessary functionality, and to | eave other functionality
such as reliability, sem-reliability, or Forward Error Correction
(FEC) to be layered on top.

3.3.1. Modifying TCP?

One alternative might be to create an unreliable variant of TCP, with
reliability layered on top for applications desiring reliable
delivery. However, our requirement is not sinply for TCP mnus in-
order reliable delivery, but also for the application to be able to
choose congestion control algorithnms. TCP' s feedback nechani sm works
wel | for TCP-like congestion control, but is inappropriate (or at the
very least, inefficient) for TFRC. In addition, TCP sequence numbers
are in bytes, not datagrans. This would conplicate both congestion

f eedback and any attenpt to allow the application to decide, at
transm ssion time, what information should go into a packet.

Finally, there is the issue of whether a nodified TCP would require a
new | P protocol nunber as well; a significantly nodified TCP using
the sane | P protocol number could have unwanted interactions wth
some of the m ddl eboxes al ready depl oyed in the network.

It seens best sinply to leave TCP as it is, and to create a new
congestion control protocol for unreliable transfer. This is
especially true since any change to TCP, no matter how snmall, takes
an inordi nate anount of time to standardi ze and depl oy, given TCP' s
i mportance in the current Internet and the historical difficulty of
getting TCP inpl enentations right.
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3.3.2. Unreliable Variants of SCTP?

SCTP, the Stream Control Transm ssion Protocol [RFC2960], was in part
designed to accommpdate multiple streans within a single end-to-end
connection, nodifying TCP s senmantics of reliable, in-order delivery
to allow out-of-order delivery. However, explicit support for
nmultiple streans over a single flow at the transport |layer is not
necessary for an unreliable transport protocol such as DCCP, which of
necessity allows out-of-order delivery. Because an unreliable
transport does not need streans support, applications should not have
to pay the penalties in ternms of increased header size that acconpany
the use of streans in SCTP

The basi c underlying structure of the SCTP packet, of a comobn SCTP
header foll owed by chunks for data, SACK information, and so on, is
notivated by SCTP' s goal of accommmodating nmultiple streams. However,
this use of chunks cones at the cost of an increased header size for
packets, as each chunk nust be aligned on 32-bit boundaries, and
therefore requires a fixed-size 4-byte chunk header. For exanple,
for a connection using ECN, SCTP includes separate control chunks for
the Explicit Congestion Notification Echo (ECNE) and Congesti on

W ndow Reduced (CWR) functions, with the ECNE and CAR chunks each
requiring 8 bytes. As another exanple, the common header includes a
4-byte verification tag to validate the sender

As a second concern, SCTP as currently specified uses TCP-1ike
congestion control, and does not provide support for alternative
congestion control algorithms such as TFRC that woul d be nore
attractive to some of the applications currently using UDP fl ows.
Thus, the current version of SCTP would not neet the requirenents for
a choi ce between forns of end-to-end congestion control

Finally, the SCTP Partial Reliability extension [RFC3758] allows a
sender to selectively abandon outstandi ng messages, which ceases
retransm ssions and allows the receiver to deliver any queued
nessages on the affected streans. This service nodel, although
wel | -suited for sone applications, differs from and provides the
application somewhat less flexibility than, UDP's fully unreliable
servi ce.

One coul d suggest addi ng support for alternative congestion contro
nmechani sns as an option to SCTP, and adding a fully-unreliable
variant that does not include the nechanisns for multiple streans.
We woul d argue against this. SCTP is well-suited for applications
that desire limted retransmission with nultistreamor nultihomn ng
support. Adding support for fully-unreliable variants, nultiple
congestion control profiles, and reduced single-stream headers woul d
ri sk introducing unforeseen interactions and nmake further
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nodi ficati ons ever nore difficult. W have chosen instead to

i mpl enent a minimal protocol, designed for fully-unreliable datagram
service, that provides only end-to-end congestion control and any

ot her mechani sms that cannot be provided in a higher |ayer.

3.3.3. Modifying RTP?
Several of our target applications currently use RTP | ayered above
UDP to transfer their data. Wy not nodify RTP to provide end-to-end

congestion control ?

When RTP |ives above UDP, nodifying it to support congestion contro

m ght create sone of the problens described in Section 3.1. In
particul ar, user-level RTP inplenmentations would want access to ECN
bits in UDP datagranms. It might be difficult or undesirable to allow

that access for RTP, but not for other user-Ilevel prograns.

Kernel inplenmentations of RTP would not suffer fromthis problem In
the end, the argunent against nodifying RTP is the same as that

agai nst nodi fyi ng SCTP: Some applications, such as the export of flow
information fromrouters, need congestion control but don’t need nuch
of RTP's functionality. Fromthese applications’ point of view, RTP

woul d i nduce unnecessary overhead. Again, we would argue for a clean
and m ni mal protocol focused on end-to-end congestion control

RTP woul d comonly be used as a | ayer above any new transport
protocol, however. The design of that new transport protocol should
take this into account, either by avoiding undue duplication of
information available in the RTP header, or by suggesting

nodi fications to RTP, such as a reduced RTP header that renpbves any
fields redundant with the new protocol’s headers.

3.3.4. Designing a New Transport Protoco
In the first half of this document, we have argued for providing

congestion control at the transport layer as an alternative to UDP
i nstead of relying on congestion control supplied only above or bel ow

UDP. In this section, we have exani ned the possibilities of
nodi fyi ng SCTP, nodi fying TCP, and designing a new transport
protocol. In large part because of the requirenment for unreliable

transport, and for accomodating TFRC as well as TCP-1like congestion
control, we have concluded that nodifications of SCTP or TCP are not
the best answer and that a new transport protocol is needed. Thus,
we have argued for the need for a new transport protocol that offers
unreliable delivery, accombdates TFRC as well as TCP-1ike congestion
control, accommmodates the use of ECN, and requires m nimal overhead
in packet size and in the state and CPU processing required at the
data receiver.
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4.

Sel ling Congestion Control to Reluctant Applications

The goal of this work is to provide general congestion contro
mechani sns that will actually be used by many of the applications
that currently use UDP. This may include applications that are
perfectly happy w thout end-to-end congestion control. Several of
our design requirements follow froma desire to design and deploy a
congestion-controll ed protocol that is actually attractive to these
"reluctant” applications. These design requirenents include a choice
between different forns of congestion control, noderate overhead in
the size of the packet header, and the use of Explicit Congestion
Notification (ECN) and the ECN nonce [ RFC3540], which provide
positive benefit to the application itself.

There will always be a few flows that are resistant to the use of
end-to-end congestion control, preferring an environment where end-
to-end congestion control is used by everyone el se, but not by
thensel ves. There has been substantial agreenent [RFC2309, FF99]
that in order to maintain the continued use of end-to-end congestion
control, router mechani sms are needed to detect and penalize
uncontroll ed hi gh-bandwi dth flows in tines of high congestion; these
rout er nmechani sns are colloquially known as "penalty boxes".

However, before undertaking a concerted effort toward the depl oynent
of penalty boxes in the Internet, it seens reasonable, and nore
effective, to first make a concerted effort to nake end-to-end
congestion control easily available to applications currently using
uDP

Addi ti onal Design Considerations

This section nmentions sone additional design considerations that
shoul d be considered in designing a new transport protocol

o Mbility: Mechanisms for nultihom ng and nmobility are one area of
additional functionality that cannot necessarily be |ayered
cleanly and effectively on top of a transport protocol. Thus, one
out st andi ng design decision with any new transport protoco
concerns whether to incorporate mechani sms for nultihom ng and
mobility into the protocol itself. The current version of DCCP
[ RFC4340] includes no multihom ng or mobility support.

o Defense agai nst DoS attacks and spoofing: A reliable handshake for
connection setup and teardown offers protection agai nst DoS and
spoofing attacks. Mechanisns allowi ng a server to avoid hol ding
any state for unacknow edged connection attenpts or already-
fini shed connections offer additional protection against DoS
attacks. Thus, in designing a new transport protocol, even one
designed to provide mnimal functionality, the requirenents for
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provi di ng defense agai nst DoS attacks and spoofing need to be
consi der ed.

0 Interoperation with RTP: As Section 3.3.3 describes, attention
shoul d be paid to any necessary or desirable changes in RTP when
it is used over the new protocol, such as reduced RTP headers.

o API: Sone functionality required by the protocol, or useful for
applications using the protocol, nmay require the definition of new
APl mechani sms. Exanpl es include allow ng applications to decide
what information to put in a packet at transmi ssion time, and
providing applications with sonme informati on about packet sequence
nunbers.

0o Interactions with NATs and firewalls: NATs and firewalls don’t
interact well with UDP, with its lack of explicit flow setup and
teardown and, in practice, the lack of well-known ports for nany
UDP applications. Sone of these issues are application specific;
ot hers shoul d be addressed by the transport protocol itself.

o Consider general experiences with unicast transport: A
Requi rements for Unicast Transport/ Sessions (RUTS) BOF was held at
the 1 ETF meeting in Decenber 1998, with the goal of understanding
the requirenents of applications whose needs were not nmet by TCP
[RUTS]. Not all of those unnet needs are relevant to or
appropriate for a unicast, congestion-controlled, unreliable flow
of datagrans designed for long-lived transfers. Sone are,
however, and any new protocol shoul d address those needs and ot her
requi rements derived fromthe community’s experience. W believe
that this docunment addresses the requirenments rel evant to our
probl em area that were brought up at the RUTS BOF

6. Transport Requirements of Request/Response Applications

Up until now, this docunent has di scussed the transport and
congestion control requirenents of applications that generate |ong-
lived, large flows of unreliable datagrans. This section discusses
briefly the transport needs of another class of applications, those
of request/response transfers where the response night be a snal
nunber of packets, with preferences that include both reliable
delivery and a minimum of state maintained at the ends. The reliable
delivery could be acconplished, for exanple, by having the receiver
re-query when one or nore of the packets in the response is |ost.
This is a class of applications whose needs are not well-net by

ei ther UDP or by TCP.
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7.

Al though there is a legitinmate need for a transport protocol for such
short-lived reliable flows of such request/response applications, we
beli eve that the overlap with the requirenents of DCCP is al npst
non- exi stent and that DCCP shoul d not be designed to nmeet the needs
of these request/response applications. Areas of non-conpatible
requi renents include the foll ow ng:

0 Reliability: DCCP applications don't need reliability (and | ong-
lived applications that do require reliability are well-suited to
TCP or SCTP). In contrast, these short-lived request/response
applications do require reliability (possibly client-driven
reliability in the formof requesting mssing segnents of a
response).

o Connection setup and teardown: Because DCCP is ainmed at flows
whose duration is often unknown in advance, it addresses
interactions with NATs and firewalls by having explicit handshakes
for setup and teardown. |In contrast, the short-Ilived
request/response applications know the transfer length in advance,
but cannot tolerate the additional delay of a handshake for flow
setup. Thus, nechanisns for interacting with NATs and firewalls
are likely to be conmpletely different for the two sets of
applications.

o Congestion control nechanisns: The styles of congestion contro
mechani sns and negoti ati ons of congestion control features are
heavily dependent on the flow duration. |In addition, the
preference of the request/response applications for a statel ess
server strongly inpacts the congestion control choices. Thus,
DCCP and the short-1lived request/response applications have rather
di fferent requirenents both for congestion control nechanisns and
for negotiation procedures.

Sunmary of Reconmendati ons

Qur probl em statenent has di scussed the need for inplenenting
congestion control for unreliable flows. Additional problens concern
the need for | ow overhead, the problens of firewall traversal, and
the need for reliable paraneter negotiation. Qur consideration of
the problem statement has resulted in the foll owi ng genera
recomendat i ons:

0 A unicast transport protocol for unreliable datagrans should be
devel oped, including mandatory, built-in congestion control
explicit connection setup and teardown, reliable feature
negoti ati on, and reliable congestion feedback
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o The protocol nust provide a set of congestion control nmechani sns
fromwhi ch the application may choose. These mechani snms shoul d
i nclude, at mnimm TCP-1ike congestion control and a nore
sl owl y-respondi ng congestion control such as TFRC

o Inportant features of the connection, such as the congestion
control nmechanismin use, should be reliably negotiated by both
endpoi nt s.

o Support for ECN should be included. (Applications could stil
make the decision not to use ECN for a particul ar session.)

o The overhead nust be low, in terns of both packet size and
protocol conplexity.

o Some DoS protection for servers must be included. In particular
servers can make thensel ves resistant to spoofed connection
attacks ("SYN floods").

o Connection setup and teardown nust use explicit handshakes,
facilitating transm ssion through stateful firewalls.

In 2002, there was judged to be a consensus about the need for a new
uni cast transport protocol for unreliable datagrans, and the next
step was then the consideration of nore detailed architectura

i ssues.

8. Security Considerations

There are no security considerations for this docurment. It does
di scuss a nunber of security issues in the course of problem
anal ysis, such as DoS resistance and firewall traversal. The

security considerations for DCCP are discussed separately in
[ RFC4340] .
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