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Abst r act
Thi s docunent contains the profile for Congestion Control Identifier
3, TCP-Friendly Rate Control (TFRC), in the Datagram Congestion
Control Protocol (DCCP). CCID 3 should be used by senders that want
a TCP-friendly sending rate, possibly with Explicit Congestion
Notification (ECN), while mnininizing abrupt rate changes.
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| ntroducti on

Thi s docunent contains the profile for Congestion Control Identifier
3, TCP-Friendly Rate Control (TFRC), in the Datagram Congestion
Control Protocol (DCCP) [RFC4340]. DCCP uses Congestion Contro
Identifiers, or CCIDs, to specify the congestion control nechanismin
use on a hal f-connection

TFRC is a receiver-based congestion control mechani smthat provides a
TCP-friendly sending rate while mninizing the abrupt rate changes
characteristic of TCP or of TCP-like congestion control [RFC3448].
The sender’s allowed sending rate is set in response to the |oss
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event rate, which is typically reported by the receiver to the
sender. See Section 3 for nore on application requirenents.

2. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

Al multi-byte numerical quantities in CCD 3, such as arguments to
options, are transmtted in network byte order (nost significant byte
first).

A DCCP hal f-connection consists of the application data sent by one
endpoi nt and the correspondi ng acknow edgenments sent by the ot her
endpoint. The terms "HC Sender" and "HC- Receiver" denote the

endpoi nts sendi ng application data and acknow edgenent s,

respectively. Since CCIDs apply at the |level of half-connections, we
abbrevi ate HC- Sender to "sender" and HC- Receiver to "receiver" in
this docunment. See [RFC4340] for nore discussion

For simplicity, we say that senders send DCCP-Data packets and
recei vers send DCCP- Ack packets. Both of these categories are neant
to include DCCP-DataAck packets.

The phrases "ECN narked" and "nmarked" refer to packets marked ECN
Congesti on Experienced unl ess ot herw se not ed.

Thi s docunent uses a number of variables from [ RFC3448], including
the follow ng:

o X recv: The receive rate in bytes per second. See [RFC3448],
Section 3.2.2.

o s: The packet size in bytes. See [RFC3448], Section 3.1.
o p: The loss event rate. See [RFC3448], Section 3.1.
3. Usage

CC D 3's TFRC congestion control is appropriate for flows that woul d
prefer to mnimze abrupt changes in the sending rate, including
stream ng nedia applications with snall or nobderate receiver
buffering before playback. TCP-Iike congestion control, such as that
of DCCP's CCID 2 [RFC4341], halves the sending rate in response to
each congestion event and thus cannot provide a relatively snpoth
sending rate.
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As explained in [ RFC3448], Section 1, the penalty of having snoother
t hroughput than TCP while conpeting fairly for bandwidth with TCP is
that the TFRC mechanismin CCID 3 responds slower to changes in
avai | abl e bandwi dth than do TCP or TCP-1ike mechani sms. Thus, CCID 3
shoul d only be used for applications with a requirenent for snooth
throughput. For applications that sinply need to transfer as much
data as possible in as short a tine as possible, we recomend using
TCP-1i ke congestion control, such as CCI D 2.

CC D 3 should al so not be used by applications that change their
sendi ng rate by varying the packet size, rather than by varying the
rate at which packets are sent. A new CCIDw Il be required for
these applications.

3.1. Relationship with TFRC

The congestion control mechani snms described here follow the TFRC
nmechani sm st andar di zed by the | ETF [ RFC3448]. Conformng CCID 3

i mpl enentati ons MAY track updates to the TCP throughput equation
directly, as updates are standardized in the | ETF, rather than wait
for revisions of this docunent. However, conform ng inplenentations
SHOULD wait for explicit updates to CCID 3 before inplenmenting other
changes to TFRC congestion control

3.2. Hal f-Connection Exanple

Thi s exanpl e shows the typical progress of a half-connection using
CC D 3's TFRC Congestion Control, not including connection initiation
and term nation. The exanple is informative, not normative.

1. The sender transnmits DCCP-Data packets. |Its sending rate is
governed by the allowed transmit rate as specified in [ RFC3448],
Section 3.2. Each DCCP-Data packet has a sequence nunber and the
DCCP header’s CCval field contains the wi ndow counter val ue, which
is used by the receiver in determ ning when nultiple | osses bel ong
in a single |l oss event.

In the typical case of an ECN-capabl e hal f-connecti on, each DCCP-
Dat a and DCCP- Dat aAck packet is sent as ECN Capable, with either
the ECT(0) or the ECT(1l) codepoint set. The use of the ECN Nonce
with TFRC i s described in Section 9.

2. The receiver sends DCCP- Ack packets acknow edgi ng the data packets
at |least once per round-trip time, unless the sender is sending at
a rate of less than one packet per round-trip time, as indicated
by the TFRC specification ([RFC3448], Section 6). Each DCCP-Ack
packet uses a sequence nunber, identifies the nost recent packet
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received fromthe sender, and includes feedback about the recent
| oss interval s experienced by the receiver.

3. The sender continues sendi ng DCCP-Data packets as controlled by
the allowed transmt rate. Upon receiving DCCP-Ack packets, the
sender updates its allowed transmt rate as specified in
[ RFC3448], Section 4.3. This update is based on a | oss event rate
cal cul ated by the sender using the receiver’'s loss intervals
feedback. If it prefers, the sender can also use a | oss event
rate cal cul ated and reported by the receiver.

4. The sender estimates round-trip tines and cal cul ates a nof eedback
time, as specified in [RFC3448], Section 4.4. |If no feedback is
received fromthe receiver in that time (at least four round-trip
times), the sender halves its sending rate.

4. Connection Establishnment

The client initiates the connection by using nechani sns described in
the DCCP specification [RFC4340]. During or after CCID 3
negotiation, the client and/or server may want to negotiate the

val ues of the Send Ack Vector and Send Loss Event Rate features.

5. Congestion Control on Data Packets

CCI D 3 uses the congestion control nechanisns of TFRC [ RFC3448]. The
foll owi ng di scussi on sumari zes i nformation from[RFC3448], which
shoul d be consi dered normati ve except where specifically indicated

ot herw se.

Loss Event Rate

The basic operation of CCID 3 centers around the cal culation of a

| oss event rate: the nunber of |oss events as a fraction of the
nunber of packets transmtted, weighted over the |ast several |oss
intervals. This loss event rate, a round-trip tine estimate, and the
average packet size are plugged into the TCP throughput equation, as
specified in [RFC3448], Section 3.1. The result is a fair transmt
rate close to what a nodern TCP woul d achieve in the sane conditions.
CCID 3 senders are limted to this fair rate.

The loss event rate itself is calculated in CCID 3 using recent |oss
interval lengths reported by the receiver. Loss intervals are
precisely defined in Section 6.1. In summary, a loss interval is up
to 1 RTT of possibly lost or ECN-marked data packets, followed by an
arbitrary nunber of non-dropped, non-marked data packets. Thus, |ong
| oss intervals represent | ow congestion rates. The CCID 3 Loss
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Intervals option is used to report loss interval |engths; see Section
8. 6.

O her Congestion Control Mechani sns

The sender starts in a slowstart phase, roughly doubling its all owed
sending rate each round-trip tinme. The slowstart phase is ended by
the receiver’'s report of a data packet drop or mark, after which the
sender uses the loss event rate to calculate its all owed sending
rate.

[ RFC3448], Section 4, specifies an initial sending rate of one packet
per round-trip time (RTT) as follows: The sender initializes the

al l owed sending rate to one packet per second. As soon as a feedback
packet is received fromthe receiver, the sender has a neasurenent of
the round-trip time and then sets the initial allowed sending rate to
one packet per RTT. However, while the initial TCP wi ndow used to be
one segnent, [RFC2581] allows an initial TCP wi ndow of two segnents,
and [ RFC3390] allows an initial TCP wi ndow of three or four segnents
(up to 4380 bytes). [RFC3390] gives an upper bound on the initia

wi ndow of m n(4*MSS, max(2*MsS, 4380 bytes)).

Therefore, in contrast to [RFC3448], the initial CCD 3 sending rate
is allowed to be at |east two packets per RTT, and at nost four
packets per RTT, depending on the packet size. The initial rate is
only allowed to be three or four packets per RTT when, in ternms of
segnent size, that translates to at nmost 4380 bytes per RTT.

The sender’s nmeasurement of the round-trip tine uses the El apsed Tine
and/ or Ti nmestanp Echo option contained in feedback packets, as
described in Section 8.2. The Elapsed Tine option is required, while
the Timestanp Echo option is not. The sender mmintains an average
round-trip tine heavily weighted on the nost recent neasurenents.

Each DCCP- Data packet contains a sequence nunber. Each DCCP-Dat a
packet al so contains a wi ndow counter value, as described in Section
8.1. The window counter is generally increnented by one every
quarter round-trip time. The receiver uses it as a coarse-grained
timestanp to determ ne when a packet |oss should be considered part
of an existing loss interval and when it nust begin a new | oss

i nterval .

Because TFRC i s rate-based instead of w ndow based, and because

f eedback packets can be dropped in the network, the sender needs sone
mechani sm for reducing its sending rate in the absence of positive
feedback fromthe receiver. As described in Section 6, the receiver
sends feedback packets roughly once per round-trip tine. As
specified in [ RFC3448], Section 4.3, the sender sets a nofeedback
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timer to at least four round-trip times, or to twice the interva

bet ween data packets, whichever is larger. |If the sender hasn't
recei ved a feedback packet fromthe receiver when the nof eedback
timer expires, then the sender halves its allowed sending rate. The
al l owed sending rate is never reduced bel ow one packet per 64
seconds. Note that not all acknow edgenents are consi dered feedback
packets, since feedback packets nust contain valid Loss Intervals,

El apsed Tinme, and Receive Rate options.

If the sender never receives a feedback packet fromthe receiver, and
as a consequence never gets to set the allowed sending rate to one
packet per RTT, then the sending rate is left at its initial rate of
one packet per second, with the nofeedback tinmer expiring after two
seconds. The allowed sending rate is halved each tinme the nof eedback
timer expires. Thus, if no feedback is received fromthe receiver,
the all owed sending rate is never above one packet per second and is
qui ckly reduced bel ow one packet per second.

The feedback packets fromthe receiver contain a Receive Rate option
specifying the rate at which data packets arrived at the receiver
since the |last feedback packet. The allowed sending rate can be at
nost twice the rate received at the receiver in the last round-trip
time. This may be less than the nomnal fair rate if, for exanple,
the application is sending less than its fair share.

5.1. Response to Idle and Application-Linted Periods

One consequence of the nofeedback tinmer is that the sender reduces
the all owed sending rate when the sender has been idle for a
significant period of tine. |In [RFC3448], Section 4.4, the allowed
sending rate is never reduced to fewer than two packets per round-
trip time as the result of an idle period. CCID 3 revises this to
take into account the larger initial w ndows allowed by [ RFC3390]:
the allowed sending rate is never reduced to | ess than the [ RFC3390]

initial sending rate as the result of an idle period. If the allowed
sending rate is less than the initial sending rate upon entry to the
idle period, then it will still be less than the initial sending rate

when the idle period is exited. However, if the allowed sending rate
is greater than or equal to the initial sending rate upon entry to
the idle period, then it should not be reduced below the initia
sending rate no matter how long the idle period | asts.

The sender’s allowed sending rate is limted to at nost tw ce the
receive rate reported by the receiver. Thus, after an application-
limted period, the sender can at nost double its sending rate from
one round-trip tine to the next, until it reaches the all owed sending
rate determ ned by the | oss event rate.
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5.2. Response to Data Dropped and Sl ow Recei ver

DCCP' s Data Dropped option lets a receiver declare that a packet was
dropped at the end host before delivery to the application -- for

i nstance, because of corruption or receive buffer overflow Its Slow
Recei ver option lets a receiver declare that it is having trouble
keeping up with the sender’s packets, although nothing has yet been
dropped. CCID 3 senders respond to these options as described in

[ RFC4340], with the followi ng further clarifications.

o Drop Code 2 ("receive buffer drop"). The allowed sending rate is
reduced by one packet per RTT for each packet new y acknow edged
as Drop Code 2, except that it is never reduced bel ow one packet
per RTT as a result of Drop Code 2.

o0 Adjusting the receive rate X recv. A CCID 3 sender SHOULD al so
respond to non-network-congestion events, such as those inplied by
Dat a Dropped and Sl ow Recei ver options, by adjusting X recv, the
receive rate reported by the receiver in Receive Rate options (see
Section 8.3). The CCID 3 sender’s allowed sending rate is limted
to at npbst twice the receive rate reported by the receiver via the
"mn(..., 2*X_recv)" clause in TFRC s throughput cal cul ati ons
([ RFC3448], Section 4.3). \Wen the sender receives one or nore
Dat a Dropped and Sl ow Recei ver options, the sender adjusts X recv
as follows:

1. X_inrecv is equal to the Receive Rate in bytes per second
reported by the receiver in the nost recent acknow edgenent.

2. X drop is set to the sending rate upper bound inplied by Data
Dropped and Sl ow Receiver options. |If the sender receives a
Sl ow Receiver option, which requests that the sender not
increase its sending rate for roughly a round-trip tinme
[ RFC4340], then X drop should be set to X inrecv. Simlarly,
if the sender receives a Data Dropped option indicating, for
exanpl e, that three packets were dropped with Drop Code 2, then
the upper bound on the sending rate will be decreased by at
nost three packets per RTT, by the sender setting X drop to

max(X_inrecv - 3*s/RIT, min(X_inrecv, s/RIT)).
Again, s is the packet size in bytes.

3. Xrecv is then set to min(X_inrecv, X drop/2).

As a result, the next round-trip time’'s sending rate will be
l[imted to at nost 2*(X drop/2) = X drop. The effects of the Slow
Recei ver and Data Dropped options on X recv will nobstly vani sh by
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the round-trip tinme after that, which is appropriate for this

non- net wor k- congesti on feedback. This procedure MUST only be used
for those Drop Codes not related to corruption (see [ RFC4340]).
Currently, this is limted to Drop Codes 0, 1, and 2.

5.3. Packet Sizes

CCID 3 is intended for applications that use a fixed packet size, and
that vary their sending rate in packets per second in response to
congestion. CCID 3 is not appropriate for applications that require
a fixed interval of tine between packets and vary their packet size
instead of their packet rate in response to congestion. However,
sone attention mght be required for applications using CCID 3 that
vary their packet size not in response to congestion, but in response
to other application-level requirenents.

The packet size s is used in the TCP throughput equation. A CCID 3

i mpl enentati on MAY cal cul ate s as the segnent size averaged over
multiple round trip times -- for exanple, over the nobst recent four
loss intervals, for loss intervals as defined in Section 6.1.
Alternately, a CCID 3 inplenentation MAY use the Maxi num Packet Size
to derive s. In this case, s is set to the Mxi mum Segnent Size
(MSS), the maxi mum size in bytes for the data segnent, not including
the default DCCP and | P packet headers. Each packet transmtted then
counts as one MBS, regardl ess of the actual segnment size, and the TCP
t hroughput equation can be interpreted as specifying the sending rate
in packets per second.

CCI D 3 inplenentati ons MAY check for applications that appear to be
mani pul ating the packet size inappropriately. For exanple, an
application mght send small packets for a while, building up a fast
rate, then switch to | arge packets to take advantage of the fast

rate. (Prelinmnary simulations indicate that applications may not be
able to increase their overall transfer rates this way, so it is not
clear that this manipulation will occur in practice [V03].)

6. Acknow edgenents

The recei ver sends a feedback packet to the sender roughly once per
round-trip tinme, if the sender is sending packets that frequently.
This rate is determined by the TFRC protocol as specified in

[ RFC3448], Section 6.

Each feedback packet contains an Acknow edgenent Nunmber, which equals
the greatest valid sequence numnber received so far on this
connection. ("Geatest" is, of course, measured in circul ar sequence
space.) Each feedback packet also includes at |east the follow ng
options:
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1. An El apsed Tinme and/or Tinestanp Echo option specifying the anount
of time elapsed since the arrival at the receiver of the packet
whose sequence numnber appears in the Acknow edgenment Nunber field.
These options are described in [ RFC4340], Section 13.

2. A Receive Rate option, defined in Section 8.3, specifying the rate
at which data was received since the |ast DCCP- Ack was sent.

3. A Loss Intervals option, defined in Section 8.6, specifying the
nost recent |loss intervals experienced by the receiver. (The
definition of a loss interval is provided below ) From Loss
Intervals, the sender can easily calculate the |oss event rate p
using the procedure described in [ RFC3448], Section 5. 4.

Acknowl edgenents not containing at | east these three options are not
consi dered feedback packets.

The recei ver MAY al so include other options concerning the | oss event
rate, including Loss Event Rate, which gives the |oss event rate

cal cul ated by the receiver (Section 8.5), and DCCP's generic Ack
Vector option, which reports the specific sequence nunbers of any

| ost or marked packets ([ RRFC4340], Section 11.4). Ack Vector is not
required by CCID 3's congestion control mechani sms: the Loss
Intervals option provides all the information needed to nmanage the
transmt rate and probabilistically verify receiver feedback
However, Ack Vector may be useful for applications that need to

det erm ne exactly which packets were lost. The receiver MAY al so

i ncl ude ot her acknow edgenent-rel ated options, such as DCCP' s Data
Dr opped option ([ RFC4340], Section 11.7).

If the HC- Receiver is also sending data packets to the HC Sender
then it MAY piggyback acknow edgenent informati on on those data
packets nore frequently than TFRC s specified acknow edgenent rate
al | ows.

6.1. Loss Interval Definition

As described in [ RFC3448], Section 5.2, a loss interval begins with a
| ost or ECN narked data packet; continues with at nost one round-trip
time’s worth of packets that nay or may not be |ost or narked; and
conpletes with an arbitrarily long series of non-dropped, non-nmarked
dat a packets. For exanple, here is a single loss interval, assum ng
that sequence nunbers increase as you nove right:
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Lossy Part
<=1 RTT Lossl ess Part

Note that a loss interval’'s lossless part nmight be enpty, as in the
first interval bel ow

Lossy Part Lossy Part

<=1 RITT <=1 RITT Lossl ess Part
/ \/ \/ \
*_ ___*__*% *kkk _ _ oo K o K L L o e e e e e e e e e e e e e e e mm e - -
N N N ANN N
\' _Int. 1 /\ Interval 2 /

As in [RFC3448], Section 5.2, the length of the | ossy part MJST be

| ess than or equal to 1 RTT. CCID 3 uses w ndow counter val ues, not
receive tines, to determ ne whether nultiple packets occurred in the
same RTT and thus belong to the same | oss event; see Section 10.2. A
| oss interval whose |ossy part lasts for nore than 1 RTT, or whose

| ossl ess part contains a dropped or nmarked data packet, is invalid.

A mssing data packet doesn't begin a new |loss interval until NDUPACK
packets have been seen after the "hole", where NDUPACK = 3. Thus, up
t o NDUPACK of the nobst recent sequence nunbers (including the
sequence nunbers of any holes) mght tenporarily not be part of any
loss interval while the inplementation waits to see whether a hole
will be filled. See [RFC3448], Section 5.1, and [ RFC2581], Section
3.2, for further discussion of NDUPACK

As specified by [ RFC3448], Section 5, all loss intervals except the
first begin with a lost or marked data packet, and all loss intervals
are as long as possible, subject to the validity constraints above.

Lost and ECN- narked non-data packets may occur freely in the |ossless
part of a loss interval. (Non-data packets consist of those packet
types that cannot carry application data; nanely, DCCP-Ack, DCCP-

Cl ose, DCCP-C oseReq, DCCP-Reset, DCCP-Sync, and DCCP- SyncAck.) In
the absence of better information, a receiver MJST conservatively
assune that every | ost packet was a data packet and thus nust occur
in sone lossy part. DCCP's NDP Count option can help the receiver
det erm ne whether a particul ar packet contained data; see [ RFC4340],
Section 7.7.
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6.1.1. Loss Interval Lengths

[ RFC3448] defines the TFRC congestion control nmechanismin terns of a
one-way transfer of data, with data packets going fromthe sender to
the receiver and feedback packets going fromthe receiver back to the
sender. However, CCID 3 applies in a context of two half-
connections, wth DCCP-Data and DCCP- Dat aAck packets from one half-
connection sharing sequence nunber space w th DCCP- Ack packets from
the other half-connection. For the purposes of CCID 3 congestion
control, loss interval |engths should include data packets and shoul d
excl ude the acknow edgenent packets fromthe reverse hal f-connection
However, it is also useful to report the total nunber of packets in
each loss interval (for exanple, to facilitate ECN Nonce
verification).

CCID 3 s Loss Intervals option thus reports three |l engths for each
loss interval, the lengths of the I ossy and | ossl ess parts defined
above and a separate data length. First, the | ossy and | ossl ess

| engths are nmeasured in sequence nunbers. Together, they sumto the
interval’'s sequence length, which is the total number of packets the
sender transnitted during the interval. This is easily calculated in
DCCP as the greatest packet sequence nunber in the interval minus the
great est packet sequence nunmber in the preceding interval (or, if
there is no preceding interval, then the predecessor to the half-
connection’s initial sequence nunber). The interval’'s data |ength,
however, is the nunber used in TFRC s | oss event rate calcul ation, as
defined in [RFC3448], Section 5, and is calculated as foll ows.

For all loss intervals except the first, the data | ength equals the
sequence | ength mnus the nunber of non-data packets the sender
transmtted during the loss interval, except that the mninumdata
length is one packet. In the absence of better information, an
endpoi nt MJST conservatively assunme that the |oss interval contained
only data packets, in which case the data |l ength equal s the sequence
length. To achieve greater precision, the sender can cal cul ate the
exact nunber of non-data packets in an interval by renmenbering which
sent packets contai ned data; the receiver can account for received
non- data packets by not including themin the data length, and for
packets that were not received, it may be able to discrimnate

bet ween | ost data packets and | ost non-data packets using DCCP' s NDP
Count option.

The first loss interval's data length is undefined until the first
| oss event. [RFC3448], Section 6.3.1 specifies howthe first |oss
interval’s data length is calcul ated once the first [oss event has
occurred; this calculation uses X recv, the npbst recent receive rate,
as input. Until this first loss event, the | oss event rate is zero,
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as is the data length reported for the interval in the Loss Intervals
option.

The first loss interval’s data |length nmight be |less than, equal to,
or even greater than its sequence length. Any other loss interval’s
data | ength nust be less than or equal to its sequence |ength.

A sender MAY use the |oss event rate or loss interval data |l engths as
reported by the receiver, or it MAY recal culate | oss event rate
and/or loss interval data | engths based on receiver feedback and
additional information. For exanple, assume the network drops a
DCCP- Ack packet with sequence nunber 50. The receiver mght then
report a loss interval beginning at sequence nunber 50. |If the
sender determned that this | oss interval actually contained no | ost
or ECN-nmarked data packets, then it night coal esce the | oss interval
with the previous loss interval, resulting in a |larger allowed
transmt rate.

6.2. Congestion Control on Acknow edgenents

The rate and timng for generating acknow edgenments is determ ned by
the TFRC al gorithm ([ RFC3448], Section 6). The sending rate for
acknow edgenents is relatively low -- roughly once per round-trip
time -- so there is no need for explicit congestion control on
acknow edgenent s.

6.3. Acknow edgenents of Acknow edgemnents

TFRC acknow edgenents don’t generally need to be reliable, so the
sender generally need not acknow edge the receiver’'s

acknow edgenments. \When Ack Vector or Data Dropped is used, however,
the sender, DCCP A, MJST occasionally acknow edge the receiver’s
acknow edgenents so that the receiver can free up Ack Vector or Data
Dropped state. Wen both hal f-connections are active, the necessary
acknow edgenments will be contained in A's acknow edgenents to B' s
data. |If the B-to-A half-connection goes quiescent, however, DCCP A
nust send an acknow edgenent proactively.

Thus, when Ack Vector or Data Dropped is used, an active sender MJST
acknow edge the receiver’s acknow edgenents approxi mately once per
round-trip tine, within a factor of two or three, probably by sending
a DCCP- Dat aAck packet. No acknow edgenent options are necessary,
just the Acknow edgenent Nunber in the DCCP-DataAck header.

The sender MAY choose to acknow edge the receiver’s acknow edgenents
even if they do not contain Ack Vectors or Data Dropped options. For
i nstance, regul ar acknow edgenents can shrink the size of the Loss
Intervals option. Unlike Ack Vector and Data Dropped, however, the
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Loss Intervals option is bounded in size (and receiver state), so
acks-of -acks are not required.

.4. Determ ning Qui escence

This section describes howa CCID 3 receiver determ nes that the
correspondi ng sender is not sending any data and therefore has gone
qui escent. See [RFC4340], Section 11.1, for general information on
gui escence.

Let T equal the greater of 0.2 seconds and two round-trip tines. (A
CCI D 3 receiver has a rough neasure of the round-trip tine so that it
can pace its acknow edgenments.) The receiver detects that the sender
has gone qui escent after T seconds have passed wi thout receiving any
additional data fromthe sender.

Explicit Congestion Notification

CCI D 3 supports Explicit Congestion Notification (ECN) [RFC3168]. In
the typical case of an ECN capabl e hal f-connection (where the
receiver’'s ECN Incapable feature is set to zero), the sender will use
the ECN Nonce for its data packets, as specified in [ RFC4340],
Section 12.2. Information about the ECN Nonce MJST be returned by
the receiver using the Loss Intervals option, and any Ack Vector
options MJST include the ECN Nonce Sum The sender MAY naintain a
table with the ECN nonce sum for each packet and use this information
to probabilistically verify the ECN nonce sunms returned in LoSs
Intervals or Ack Vector options. Section 9 describes this further

Options and Features

CClI D 3 can make use of DCCP's Ack Vector, Tinmestanp, Tinmestanp Echo,
and El apsed Tine options, and its Send Ack Vector and ECN I ncapabl e
features. 1In addition, the follow ng CCl D specific options are
defined for use with CCID 3.

Option DCCP- Section
Type Length Meani ng Data? Reference
128-191 Reserved
192 6 Loss Event Rate N 8.5
193 vari abl e Loss Interval s N 8.6
194 6 Recei ve Rate N 8.3
195- 255 Reser ved

Table 1: DCCP CCID 3 Options
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The " DCCP-Dat a?" colum indicates that all currently defined CCID 3-
specific options MIST be ignored when they occur on DCCP-Dat a
packets.

The following CCID specific feature is al so defined.

Rec’n Initial Secti on
Nurnber Meani ng Rule Value Req d Reference
128-191 Reserved
192 Send Loss Event Rate SP 0 N 8.4
193-255 Reserved

Table 2: DCCP CCID 3 Feature Nunbers

The col um neani ngs are described in [ RFC4340], Table 4. "Rec'n
Rul e" defines the feature’s reconciliation rule, where "SP" neans
server-priority. "Req d" specifies whether every CCID 3

i mpl enentati on MUST understand a feature; Send Loss Event Rate is
optional, in that it behaves |ike an extension ([RFC4340], Section
15).

8.1. Wndow Counter Val ue

The data sender stores a 4-bit w ndow counter value in the DCCP
generic header’s CCVal field on every data packet it sends. This
value is set to O at the beginning of the transnission and generally
i ncreased by 1 every quarter of a round-trip tinme, as described in

[ RFC3448], Section 3.2.1. Wndow counters use circular arithmetic
nodul o 16 for all operations, including conparisons; see [ RFC4340],
Section 3.1, for nore information on circular arithnetic. For
reference, the DCCP generic header is as follows. (The diagramis
repeated from [ RFC4340], Section 5.1, which al so shows the generic
header with a 24-bit Sequence Number field.)

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| Sour ce Port | Dest Port |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Data Ofset | CCval | CsCov | Checksum |
B T s i I S e i S i i S S e S

| Res | Type |1] Reserved | Sequence Number (high bits)
s S S i I S R R e h T Tk e S S S o T S
. Sequence Number (|l ow bits)

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
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The CCval field has enough space to express 4 round-trip tines at
quarter-RTT granularity. The sender MJST avoid w appi ng CCval on

adj acent packets, as might happen, for exanple, if two data-carrying
packets were sent 4 round-trip tinmes apart with no packets

i ntervening. Therefore, the sender SHOULD use the follow ng
algorithmfor setting CCval. The algorithmuses three variables:
"last_WC' holds the | ast wi ndow counter value sent, "last WC tine" is
the tinme at which the first packet with w ndow counter val ue
"last_WC' was sent, and "RTT" is the current round-trip tinme

estimate. last WCis initialized to zero, and last WCtinme to the
time of the first packet sent. Before sending a new packet, proceed
l'i ke this:

Let quarter RTTs = floor((current tine - last Wotine) / (RTT/4)).
If quarter_RTTs > 0, then:

Set last _ WC := (last_WC + min(quarter_RTTs, 5)) nod 16.

Set last WC tinme := current _tine.
Set the packet header’s CCval field to |ast_WC

When this algorithmis used, adjacent data-carrying packets’ CCval
counters never differ by nore than five, nodul o 16.

The wi ndow counter value may al so change as feedback packets arrive.
In particular, after receiving an acknow edgenent for a packet sent
with wi ndow counter WC, the sender SHOULD increase its w ndow
counter, if necessary, so that subsequent packets have w ndow counter
val ue at least (WC + 4) nod 16.

The CCval counters are used by the receiver to determ ne whet her
multiple | osses belong to a single | oss event, to deternine the
interval to use for calculating the receive rate, and to determ ne
when to send feedback packets. None of these procedures require the
receiver to nmaintain an explicit estimate of the round-trip tine.
However, inplementors who wi sh to keep such an RTT estimate nay do so
using CCval. Let T(l) be the arrival time of the earliest valid
recei ved packet with CCval = 1. (O course, when the w ndow counter
val ue wraps around to the sanme value nod 16, we nust recal cul ate
T(1).) Let D=2, 3, or 4 and say that T(K) and T(K+D) both exi st
(packets were received with wi ndow counters K and K+D). Then the
value (T(K+D) - T(K)) * 4/ D MAY serve as an estimate of the round-
trip time. Values of D= 4 SHOULD be preferred for RTT estimation.
Concretely, say that the followi ng packets arrived:

Ti me: TL T2 T3 T4 T5 T6 T7 T8 T9
______ *___*___*_*____*____________*___*____*__*____>
CCval : K-1 K-1 KK K+l K+3 K+4 K+3 K+4
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Then T7 - T3, the difference between the receive times of the first
packet received with wi ndow counter K+4 and the first packet received
wi th wi ndow counter K, is a reasonable round-trip tine estinmate.
Because of the necessary constraint that neasurenments only come from
packet pairs whose CCVals differ by at nbst 4, this procedure does
not work when the inter-packet sending tinmes are significantly
greater than the RTT, resulting in packet pairs whose CCVals differ
by 5. Explicit RTT neasurenent techni ques, such as Ti nestanp and

Ti mestanp Echo, should be used in that case

8.2. FEl apsed Tinme Options

The data receiver MJST include an el apsed tinme value on every

requi red acknow edgenent. This hel ps the sender distinguish between
network round-trip time, which it nust include in its rate equations,
and delay at the receiver due to TFRC s infrequent acknow edgenent
rate, which it need not include. The receiver MJST at |east include
an El apsed Tine option on every feedback packet, but if at |east one
recent data packet (i.e., a packet received after the previ ous DCCP-
Ack was sent) included a Tinestanp option, then the receiver SHOULD
i ncl ude the correspondi ng Ti nestanp Echo option, with El apsed Tine
value, as well. Al of these option types are defined in the main
DCCP specification [ RFC4340].

8.3. Receive Rate Option

- - - - - - +
| 11000010] 00000110] Recei ve Rate
N N N - - - +

Type=194 Len=6

Thi s option MJST be sent by the data receiver on all required

acknow edgenments. Its four data bytes indicate the rate at which the
recei ver has received data since it |ast sent an acknow edgenent, in
bytes per second. To calculate this receive rate, the receiver sets
t to the larger of the estimated round-trip tinme and the tine since
the | ast Receive Rate option was sent. (Received data packets’

wi ndow counters can be used to produce a suitable RTT estinate, as
described in Section 8.1.) The receive rate then equal s the nunber
of data bytes received in the nost recent t seconds, divided by t.

Recei ve Rate options MJST NOT be sent on DCCP-Data packets, and any
Recei ve Rate options on received DCCP-Data packets MJST be ignored.
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8.4. Send Loss Event Rate Feature

The Send Loss Event Rate feature lets CCID 3 endpoints negotiate

whet her the receiver MJST provide Loss Event Rate options on its
acknow edgenments. DCCP A sends a "Change R(Send Loss Event Rate, 1)"
option to ask DCCP B to send Loss Event Rate options as part of its
acknow edgenent traffic.

Send Loss Event Rate has feature nunber 192 and is server-priority.
It takes one-byte Bool ean val ues. DCCP B MJUST send Loss Event Rate
options on its acknow edgements when Send Loss Event Rate/B is one,
al though it MAY send Loss Event Rate options even when Send Loss
Event Rate/B is zero. Values of two or nore are reserved. A CCID 3
hal f-connection starts with Send Loss Event Rate equal to zero.

8.5. Loss Event Rate Option

Fomm oo Fomm oo Fomm oo Fomm oo Fomm oo Fomm oo +
| 12000000 00000110| Loss Event Rate
Fomm e Fomm e Fomm e Fomm e Fomm e Fomm e +

Type=192 Len=6

The option value indicates the inverse of the | oss event rate,
rounded UP, as calculated by the receiver. |Its units are data
packets per loss interval. Thus, if the Loss Event Rate option val ue
is 100, then the loss event rate is 0.01 |oss events per data packet
(and the average |loss interval contains 100 data packets). Wen each
| o0ss event has exactly one data packet |oss, the |loss event rate is
the sanme as the data packet drop rate.

See [ RFC3448], Section 5, for a normative cal cul ation of |oss event
rate. Before any |osses have occurred, when the |oss event rate is
zero, the Loss Event Rate option value is set to
"111111112112112112111121121111111" in binary (or, equivalently, to
2732 - 1). The loss event rate calculation uses loss interval data
| engths, as defined in Section 6.1.1.

Loss Event Rate options MJST NOT be sent on DCCP-Data packets, and
any Loss Event Rate options on recei ved DCCP-Data packets MJST be
i gnor ed.

8.6. Loss Intervals Option

S S S oo R S +-- -
| 11000001| Length | Skip | Loss Interval | More Loss

| | | Length | | I'ntervals..
Fomm e Fomm e Fomm e Fomm e S mmmmmm— - Fomm e +- - -
Type=193 9 bytes
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Each 9-byte Loss Interval contains three fields, as foll ows:

Loss Interva

The receiver reports its observed loss intervals using a Loss
Intervals option. Section 6.1 defines loss intervals. This option
MUST be sent by the data receiver on all required acknow edgenents.
The option reports up to 28 loss intervals seen by the receiver,

al t hough TFRC currently uses at nost the latest 9 of these. This
lets the sender calculate a |oss event rate and probabilistically
verify the receiver’s ECN Nonce Echo.

The Loss Intervals option serves several purposes.

o The sender can use the Loss Intervals option to calculate the |Ioss
event rate.

o Loss Intervals information is easily checked for consistency
agai nst previous Loss Intervals options, and agai nst any Loss
Event Rate cal cul ated by the receiver.

o The sender can probabilistically verify the ECN Nonce Echo for
each Loss Interval, reducing the |ikelihood of m sbehavior

Loss Intervals options MJUST NOT be sent on DCCP-Data packets, and any
Loss Intervals options on received DCCP-Data packets MJST be ignored.

8.6.1. Option Details

The Loss Intervals option contains information about one to 28
consecutive loss intervals, always including the nost recent | oss
interval. Intervals are listed in reverse chronol ogi cal order
Shoul d nore than 28 loss intervals need to be reported, then multiple
Loss Intervals options can be sent; the second option begins where
the first left off, and so forth. The options MJST contain

i nformati on about at |east the nbst recent NINTERVAL + 1 = 9 | o0ss
intervals unless (1) there have not yet been NINTERVAL + 1 | oss
intervals, or (2) the receiver knows, because of the sender’s
acknow edgenents, that sone previously transnitted |oss interva

i nformati on has been received. In this second case, the receiver
need not send |l oss intervals that the sender already knows about,
except that it MJST transmit at |east one loss interval regardl ess.
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The NI NTERVAL paraneter is equal to "n" as defined in [ RFC3448],
Section 5. 4.

Loss interval sequence nunbers are delta encoded starting fromthe
Acknowl edgenent Number. Therefore, Loss Intervals options MJST NOT
be sent on packets w thout an Acknow edgenent Nunber, and any Loss
Intervals options received on such packets MJST be ignored.

The first byte of option data is Skip Length, which indicates the
nunber of packets up to and including the Acknow edgement Nunber that
are not part of any Loss Interval. As discussed above, Skip Length
nust be less than or equal to NDUPACK = 3. In a packet containing
multiple Loss Intervals options, the Skip Lengths of the second and
subsequent options MJST equal zero; such options with nonzero Skip
Lengt hs MJUST be i gnored.

Loss Interval structures follow Skip Length. Each Loss Interva
consists of a Lossless Length, a Loss Length, an ECN Nonce Echo (E)
and a Data Length.

Lossl ess Length, a 24-bit nunber, specifies the nunber of packets in
the loss interval’s lossless part. Note again that this part my
contain | ost or marked non-data packets.

Loss Length, a 23-bit nunber, specifies the nunber of packets in the
loss interval’'s lossy part. The sumof the Lossless Length and the
Loss Length equals the loss interval’s sequence length. Receivers
SHOULD report the mininmumvalid Loss Length for each |oss interval,
maki ng the first and | ast sequence nunbers in each |ossy part
correspond to |l ost or marked data packets.

The ECN Nonce Echo, stored in the high-order bit of the 3-byte field
cont ai ni ng Loss Length, equals the one-bit sum (exclusive-or, or
parity) of data packet nonces received over the loss interval’s

| ossl ess part (which is Lossless Length packets long). |If Lossless
Length is 0, the receiver is ECN Incapable, or the Lossless Length
contai ned no data packets, then the ECN Nonce Echo MUST be reported
as 0. Note that any ECN nonces on received non-data packets MJST NOT
contribute to the ECN Nonce Echo.

Finally, Data Length, a 24-bit nunmber, specifies the loss interval’s
data |l ength, as defined in Section 6.1.1.

8.6.2. Exanmple

Consi der the followi ng sequence of packets, where "-" represents a
safely delivered packet and "*" represents a | ost or marked packet.
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Sequence
Nunbers: O 10 20 30 40 44

Assumi ng that packet 43 was |ost, not nmarked, this sequence m ght be
divided into loss intervals as foll ows:

0 10 20 30 40 44
| | | | |
__________ K o N . D
\ /\ /\ /\ /

LO L1 L2 L3

A Loss Intervals option sent on a packet with Acknow edgerment Number

44 to acknow edge this set of loss intervals m ght contain the bytes

193,39,2, 0,0,10, 128,0,1, O0,0,10, 0,0,8, 0,0,5, 0,0,10, O,0,8,

0,01, 0,0,8, 0,0,10, 128,0,0, 0,0,15. This option is interpreted as
fol |l ows.

193 The Loss Interval s option nunber.

39 The length of the option, including option type and | ength bytes.
This option contains information about (39 - 3)/9 = 4 |loss
i nterval s.

2 The Skip Length is 2 packets. Thus, the nost recent |oss
interval, L3, ends i medi ately before sequence nunber 44 - 2 + 1
= 43.

0,0,10, 128,0,1, 0,0,10
These bytes define L3. L3 consists of a 10-packet |ossless part
(0,0,10), preceded by a 1-packet |lossy part. Continuing to
subtract, the |l ossless part begins with sequence nunmber 43 - 10 =
33, and the |l ossy part begins with sequence nunber 33 - 1 = 32.
The ECN Nonce Echo for the | ossless part (nanely, packets 33
through 42, inclusive) equals 1. The interval’'s data length is
10, so the receiver believes that the interval contained exactly
one non-data packet.

0,0,8, 0,0,5 0,0,10
This defines L2, whose | ossless part begins with sequence numnber
32 - 8 = 24; whose |ossy part begins with sequence nunmber 24 - 5
= 19; whose ECN Nonce Echo (for packets [24,31]) equals 0; and
whose data length is 10.
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0,0,8, 0,0,1, 0,0,8
L1's | ossless part begins with sequence nunmber 11, its | ossy part
begi ns with sequence nunber 10, its ECN Nonce Echo (for packets
[11,18]) equals 0, and its data length is 8.

0,0,10, 128,0,0, 0,0,15
LO's | ossless part begins with sequence nunber 0, it has no | ossy
part, its ECN Nonce Echo (for packets [0,9]) equals 1, and its
data length is 15. (This must be the first loss interval in the
connection; otherwi se, a data |length greater than the sequence
| ength woul d be invalid.)

9. Verifying Congestion Control Conpliance with ECN

The sender can use Loss Intervals options’ ECN Nonce Echoes (and
possi bly any Ack Vectors’ ECN Nonce Echoes) to probabilistically
verify that the receiver is correctly reporting all dropped or marked
packets. Even if ECN is not used (the receiver’s ECN | ncapabl e
feature is set to one), the sender could still check on the receiver
by occasionally not sending a packet, or sending a packet out-of-
order, to catch the receiver in an error in Loss Intervals or Ack
Vector information. This is not as robust or non-intrusive as the
verification provided by the ECN Nonce, however.

9.1. Verifying the ECN Nonce Echo

To verify the ECN Nonce Echo included with a Loss Intervals option
the sender maintains a table with the ECN nonce sum for each data
packet. As defined in [ RFC3540], the nonce sum for sequence number S
is the one-bit sum (exclusive-or, or parity) of data packet nonces
over the sequence nunber range [I,S], where | is the initial sequence
nunber. Let NonceSum(S) represent this nonce sum for sequence nunber
S, and define NonceSum(l - 1) as 0. Note that NonceSum does not
account for the nonces of non-data packets such as DCCP- Ack. Then
the Nonce Echo for an interval of packets with sequence nunbers X to
Y, inclusive, should equal the follow ng one-bit sum

NonceSum( X - 1) + NonceSum(Y)

Since an ECN Nonce Echo is returned for the | ossless part of each

Loss Interval, a m sbehaving receiver -- neaning a receiver that
reports a |lost or nmarked data packet as "received non-marked", to
avoid rate reductions -- has only a 50% chance of guessing the

correct Nonce Echo for each |oss interval
To verify the ECN Nonce Echo included with an Ack Vector option, the

sender maintains a table with the ECN nonce val ue sent for each
packet. The Ack Vector option explicitly says which packets were
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9.

10.

10.

F

recei ved non-narked; the sender just adds up the nonces for those
packets using a one-bit sumand conpares the result to the Nonce Echo
encoded in the Ack Vector’s option type. Again, a m sbehaving

recei ver has only a 50% chance of guessing an Ack Vector’s correct
Nonce Echo. Alternatively, an Ack Vector’s ECN Nonce Echo may al so
be cal culated froma table of ECN nonce sunms, rather than from ECN
nonces. |f the Ack Vector contains many |ong runs of non-narked,
non- dr opped packets, the nonce sum based cal culation will probably be
faster than a straightforward nonce-based cal cul ati on

Note that Ack Vector’s ECN Nonce Echo is neasured over both data
packets and non-data packets, while the Loss Intervals option reports
ECN Nonce Echoes for data packets only. Thus, different nonce sum
tables are required to verify the two options.

2. Verifying the Reported Loss Intervals and Loss Event Rate

Besi des probabilistically verifying the ECN Nonce Echoes reported by
the receiver, the sender may also verify the loss intervals and any
| oss event rate reported by the receiver, if it so desires.
Specifically, the Loss Intervals option explicitly reports the size
of each loss interval as seen by the receiver; the sender can verify
that the receiver is not falsely conmbining two | oss events into one
reported Loss Interval by using saved w ndow counter information.
The sender can al so conpare any Loss Event Rate option to the |oss
event rate it calculates using the Loss Intervals option

Note that in sone cases the |oss event rate cal cul ated by the sender
could differ froman explicit Loss Event Rate option sent by the

receiver. |In particular, when a nunber of successive packets are
dropped, the receiver does not know the sending tinmes for these
packets and interprets these losses as a single |loss event. In

contrast, if the sender has saved the sending tines or w ndow counter
i nformati on for these packets, then the sender can determine if these
| osses constitute a single |oss event or several successive |oss
events. Thus, with its know edge of the sending tinmes of dropped
packets, the sender is able to nake a nore accurate cal cul ati on of
the loss event rate. These kinds of differences SHOULD NOT be
msinterpreted as attenpted recei ver mi shehavi or

| mpl enent ati on | ssues
1. Tinmestanp Usage
CCI D 3 data packets need not carry Tinmestanp options. The sender can
store the tinmes at which recent packets were sent; the

Acknowl edgenent Nunmber and El apsed Tine option contained on each
requi red acknow edgenent then provide sufficient information to
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10.

conpute the round trip tine. Alternatively, the sender MAY include
Ti mestanp options on sone of its data packets. The receiver wll
respond wi th Tinmestanp Echo options including El apsed Tines, allow ng
the sender to calculate round-trip tines wthout storing sent

packets’ timestanps at all

2. Determning Loss Events at the Receiver

The wi ndow counter is used by the receiver to determn ne whether

mul tiple | ost packets belong to the same | oss event. The sender

i ncreases the wi ndow counter by one every quarter round-trip tinme.
This section describes in detail the procedure for using the w ndow
counter to determ ne when two | ost packets belong to the sane | oss
event .

[ RFC3448], Section 3.2.1 specifies that each data packet contains a
timestanp and gives as an alternative inplementation a "tinestanp”
that is increnented every quarter of an RTT, as is the w ndow counter
in CCOD 3. However, [RFC3448], Section 5.2 on "Translation from Loss
History to Loss Events" is witten in terns of tinestanps, not in
terms of wi ndow counters. |In this section, we give a procedure for
the translation fromloss history to loss events that is explicitly
in terms of wi ndow counters.

To determ ne whether two | ost packets with sequence nunbers X and Y
belong to different |oss events, the receiver proceeds as follows.
Assume Y > X in circul ar sequence space.

o Let X prev be the greatest valid sequence nunber received with
X prev < X

o Let Y prev be the greatest valid sequence nunber received with
Y_prev <Y.

o Gven a sequence number N, let C(N) be the wi ndow counter val ue
associ ated with that packet.

o Packets X and Y belong to different |oss events if there exists a
packet with sequence nunber S so that X prev < S <= Y _prev, and
the distance from C(X prev) to C(S) is greater than 4. (The
di stance is the nunber D so that C(X prev) + D= C(S) (nod
WCTRMAX) , where WCTRVAX is the maxi mum val ue for the w ndow
counter -- in our case, 16.)

That is, the receiver only considers losses X and Y as separate

| oss events if there exists some packet S received between X and
Y, with the distance from C(X prev) to C(S) greater than 4. This
conplex calculation is necessary in order to handle the case where
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10.

wi ndow count er space w apped conpletely between X and Y. Wen
that space does not wap, the receiver can sinply check whether
the distance from C(X prev) to C(Y_prev) is greater than 4; if so,
then X and Y belong to separate | oss events.

W ndow counters can help the receiver disanbiguate nmultiple | osses
after a sudden decrease in the actual round-trip tine. Wen the
sender receives an acknow edgenent acknow edgi ng a data packet with
wi ndow counter i, the sender increases its w ndow counter, if
necessary, so that subsequent data packets are sent with w ndow
counter values of at least i+4. This can help mnimze errors where
the receiver incorrectly interprets multiple loss events as a single
| oss event.

We note that if all of the packets between X and Y are lost in the
network, then X prev and Y_prev are equal, and the series of
consecutive losses is treated by the receiver as a single |oss event.
However, the sender will receive no DCCP- Ack packets during a period
of consecutive | osses, and the sender will reduce its sending rate
accordi ngly.

As an alternative to the wi ndow counter, the sender could have sent
its estimate of the round-trip time to the receiver directly in a
round-trip tine option; the receiver would use the sender’s round-
trip time estimate to infer when nmultiple |ost or narked packets
belong in the same | oss event. |n some respects, a round-trip tine
option would give a nore precise encoding of the sender’s round-trip
time estimate than does the wi ndow counter. However, the w ndow
counter conveys information about the relative *sending* tines for
packets, while the receiver could only use the round-trip tine option
to distinguish between the relative *receive* tinmes (in the absence
of timestanps). That is, the window counter will give nore robust
performance when there is a large variation in delay for packets sent
within a wi ndow of data. Slightly nore speculatively, a round-trip
time option mght possibly be used nore easily by m ddl eboxes
attenpting to verify that a flow used conform ng end-to-end
congestion control

3. Sendi ng Feedback Packets

[ RFC3448], Sections 6.1 and 6.2 specify that the TFRC recei ver nust
send a feedback packet when a newy calculated | oss event rate p is
greater than its previous value. CCID 3 follows this rule.

In addition, [RFC3448], Section 6.2, specifies that the receiver use
a feedback timer to decide when to send additional feedback packets.
If the feedback tinmer expires and data packets have been received
since the previous feedback was sent, then the receiver sends a
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f eedback packet. When the feedback tinmer expires, the receiver
resets the tiner to expire after R mseconds, where R mis the nost
recent estimate of the round-trip tine received fromthe sender
CC D 3 receivers, however, generally use w ndow counter val ues

i nstead of a feedback timer to determ ne when to send additiona

f eedback packets. This section describes how.

Whenever the receiver sends a feedback nessage, the receiver sets a
| ocal variable last_counter to the greatest received value of the

wi ndow counter since the |ast feedback nessage was sent, if any data
packets have been received since the | ast feedback nmessage was sent.
If the receiver receives a data packet with a w ndow counter val ue
greater than or equal to last _counter + 4, then the receiver sends a
new feedback packet. ("Geater" and "greatest" are neasured in
circul ar wi ndow counter space.)

Thi s procedure ensures that when the sender is sending at a rate |ess
than one packet per round-trip tine, the receiver sends a feedback
packet after each data packet. Simlarly, this procedure ensures
that when the sender is sending several packets per round-trip tine,
the receiver will send a feedback packet each time that a data packet
arrives with a wi ndow counter at |east four greater than the w ndow
counter when the | ast feedback packet was sent. Thus, the feedback
timer is not necessary when the wi ndow counter is used.

However, the feedback tiner still could be useful in some rare cases
to prevent the sender from unnecessarily halving its sending rate.
In particular, one could construct scenarios where the use of the
feedback tiner at the receiver would prevent the unnecessary
expiration of the nofeedback tinmer at the sender. Consider the case
bel ow, in which a feedback packet is sent when a data packet arrives
with a wi ndow counter of K

W ndow
Counters: K K+l K+2 K+3 K+4 K+5 K+6 ... K+15 K+16 K+17 ..
| | | | | | | | | |
Dat a | | | | | | | | | |
Packets | | | | | | | | | |
Recei ved: - - --- - o R
| | | | | |
| | | | | |
Event s: 1: 2. 3: 4: 5: 6
A" "B" Tiner "B"
sent sent recei ved

1: Feedback nessage A is sent.
2: A feedback nessage woul d have been sent if feedback
tiners had been used.

Fl oyd, et al. St andards Track [ Page 26]



RFC 4342 DCCP CCI D3 TFRC March 2006

11.

Feedback nmessage B is sent.

Sender’ s nof eedback timer expires.

Feedback nmessage B is received at the sender

Sender’ s nof eedback timer would have expired if feedback
timers had been used, and the feedback nmessage at 2 had
been sent.

Sk

The receiver receives data after the feedback packet has been sent
but has received no data packets with a wi ndow counter between K+4
and K+14. A data packet with a wi ndow counter of K+4 or |arger would
have triggered sending a new feedback packet, but no feedback packet
is sent until tinme 3.

The TFRC protocol specifies that after a feedback packet is received,
the sender sets a nofeedback tinmer to at |least four tines the round-

trip time estimate. |If the sender doesn’'t receive any feedback
packets before the nofeedback timer expires, then the sender hal ves
its sending rate. In the figure, the sender receives feedback

nessage A (tine 1) and then sets the nofeedback timer to expire
roughly four round-trip tinmes later (time 4). The sender starts
sendi ng agai n just before the nofeedback timer expires but doesn’t
receive the resulting feedback nessage until after its expiration
resulting in an unnecessary halving of the sending rate. If the
connection had used feedback tiners, the receiver would have sent a
f eedback nmessage when the feedback tiner expired at tinme 2, and the
hal ving of the sending rate woul d have been avoi ded.

For inplementors who wish to inplenent a feedback tiner for the data
recei ver, we suggest estimating the round-trip tine fromthe nost
recent data packet, as described in Section 8.1. W note that this
procedure does not work when the inter-packet sending tines are
greater than the RTT.

Security Considerations

Security considerations for DCCP have been discussed in [ RFC4340],
and security considerations for TFRC have been di scussed in

[ RFC3448], Section 9. The security considerations for TFRC incl ude
the need to protect agai nst spoofed feedback and the need to protect
the congestion control mechani sms against incorrect information from
the receiver.

In this docunent, we have extensively discussed the nechanisns the
sender can use to verify the information sent by the receiver. When
ECN i s used, the receiver returns ECN Nonce information to the
sender. \Wen ECN is not used, then, as Section 9 shows, the sender
could still use various techniques that mght catch the receiver in
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12.

12.

12.

12.

an error in reporting congestion, but this is not as robust or non-
intrusive as the verification provided by the ECN Nonce.

| ANA Consi der ati ons

This specification defines the value 3 in the DCCP CCI D nanespace
managed by 1 ANA. This assignnent is also nentioned in [ RFC4340].

CCID 3 also introduces three sets of nunbers whose val ues shoul d be
al l ocated by | ANA; namely, CCI D 3-specific Reset Codes, option types,
and feature nunmbers. These ranges will prevent any future CCI D 3-
specific allocations frompolluting DCCP' s correspondi ng gl oba
nanespaces; see [RFC4340], Section 10.3. However, we note that this
docunent nmakes no particular allocations fromthe Reset Code range,
except for experinental and testing use [RFC3692]. W refer to the
St andards Action policy outlined in [ RFC2434].

1. Reset Codes

Each entry in the DCCP CCID 3 Reset Code registry contains a CClID 3-
specific Reset Code, which is a nunmber in the range 128-255; a short
description of the Reset Code; and a reference to the RFC defining
the Reset Code. Reset Codes 184-190 and 248-254 are permanently
reserved for experinental and testing use. The renmining Reset Codes
-- 128-183, 191-247, and 255 -- are currently reserved and should be
allocated with the Standards Action policy, which requires |ESG
revi ew and approval and standards-track | ETF RFC publication

2. Option Types

Each entry in the DCCP CCID 3 option type registry contains a CCID
3-specific option type, which is a nunber in the range 128-255; the
name of the option, such as "Loss Intervals"; and a reference to the
RFC defining the option type. The registry is initially popul ated
using the values in Table 1, in Section 8. This document allocates
option types 192-194, and option types 184-190 and 248-254 are
permanently reserved for experinental and testing use. The remaining
option types -- 128-183, 191, 195-247, and 255 -- are currently
reserved and should be allocated with the Standards Action policy,
whi ch requires | ESG revi ew and approval and standards-track | ETF RFC
publ i cati on.

3. Feature Nunbers

Each entry in the DCCP CCID 3 feature number registry contains a CCID
3-specific feature nunmber, which is a nunmber in the range 128-255;
the nanme of the feature, such as "Send Loss Event Rate"; and a
reference to the RFC defining the feature nunber. The registry is
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13.

initially populated using the values in Table 2, in Section 8.  This
document al |l ocates feature nunber 192, and feature nunbers 184-190
and 248-254 are permanently reserved for experinmental and testing
use. The remaining feature nunmbers -- 128-183, 191, 193-247, and 255
-- are currently reserved and should be allocated with the Standards
Action policy, which requires |IESG revi ew and approval and
standards-track | ETF RFC publicati on.

Thanks

We thank Mark Handley for his help in defining CCID 3. W also thank
Mark Al l man, Aaron Fal k, Ladan Gharai, Sara Karlberg, G eg M nshall
Arun Venkat aramani, David Vos, Yufei Wang, Magnus Westerlund, and
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A

Appendi x: Possi bl e Future Changes to CCID 3

There are a nunber of cases where the behavior of TFRC as specified
in [ RFC3448] does not match the desires of possible users of DCCP
These include the foll ow ng:

1. The initial sending rate of at nobst four packets per RTT, as
specified in [ RFC3390].

2. The receiver’s sending of an acknow edgenent for every data packet
recei ved, when the receiver receives at a rate |l ess than one
packet per round-trip tine.

3. The sender’s limtation of at nost doubling the sending rate from
one round-trip tinme to the next (or, nore specifically, of
l[imting the sending rate to at nmpst twice the reported receive
rate over the previous round-trip tine).

4. The linmtation of halving the allowed sending rate after an idle
period of four round-trip tines (possibly down to the initia
sending rate of two to four packets per round-trip tine).

5. The response function used in [ RFC3448], Section 3.1, which does
not closely match the behavior of TCP in environnents with high
packet drop rates [ RFC3714].

One suggestion for higher initial sending rates is an initial sending
rate of up to eight small packets per RTT, when the total packet

size, including headers, is at nost 4380 bytes. Because the packets
woul d be rate-paced out over a round-trip tinme, instead of sent
back-to-back as they would be in TCP, an initial sending rate of

ei ght small packets per RTT with TFRC-based congestion control would
be considerably nilder than the inpact of an initial w ndow of eight
smal | packets sent back-to-back in TCP. As Section 5.1 descri bes,
the initial sending rate al so serves as a | ower bound for reductions
of the allowed sending rate during an idle period.

We note that with CCD 3, the sender is in slowstart in the

begi nni ng and responds pronptly to the report of a packet |oss or
mar k. However, in the absence of feedback fromthe receiver, the
sender can maintain its old sending rate for up to four round-trip
times. One possibility would be that for an initial w ndow of eight
smal | packets, the initial nofeedback tiner would be set to two
round-trip tines instead of four, so that the sending rate would be
reduced after two round-trips wthout feedback
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Research and engi neering will be needed to investigate the pros and
cons of nodifying these limtations in order to allow larger initia

sendi ng rates,
rate is | ow,

to send fewer acknow edgenents when the data sending

to allow nmore abrupt changes in the sending rate, or to

all ow a higher sending rate after an idle period.
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