Net wor k Wor ki ng Group L. Martini, Ed

Request for Comments: 4448 E. Rosen
Cat egory: Standards Track Ci sco Systens, Inc.
N. El - Aawar

Level 3 Conmmuni cations, LLC

G Heron

Tel | abs

April 2006

Encapsul ati on Methods for Transport of Ethernet over MPLS Networks
Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
Oficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this nemo is unlimted.

Copyri ght Notice
Copyright (C The Internet Society (2006).

Abst ract

An Et hernet pseudowire (PW is used to carry Ethernet/802.3 Protoco
Data Units (PDUs) over an MPLS network. This enabl es service
providers to offer "enul ated" Ethernet services over existing MPLS
networks. This docunent specifies the encapsul ation of

Et hernet/802.3 PDUs within a pseudowire. It also specifies the
procedures for using a PWto provide a "point-to-point Ethernet"
servi ce.

Martini, et al. St andards Track [ Page 1]



RFC 4448 Encapsul ati on of Ethernet over MPLS April 2006

Tabl e of Contents

1. IntroduCti On ... e 3
2. Specification of Requirements ....... ... . .. . . . . ... i 6
3. Applicability Statement . .... .. ... ... . 6
4. Details Specific to Particular Enulated Services ................ 7
4.1. Ethernet Tagged Mdde . .......... . i 7
4.2. Ethernet Raw Mode .. ... ... . . . . . 8
4.3. Ethernet-Specific Interface Paraneter LDP Sub-TLV .......... 8
4.4. Generic Procedures ... ... .. 9
4.4.1. Raw Mbde vs. Tagged Mode ....... ... ... ..., 9

4.4.2. MIU Managenent on the PE/CE Links .................. 11

4.4.3. Frame Ordering ....... .. 11

4.4.4. Frame Error ProCcesSing ..........oouiiiiiinnnneon. 11

4.4.5. | EEE 802.3x Flow Control Interworking .............. 11

4.5, MANagemEBNT . . .. e 12
4.6. The Control Word ....... .. ... 12
4.7. QS Considerati oOns . ........ . 13

5. Security Considerati ons .......... ... 14
6. PSN MU Requi r €mBNt S . .. o e e e e e e 14
7. Normative References ... ... ... ... . 15
8. Informative References ...... ... ... .. . 15
9. Significant Contributors ......... . .. .. ... 17
Appendi x A Interoperability Guidelines ........................... 20
A l. Configuration Qptions ........... ... 20

A. 2. | EEE 802.3x Flow Control Considerations ................... 21
Appendix B. QoS Details . ... .. 21
B.1. Adaptation of 802.1Q CoSto PSNCoS .......... ... .......... 22
B.2. Drop Precedence ......... ... 23

Martini, et al. St andards Track [ Page 2]



RFC 4448 Encapsul ati on of Ethernet over MPLS April 2006

1. Introduction

An Et hernet pseudowire (PW allows Ethernet/802.3 [802.3] Protoco
Data Units (PDUs) to be carried over a Miulti-Protocol Label Swtched
[ MPLS- ARCH] network. I n addressing the issues associated with
carrying an Ethernet PDU over a packet switched network (PSN), this
docunent assunes that a pseudowire (PW has been set up by using a
control protocol such as the one as described in [PME3-CTRL]. The
desi gn of Ethernet pseudowi re described in this document conforms to
the pseudowi re architecture described in [RFC3985]. It is also
assuned in the remainder of this docunment that the reader is famliar
with RFC 3985.

The Pseudowi re Enmul ati on Edge-to- Edge (PWE3) Ethernet PDU consists of
the Destination Address, Source Address, Length/Type, MAC i ent
Data, and paddi ng extracted froma MAC frane as a concat enated oct et
sequence in their original order [PDU.

In addition to the Ethernet PDU format used within the pseudowire,
this docunment discusses:

- Procedures for using a PWin order to provide a pair of Customer
Edge (CE) routers with an emul ated (point-to-point) Ethernet
service, including the procedures for the processing of Provider
Edge (PE)-bound and CE-bound Ethernet PDUs [ RFC3985]

- Ethernet-specific quality of service (QS) and security
consi derations

- Inter-domain transport considerations for Ethernet PW

The following two figures describe the reference nodels that are
derived from [ RFC3985] to support the Ethernet PWenul ated services.
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Figure 1: PWE3 Et hernet/VLAN Interface Reference Configuration

The "enul ated service" shown in Figure 1 is,
the PEs have MAC interfaces,

bri dged LAN,
etc. However,

the procedures for

strictly speaking, a
consunme MAC control franes,

the procedures specified herein only support the case
in which there are two CEs on the "enul ated LAN'.
this service as "enul ated point-to-point Ethernet”.

Hence we refer to
Speci fication of

usi ng pseudowires to enmulate LANs with nore than

two CEs are out of the scope of the current docunent.
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Figure 2: Ethernet PWE3 Protocol
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For the purpose of this docunent, PE1 will be defined as the ingress
router, and PE2 as the egress router. A layer 2 PDU will be received
at PEl, encapsul ated at PEl, transported, decapsul ated at PE2, and
transmitted out on the attachnment circuit of PE2.

An Ethernet PWenulates a single Ethernet |ink between exactly two
endpoi nts. The nechani snms described in this docunent are agnostic to
that which is beneath the "Pseudowi re" level in Figure 2, concerning
itself only with the "Enul ated Service" portion of the stack

The foll owi ng reference nodel describes the term nation point of each
end of the PWwithin the PE

e +
| PE |
+-- -+ -+ Ao + Ao + Ao +  +-+
|1 P | |PWter| | PSN | |P|
| | <==| h] <=| NSP | <=| mi nati | <=| Tunnel | <=| h| <== From PSN
I R B I | lon | |1yl
| C| +-+ oo -- + oo ---- + oo ---- +  +-+
= |
| | +-+  ----- +  ------ +  ------ +  +-+
|1 1P | |PWter| | PSN | |P|
| | ==>| h| =>| NSP | =>| mi nati | =>| Tunnel | =>| h| ==> To PSN
b Iyl | lon | |1yl
+-- -+ +-4+ 4o + H------ + H------ +  +-+
| |
o o e e e e oo +
N N N
| | |
A B C

Figure 3: PWReference Di agram

The PWtermnates at a logical port within the PE, defined at point B
in the above diagram This port provides an Ethernet MAC service
that will deliver each Ethernet frame that is received at point A,
unaltered, to the point Ain the corresponding PE at the other end of
the PW

The Native Service Processing (NSP) function includes frame
processing that is required for the Ethernet frames that are
forwarded to the PWterm nation point. Such functions nay include
stripping, overwiting or adding VLAN tags, physical port

mul ti pl exi ng and denul ti pl exi ng, PWPWbridging, L2 encapsul ation
shapi ng, policing, etc. These functions are specific to the Ethernet
technol ogy, and may not be required for the PWemnul ati on servi ce.
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The points to the left of A including the physical |ayer between the
CE and PE, and any adaptation (NSP) functions between it and the PW
term nations, are outside of the scope of PWE3 and are not defined
her e.

"PW Term nation", between A and B, represents the operations for
setting up and maintaining the PW and for encapsul ati ng and
decapsul ating the Ethernet franes as necessary to transmit them
across the MPLS networKk.

An Ethernet PWoperates in one of two nodes: "raw node" or "tagged
node". In tagged node, each franme MJUST contain at |east one 802.1Q
[802. 1 VLAN tag, and the tag value is neaningful to the NSPs at the
two PWtermnation points. That is, the two PWternination points
must have sone agreenent (signaled or manual ly configured) on how to
process the tag. On a raw node PW a frame MAY contain an 802.1Q
VLAN tag, but if it does, the tag is not meaningful to the NSPs, and
passes transparently through them

Addi tional term nology rel evant to pseudow res and Layer 2 Virtual
Private Networking may be found in [ RFC4026] .

2. Specification of Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

3. Applicability Statenent

The Ethernet PWenul ation allows a service provider to offer a "port
to port" Ethernet-based service across an MPLS packet switched
network (PSN) while the Ethernet VLAN PWenul ation allows an

"Et hernet VLAN to VLAN' based service across an MPLS packet switched
net wor k (PSN) .

The Ethernet or Ethernet VLAN PWhas the follow ng characteristics in
rel ati onship to the respective native service:

- An Ethernet PWconnects two Ethernet ACs while an Ethernet VLAN
PW connects two Ethernet VLAN ACs, supporting bidirectional
transport of variable |l ength Ethernet frames. The ingress
Native Service Processing (NSP) function strips the preanble and
franme check sequence (FCS) fromthe Ethernet franme and
transports the frame in its entirety across the PW This is
done regardl ess of the presence of the 802.1Qtag in the frame.
The egress NSP function receives the Ethernet frame fromthe PW
and regenerates the preanble or FCS before forwarding the frane
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to the attachnent circuit. Since the FCSis not transported
across either Ethernet or Ethernet VLAN PWs, payload integrity
transparency may be lost. The OPTI ONAL net hod described in

[ FCS] can be used to achieve payload integrity transparency on
Et hernet or Ethernet VLAN PWs.

- For an Ethernet VLAN PW VLAN tag rewite can be achi eved by NSP
at the egress PE, which is outside the scope of this docunent.

- The Ethernet or Ethernet VLAN PWonly supports honbgeneous
Et hernet frame type across the PW both ends of the PWnust be
ei ther tagged or untagged. Heterogeneous frame type support
achieved with NSP functionality is outside the scope of this
document .

- Ethernet port or Ethernet VLAN status notification is provided
using the PWStatus TLV in the Label Distribution Protocol (LDP)
status notification nmessage. Loss of connectivity between PEs
can be detected by the LDP session closing, or by using [ VCCV]
nmechani sns. The PE can convey these indications back to its
attached Renpte System

- The maxi mum frane size that can be supported is limted by the
PSN MU m nus the MPLS header size, unless fragnentati on and
reassenbly are used [ FRAG .

- The packet switched network may reorder, duplicate, or silently
drop packets. Sequenci ng MAY be enabled in the Ethernet or
Et hernet VLAN PWto detect |ost, duplicate, or out-of-order
packets on a per-PW basis.

- The faithful ness of an Ethernet or Ethernet VLAN PWnay be
i ncreased by |l everaging Quality of Service features of the PEs
and the underlying PSN. (See Section 4.7, "QoS
Consi derations".)

4. Details Specific to Particular Emul ated Services
4.1. FEthernet Tagged Mde

The Ethernet frame will be encapsul ated according to the procedures
defined later in this docunent for tagged node. It should be noted
that if the VLAN identifier is nodified by the egress PE, the

Et hernet spanning tree protocol might fail to work properly. |If this
issue is of significance, the VLAN identifier MJST be selected in
such a way that it matches on the attachnent circuits at both ends of
the PW
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If the PE detects a failure on the Ethernet physical port, or the
port is admnistratively disabled, it MJST send a PWstatus
notification nessage for all PW associated with the port.

Thi s node uses service-delimting tags to map i nput Ethernet franes
to respective PW and corresponds to PWtype 0x0004 "Ethernet Tagged
Mode" [ ANA].

4.2. Ethernet Raw Mbde

The Ethernet frame will be encapsul ated according to the procedures
defined later in this docunent for raw node. |If the PE detects a
failure on the Ethernet input port, or the port is adninistratively
di sabl ed, the PE MUST send an appropriate PWstatus notification
nessage to the correspondi ng renote PE.

In this node, all Ethernet frames received on the attachnent circuit
of PEL1 will be transnmitted to PE2 on a single PW This service
corresponds to PWtype 0x0005 "Ethernet"” [I|ANA].

4.3. FEthernet-Specific Interface Paraneter LDP Sub-TLV

This LDP sub-Type Length Value [LDP] specifies interface-specific
paraneters. Wen applicable, it MJST be used to validate that the
PEs, and the ingress and egress ports at the edges of the circuit,
have the necessary capabilities to interoperate with each other. The
Interface paraneter TLV is defined in [PWE3-CTRL], the | ANA registry
with initial values for interface parameter sub-TLV types is defined
in [IANA], but the Ethernet-specific interface paraneters are
specified as foll ows:

- 0x06 Requested VLAN I D Sub-TLV

An Optional 16-bit value indicating the requested VLAN ID. This
par amet er MUST be used by a PE that is incapable of rewiting
the 802. 1Q Ethernet VLAN tag on output. |[|f the ingress PE
receives this request, it MUST rewite the VLAN | D contai ned

i nside the VLAN Tag at the input to nmatch the requested VLAN | D
If this is not possible, and the VLAN | D does not already match
the configured ingress VLAN I D, the PWMJIST not be enabl ed.

This paraneter is applicable only to PWtype 0x0004.
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4.4. Ceneric Procedures
When t he NSP/ Forwarder hands a frame to the PWterm nation function
- The preanble (if any) and FCS are stripped off.

- The control word as defined in Section 4.6, "The Control Wrd"
is, if necessary, prepended to the resulting frame. The
condi ti ons under which the control word is or is not used are
speci fied bel ow.

- The proper pseudowi re denultiplexer (PWLabel) is prepended to
the resulting packet.

- The proper tunnel encapsulation is prepended to the resulting
packet .

- The packet is transmtted.

The way in which the proper tunnel encapsul ation and pseudow re
denmul ti pl exer is chosen depends on the procedures that were used to
set up the pseudowi re.

The tunnel encapsul ati on depends on how the MPLS PSN is set up. This
can include no | abel, one |abel, or nultiple |labels. The proper
pseudowi re denul tiplexer is an MPLS | abel whose value is determ ned
by the PWsetup and mai nt enance protocols.

VWhen a packet arrives over a PW the tunnel encapsul ati on and PW
denul ti pl exer are stripped off. |If the control word is present, it
is processed and stripped off. The resulting frane is then handed to
the Forwarder/NSP. Regeneration of the FCS is considered to be an
NSP responsi bility.

4.4.1. Raw Mde vs. Tagged Mode

When the PE receives an Ethernet frame, and the frame has a VLAN tag,
we can distinguish two cases:

1. The tag is service-delimting. This means that the tag was
pl aced on the frame by some piece of service provider-operated
equi prent, and the tag is used by the service provider to
di stinguish the traffic. For exanple, LANs fromdifferent
customers mght be attached to the same service provider
switch, which applies VLAN tags to distinguish one customer’s
traffic fromanother’s, and then forwards the frames to the PE
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2. The tag is not service-delimting. This nmeans that the tag was
placed in the frame by a piece of custoner equipnment, and is
not meani ngful to the PE

VWet her or not the tag is service-delimting is determ ned by | ocal
configuration on the PE.

If an Ethernet PWis operating in raw node, service-deliniting tags
are NEVER sent over the PW |If a service-delimiting tag is present
when the frame is received fromthe attachnent circuit by the PE, it
MJST be stripped (by the NSP) fromthe franme before the frame is sent
to the PW

If an Ethernet PWis operating in tagged node, every frame sent on
the PWMJST have a service-delimting VLANtag. |If the frame as
received by the PE fromthe attachnment circuit does not have a
service-delimting VLAN tag, the PE nust prepend the frame with a
dunmy VLAN tag before sending the frame on the PW This is the
default operating node. This is the only REQU RED node.

In both nodes, non-service-delimting tags are passed transparently
across the PWas part of the payload. It should be noted that a
singl e Et hernet packet may contain nore than one tag. At nost, one
of these tags may be service-delimting. |In any case, the NSP
function may only inspect the outernpst tag for the purpose of
adapting the Ethernet frane to the pseudowi re.

In both nodes, the service-delimting tag val ues have only | ocal
significance, i.e., are neaningful only at a particular PE-CE
interface. When tagged node is used, the PE that receives a frane
fromthe PWnmay rewite the tag value, or may strip the tag entirely,
or may | eave the tag unchanged, depending on its configuration. Wen
raw nmode is used, the PE that receives a frane nay or may not need to
add a service-delimting tag before transnmtting the frame on the
attachment circuit; however, it MJST not rewite or renpve any tags
that are already present.

The following table illustrates the operations that mnight be
performed at input fromthe attachnent circuit:

o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e em o +
| Tag-> | service delinmting | non service delimnting|
[------------- e o |
| Raw Mbde | 1st VLAN Tag Renoved| no operation performed|
[------------- o m e e e e e eeeaaaaa e |
| Tagged Mode | NO OP or Tag Added | Tag Added |
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e em o +
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4.4.2. MU Managenent on the PE/ CE Links

The Ethernet PW MJST NOT be enabled unless it is known that the MIUs
of the CE-PE links are the same at both ends of the PW If an egress
router receives an encapsul ated | ayer 2 PDU whose payl oad | ength
(i.e., the length of the PDU itself w thout any of the encapsul ation
headers) exceeds the MIU of the destination |ayer 2 interface, the
PDU MUST be dropped.

4.4.3. Frane Ordering

In general, applications running over Ethernet do not require strict
frane ordering. However, the | EEE definition of 802.3 [802. 3]
requires that frames fromthe same conversation in the context of
l'ink aggregation (clause 43) are delivered in sequence. Moreover,
the PSN cannot (in the general case) be assuned to provide or to
guarantee frame ordering. An Ethernet PWcan, through use of the

control word, provide strict frame ordering. |If this optionis
enabl ed, any franmes that get msordered by the PSN will be dropped or
reordered by the receiving PWendpoint. |[|f strict frame ordering is

a requirenent for a particular PW this option MJST be enabl ed.
4.4.4. Frane Error Processing

An encapsul ated Ethernet frame traversing a pseudowi re nay be
dropped, corrupted, or delivered out-of-order. As described in

[ PAE3-REQ, frane |oss, corruption, and out-of-order delivery are
considered to be a "generalized bit error" of the pseudowire. PW
franes that are corrupted will be detected at the PSN | ayer and

dr opped.

At the ingress of the PW the native Ethernet frane error processing
mechani sns MJST be enabl ed. Therefore, if a PE device receives an
Et hernet frame containi ng hardware-1level Cyclic Redundancy Check
(CRC) errors, framng errors, or a runt condition, the frame MJST be
di scarded on input. Note that defining this processing is part of
the NSP function and is outside the scope of this docunent.

4.4.5. | EEE 802.3x Flow Control Interworking

In a standard Ethernet network, the flow control mechanismis
optional and typically configured between the two nodes on a point-
to-point link (e.g., between the CE and the PE). |EEE 802. 3x PAUSE
frames MJUST NOT be carried across the PW See Appendi x A for notes
on CE-PE flow control
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4.5. Managenent

The Et hernet PW managenent nodel foll ows the general PW nanagenent
nodel defined in [RFC3985] and [ PWE3-M B]. Many comon PW managenent
facilities are provided here, with no additional Ethernet specifics
necessary. FEthernet-specific paraneters are defined in an additiona
M B nmodule, [PWM B].

4.6. The Control Wrd

The control word defined in this section is based on the Generic PW
MPLS Control Word as defined in [PWE3-CW. It provides the ability
to sequence individual franes on the PW avoi dance of equal - cost

nmul ti pl e-path | oad-bal anci ng (ECMP) [ RFC2992], and Operations and
Managenment (OAM mechani snms incl udi ng VCCV [ VCCV] .

[ PAE3-CW states, "If a PWis sensitive to packet misordering and is
being carried over an MPLS PSN that uses the contents of the MPLS
payl oad to select the ECMP path, it MJST enpl oy a mechani sm which
prevents packet misordering." This is necessary because ECMP

i mpl enentati ons may exam ne the first nibble after the MPLS | abe
stack to determ ne whether the |abelled packet is IP or not. Thus,
if the source MAC address of an Ethernet frane carried over the PW
wi thout a control word present begins with 0x4 or 0x6, it could be
nm staken for an IPv4 or | Pv6 packet. This could, depending on the
configuration and topol ogy of the MPLS network, lead to a situation
where all packets for a given PWdo not follow the same path. This
may increase out-of-order franmes on a given PW or cause OAM packets
to follow a different path than actual traffic (see Section 4.4.3,
"Frame Ordering").

The features that the control word provides nmay not be needed for a
gi ven Ethernet PW For exanple, ECMP nmay not be present or active on
a given MPLS network, strict frame sequenci ng may not be required,
etc. |If this is the case, the control word provides little value and
is therefore optional. Early Ethernet PWinpl enentati ons have been
depl oyed that do not include a control word or the ability to process
one if present. To aid in backwards compatibility, future

i mpl ement ati ons MUST be able to send and receive franes wi thout the
control word present.

In all cases, the egress PE MUST be aware of whether the ingress PE

will send a control word over a specific PW This may be achi eved by
configuration of the PEs, or by signaling, as defined in [ PAE3-CTRL].
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The control word is defined as foll ows:

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

|0 0 0 O Reserved | Sequence Nunber
s S S o T i i S S i (i

In the above diagram the first 4 bits MIST be set to 0 to indicate
PWdata. The rest of the first 16 bits are reserved for future use.
They MJST be set to 0 when transmtting, and MJST be ignored upon
receipt.

The next 16 bits provide a sequence nunber that can be used to
guarantee ordered frame delivery. The processing of the sequence
nunber field is OPTI ONAL

The sequence nunber space is a 16-bit, unsigned circul ar space. The
sequence nunber value 0 is used to indicate that the sequence nunber
check algorithmis not used. The sequence nunber processing
algorithmis found in [ PNE3-CW.

4.7. QoS Consi derations

The ingress PE MAY consider the user priority (PRI) field [802.1Q of
the VLAN tag header when determining the value to be placed in a QS
field of the encapsul ating protocol (e.g., the EXP fields of the MPLS
| abel stack). In a simlar way, the egress PE MAY consider the QoS
field of the encapsul ating protocol (e.g., the EXP fields of the MPLS
| abel stack) when queuing the frane for transm ssion towards the CE

A PE MUST support the ability to carry the Ethernet PWas a best-
effort service over the MPLS PSN. PRI bits are kept transparent
bet ween PE devi ces, regardl ess of the QoS support of the PSN

If an 802.1Q VLAN field is added at the PE, a default PRI setting of
zero MJUST be supported, a configured default value is recomended, or
the value may be mapped fromthe QS field of the PSN, as referred to
above.

A PE may support additional QoS support by means of one or nore of
the foll ow ng nethods:

i. One class of service (CoS) per PWENnd Service (PWES), mapped
to a single CoS PWat the PSN
ii. Miltiple CoS per PWS mapped to a single PWwith multiple
CoS at the PSN
iii. Miltiple CoS per PWES mapped to multiple PW at the PSN
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Exanmpl es of the cases above and details of the service napping
consi derations are described in Appendix B

The PWguaranteed rate at the MPLS PSN | evel is PWservice provider
policy based on agreenent with the customer, and nmay be different
fromthe Ethernet physical port rate.

5. Security Considerations

The Ethernet pseudowire type is subject to all of the genera
security considerations discussed in [ RFC3985] and [ PVE3-CTRL].

The Ethernet pseudowire is transported on an MPLS PSN; therefore, the
security of the pseudowire itself will only be as good as the
security of the MPLS PSN. The MPLS PSN can be secured by various

met hods, as described in [ MPLS- ARCH] .

Security achieved by access control of MAC addresses is out of the
scope of this docunent. Additional security requirenents related to
the use of PWin a switching (virtual bridging) environnent are not
di scussed here as they are not within the scope of this docunent.

6. PSN MIU Requirenents

The MPLS PSN MUST be configured with an MIU that is |arge enough to
transport a maxi numsi zed Ethernet frame that has been encapsul at ed
with a control word, a pseudowi re demultiplexer, and a tunne

encapsul ation. Wth MPLS used as the tunneling protocol, for
exanple, this is likely to be 8 or nore bytes greater than the

| argest frame size. The methodol ogy described in [ FRAG MAY be used
to fragnment encapsul ated frames that exceed the PSN MIU. However, if
[FRAG is not used and if the ingress router deternines that an
encapsul ated | ayer 2 PDU exceeds the MIU of the PSN tunnel through
which it must be sent, the PDU MJST be dropped.
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Appendi x A.  Interoperability Guidelines
A. 1. Configuration Options

The following is a list of the configuration options for a point-to-
poi nt Ethernet PWbased on the reference points of Figure 3:

Servi ce and | Encap on C |Qperation at B | Remarks
Encap on A | | i ngress/ egress
_____________________________ |_______________|__________________
1) Raw | Raw - Sane as |

| A | |

| | |
2) Tagl | Tag2 | Opti onal change| VLAN can be

| | of VLAN value | 0-4095

| | | Change allowed in

| | | both directions
-------------- R Rl
3) No Tag | Tag | Add/ renove Tag | Tag can be

| |field | 0-4095

| | | (note i)

: : '
4) Tag No Tag | Renove/ add Tag (note ii)

|field

Fi gure 4: Configuration Options
Al | owed conbi nati ons:

Raw and ot her services are not allowed on the sanme NSP virtual port
(A). Al other conbinations are allowed, except that conflicting
VLANs on (A) are not allowed. Note that in npst point-to-point PW
applications the NSP virtual port is the sane entity as the physica
port.

Not es:
i. Mde #3 MAY be linited to adding VLAN NULL only, since

change of VLAN or association to specific VLAN can be done
at the PW CE-bound side.
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ii. Mde #4 exists in layer 2 switches, but is not recommended
when operating with PWsince it nmay not preserve the user’s
PRI bits. |If there is a need to renove the VLAN tag (for
TLS at the other end of the PW, it is recommended to use
node #2 with tag2=0 (NULL VLAN) on the PWand use node #3 at
the other end of the PW

A. 2. | EEE 802. 3x Flow Control Considerations

If the receiving node becones congested, it can send a special frane,
called the PAUSE frane, to the source node at the opposite end of the
connection. The inplenentation MJST provide a nmechani sm for

term nating PAUSE franes locally (i.e., at the local PE). It MJST
operate as follows: PAUSE franmes received on a | ocal Ethernet port
SHOULD cause the PE device to buffer, or to discard, further Ethernet
franes for that port until the PAUSE condition is cleared.
Optionally, the PE MAY sinply discard PAUSE frames.

If the PE device wi shes to pause data received on a |ocal Ethernet
port (perhaps because its own buffers are filling up or because it
has received notification of congestion within the PSN), then it MAY
i ssue a PAUSE frame on the | ocal Ethernet port, but MJST clear this
condition when willing to receive nore data.

Appendi x B. QoS Details

Section 4.7, "QoS Considerations", describes various nodes for
supporting PW QOS over the PSN. Examples of the above for a point-
to-poi nt VLAN service are:

- The classification to the PWis based on VLAN field, but the
user PRI bits are mapped to different CoS markings (and network
behavior) at the PWlevel. An exanple of this is a PWnapped to
an E-LSP in an MPLS net worKk.

- The classification to the PWis based on VLAN field and the PRI
bits, and franes with different PRI bits are nmapped to different
PW. An exanple is to map a PWES to different L-LSPs in MPLS
PSN in order to support multiple CoS over an L-LSP-capable
network, or to map a PWES to nmultiple L2TPv3 sessions [L2TPv3].

The specific value to be assigned at the PSN for various CoS is
out of the scope of this docunent.
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Adapt ati on of 802.1Q CoS to PSN CoS

April 2006

It is not required that the PSN will have the sane CoS definition of
CoS as defined in [802.1Q, and the nmappi ng of 802.1Q CoS to PSN CoS
is application specific and depends on the agreement between the
custonmer and the PWprovider. However, the follow ng principles
adopted from 802. 1Q Table 8-2, MJST be net when applying the set of

PSN CoS based on user’'s PRI bits.

| #of avail abl e cl asses of service|
R R R i Lt S SR SR
|
|

User [l 1| 2] 3| 4] 5| 6] 7| 8|
Priority | | | | | | | | |
0 Best Effort|] O] O] O] 2] 2| 1] 1| 2|
(Defaul t) | | | | | | | | | |
------------ I I e e el S S|
1 Background || O] O] O] O] O] O] O] O

| | | | | | | | | |
------------ R R S S Sl S S S
2 Spare [] O] O] O] O] O] O] O] 1]

| | | | | | | | | |
------------ I I e e el S S|
3 Excellent || O] O] O] 1| 2] 2| 2] 3|
Ef fort N A A B
------------ R R S S Sl S S S
4 Controlled || O] 2| 2| 2] 2| 3] 3| 4]
Load | | | | | | | | | |
------------ I I e e el S S|
5 Interactive|]| O] 1| 2| 2| 3| 4| 4] 5|
Mltinedia || | | | | | | | |
------------ R R S S Sl S S S
6 Interactive|| O] 1| 2| 3| 4] 5| 5] 6]
Voi ce | | | | | | | | | |
------------ I I e e el S S|
7 Net wor k [l O 2] 2| 3] 4| 5| 6| 7|
Cont r ol | | | | | | | | | |
------------ R R S S Sl S S S

Figure 5: | EEE 802.1Q CoS Mappi ng
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B.2. Drop Precedence

The 802. 1P standard does not support drop precedence; therefore, from
the PW PE-bound point of viewthere is no mapping required. It is,
however, possible to mark different drop precedence for different PW
franes based on the operator policy and required network behavi or
This functionality is not discussed further here.

PSN QoS support and signaling of QS are out of the scope of this
docurent .
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ietf-ipr@etf.org.
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