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Abst r act

Thi s docunent describes data structures and APl support for Mbobile
| Pv6 as an extension to the Advanced Socket APl for |Pv6.

Just as the Advanced Sockets APl for |Pv6 gives access to various
ext ensi on headers and the | CvWPv6 protocol, this docunment specifies
the sane | evel of access for Mbile IPv6 components. It specifies a
mechani sm for applications to retrieve and set information for
Mobility Header messages, Hone Address destination options, and
Routi ng Header Type 2 extension headers. It also specifies the
conmon data structures and definitions that mght be used by certain
advanced Mdbile I Pv6 socket applications.
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1

| ntroducti on

Mobility Support in IPv6 [2] defines a new Mbility Protocol header,

a Hone Address destination option and a new Routing Header type. It
is expected that Mobile I Pv6 user-Ilevel inplementations and sone
speci al applications will need to access and process these |Pv6

ext ensi on headers. This docunent is an extension to the existing
Advanced Sockets APl docunent [1]; it addresses the Advanced |Pv6
Sockets API for these new protocol elenments defined by Mbile |IPv6.

The applicability of this APl mainly targets user-|evel applications.
However, it has al so been shown to be useful within some Mbile |IPv6
i mpl enentations; for instance, where part of the Mbile | Pv6 protoco
is inmplenented at user-level and part in the kernel. It is up to any
such inplenmentations to architect which part of the Mbile I Pv6 and

| P Security (IPSec) packet processing should be done at the user-
level in order to neet the design needs of the particular platform
and operating system

The target user-level applications for this socket APl are believed
to be debuggi ng and di agnostic applications and sone policy
applications that would like to receive copies of protoco
information at the application |ayer.

The packet information and access to the extension headers (Routing
header and Destination options) are specified using the "ancillary
data" fields that were added to the 4.3BSD Reno sockets APl in 1990.
The reason is that these ancillary data fields are part of the
Posi x. 1g standard and shoul d therefore be adopted by nost vendors.
Thi s docunent is consistent with Advanced Sockets APl for IPv6 [1] in
structure definitions, header files, and function definitions. Thus,
the inplementors of this APl docunment are assunmed to be famliar with
the data structures, data sending and receiving procedures, and the

| Pv6 extension header access functions described in the Advanced
Sockets APl for 1Pv6 [1].

Non- goal s

Thi s docunent does not address application access to either the

Aut henti cati on Header or the Encapsul ating Security Payl oad header
Thi s docunent al so does not address any APl that m ght be necessary
for Mobile Network [4] specific needs. Furthernobre, note that this
APl docunent excludes di scussion on application-level API. It
assunes that address selection socket APl [5] takes care of selection
of care-of address or honme address as the source address by the
application, when source address selection is required due to the
nature of the application.
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Providing nobility "awareness" to applications, such as applications’
being able to tell whether the host is at hone or not, is out of
scope for this API.

2. Applicability
This APl docunent can be applied in the foll ow ng cases:

1. User-level debugging and nmonitoring tools: This socket APl is
useful for accessing Mbility Headers, Home Address destination
options and Type 2 Routing Headers . For exanple, mh-ping m ght
be a nonitoring tool that can process mohility headers on the
recei ving side to check binding status.

2. Partial user-level inplementation of Mbile | Pv6: W assune that
some inplementations may choose to do the Mbility header
processing at user level. |In that case, this document recomends
i npl enenting at | east the handling of Home Address destination
options and Type 2 Routing Header in the nmain |IP processing paths
in the kernel. The APl can then be used to send and receive the
Mobi l'ity Header packets used for Mbile | Pv6 signaling.

3. Conpl ete header processing at the kernel-1level: Many
i npl enentati ons of Mobile IPv6 [2] perform processing of Hone
Address destination options, Type 2 Routing Headers, and Mbility
headers at the kernel level. However, the kernel keeps a copy of
the recei ved extension headers and passes themup to the API
which is used by the user-1level applications purely for
nmoni tori ng and debuggi ng Mbile | Pv6 packets.

On an | Pv6 host that does not inplenent Mbile | Pv6, the | Pv6
specification [3] requires that packets with the Home Address option
or Type 2 Routing Header (where segnents left is non-zero) be dropped
on receipt. This means that it is not possible to inplenent Mbile

| Pv6 as an application on such a system Thus, on such a system the
applicability of this APl is limted to the first case above

enabl i ng debuggi ng and nonitoring applications (such as tcpdunp) to
parse and interpret Mbile | Pv6 packets.
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3.

Overvi ew
Thi s docunent can be divided into the foll ow ng parts:

1. Definitions of constants and structures for C programns that
capture the Mbile | Pv6 packet formats on the wire. A common
definition of these is useful at |east for packet snooping
applications. This is captured in Section 4. 1In addition
Section 4 al so defines data structures for Home Address
destination option, Type 2 Routing Header, and new | CMPv6
nmessages related to Mbile | Pv6.

2. Notes on howto use the I Pv6 Advanced APl to access Hone Address
options and Type 2 Routing Headers. This is captured in Section
5.

3. Notes on how user-level applications can observe MH (Mbility
Header) packets using raw sockets (in Section 6). The |IPv6 RAW
socket interface described in this docunent allows applications
to receive MH packets whether or not the systenis MH processing
takes place in the "kernel" or at the "user space".

4. A nanme is suggested for 1Pv6 Mbility Header protocol in /etc/
protocols (in Section 7).

Al'l exanples in this docunent onit error checking in favor of
brevity, as it is followi ng the sane style as the Advanced Socket API

[1].

Not e that many of the functions and socket options defined in this
docunent may have error returns that are not defined in this
document .

Data types in this docunent follow the Posix.1lg format: intN_t neans
a signed integer of exactly N bits (e.g., intl16_t), and uintN_t neans
an unsigned integer of exactly N bits (e.g., uint32_t).

Once the APl specification becomes mature and is deployed, it may be
formal |y standardi zed by a nore appropriate body, as has been done
with the Basic APl [6]. However, since this specification largely
bui | ds upon the Advanced Socket APl [1], such standardi zati on would
nmake sense only if the Advanced Socket APl [1] were also

st andar di zed.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.
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4.

4.

4.

Common Structures and Definitions

In this section, the structures are specified in a way so that they
maxi m ze the probability that the conpiler-layout of data structures
are identical to the packet formats on the wire. However, ANSI-C
provi des few guarantees about the size and alignnent of data
structures.

The assunption is that the Advanced Socket APl [1] will pass up the
actual packet content (the wire format) in the buffer and in the
ancillary data objects. Thus, if an inplenmentor has to handle a
system where the ANSI-C conpil er does not and can not |ay out these
structures to match the wire formats in RFC 3775 [2], the structures
defined by this APl can not be supported on such a system

The constants and structures shown bel ow are in network byte order
so an application needs to performthe appropriate byte order
conversion (ntohs(), etc) when necessary.

The structures and constants below will be included when the (new)
header file is included : <netinet/ip6mh. h>

1. The Mobility Header Data Structures
1.1. The ip6_mh Structure

The following structure is defined as a result of including
<netinet/ip6nmh.h> This is the fixed part of the Mbility Header
Different Mobility message types are defined in Mbile IPv6 [2]. For
portability and alignnent reasons, each nobility nessage type

i ncludes the nobility header fields instead of including the ip6_nh
structure, followed by the nessage-specific fields.

struct ip6_mh {

uint8_t i p6mh_pr ot o; /* NO_NXTHDR by default */

uint8_t i péh_hdrlen; /* Header Len in unit of 8 Cctets
excluding the first 8 Cctets */

ui nt 8_t i p6mh_t ype; /* Type of Mobility Header */

ui nt 8_t i p6rh_r eserved; /* Reserved */

ui nt 16_t i pérh_cksum /* Mobility Header Checksum */

/* Fol |l owed by type specific nessages */
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Bi ndi ng Refresh Request Mobility Message

ruct i p6_nh_bindi ng_request {
uint8_t i p6mhbr _pr ot o;
uint8_t i p6mrhbr _hdrl en
uint8_t i péhbr _type;
uint8_t i pémhbr _reserved,;

uint16 t i pémrhbr _cksum
uint16_t i pérhbr _reserved2;

/* Fol |l owed by optional Mbility Options */

July 2006

3
Hone Address Test Init (HoTl) Message
struct i p6_nmh_home_test_init {
uint8_t i pérhhti _pr ot o;
uint8 t i pérhhti _hdrl en;
uint8_t i pémhhti _type;
uint8_t i pémhhti _reserved;
uint16 t i pémhhti _cksum
ui nt 16_t i pérhhti _reserved2;
ui nt 32_t i pérhhti _cookie[2]; /* 64 bit Cookie by MN */
/* Fol |l owed by optional Mbility Options */
b
Care-of Address Test Init (CoTl) Message
struct i p6_mh_careof test_init {
uint8_t i pérhcti _prot o;
uint8_t i pérhcti _hdrlen;
uint8_t i pérhcti _type;
uint8_t i pérhcti _reserved;
uint16_t i pérhcti _cksum
uint16_t i pérhcti _reserved?;
ui nt 32_t i pérhcti _cookie[2]; /* 64 bit Cookie by MN */
/* Fol |l owed by optional Mbility Options */
b

| nf or mat i ona
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4.1.5. Hone Address Test (HOTI) Message
struct ip6_nmh_hone_test {
uint8_t i pérhht _pr ot o;
uint8_t i pérhht _hdr | en;
uint8_t i pérhht _t ype;
uint8_t i pérhht _reserved,;
uint16 t i pérhht _cksum
ui nt 16_t i p6rrhht _nonce_i ndex;
ui nt 32_t i pérhht _cooki e[ 2] ; [* Cookie fromHOTI msg */
ui nt 32_t i pémhht _keygen[2]; /* 64 Bit Key by CN */
/* Fol |l owed by optional Mbility Options */
b
4.1.6. Care O Address Test (COl) Message
struct ip6_nmh_careof test {
uint8_t i pérhct _proto;
uint8_t i pérhct _hdr | en;
uint8_t i pérhct _type;
uint8_t i pérhct _reserved,;
uint16_t i pérhct _cksum
uint16_t i pérhct _nonce_i ndex;
ui nt 32_t i pémhct _cookie[2]; /* Cookie from COTl nessage */
ui nt 32_t i pémhct _keygen[2]; [/* 64bit key by CN */
/* Foll owed by optional Mbility Options */
H
4.1.7. Binding Update Mbility Message
struct i p6_nh_bi ndi ng_update {
uint8_t i pémhbu_pr ot o;
uint8_t i péhbu_hdr | en;
uint8_t i pémrhbu_t ype;
uint8 t i pémhbu_r eserved,;
uint16 t i pérmhbu_cksum
uint16_t i pémhbu_seqno; /* Sequence Nunber */
uint16 t i péhbu_f 1 ags;
ui nt 16_t i pémhbu_lifetime; /* Time in unit of 4 sec */
/* Foll owed by optional Mbility Options */
3
/* Binding Update Flags, in network byte-order */
#defi ne | P6_MH BU ACK 0x8000 /* Request a binding ack */
#define IP6_MH BU HOVE  0x4000 /* Home Registration */
#define I P6_MH BU LLOCAL 0x2000 /* Link-local compatibility */
#define I P6_MH BU KEYM 0x1000 /* Key managenent mobility */
Chakrabarti & Nordmark I nf or mati onal [ Page 8]



RFC 4584 Sockets for APl for Mbile | Pv6 July 2006
4.1.8. Binding Acknow edgenent Mbbility Message
struct ip6_nh_bindi ng_ack {
uint8_t i péhba_pr ot o;
uint8_t i pémrhba_hdr | en
uint8_t i pémhba_type;
uint8_t i pémhba_reserved,;
uint16 t ip6nmhba_cksum
uint8_t i pérhba_st at us; [* Status code */
uint8_t i pérhba_f 1 ags;
uint16_t ip6nmhba_seqno;
uintl6 t ipénmhba lifetine;
/* Foll owed by optional Mbility Options */
H
/* Bi ndi ng Acknowl edgement Fl ags */
#def i ne | P6_MH BA KEYM 0x80 /* Key managenent nobility */

4.1.9. Binding Error Mbility Message

struct i p6_mh_bi ndi ng_error {
uint8_t i péhbe_pr ot o;
uint8 t i p6mrhbe_hdrl en
uint8_t i pémhbe_type;
uint8_t i pémhbe_reserved,;
uint16 t ip6nhbe_cksum

uint8_t i pémhbe_status; /* Error Status */

uint8 t i pérhbe_reserved2;
struct in6_addr ip6nmhbe_honmeaddr
/* Fol |l owed by optional Mbility Options */

b
4.1.10. Mbility Option TLV data structure

struct i p6_mh_opt {

uint8_t i péhopt _type; /* Option Type */
uint8_t i pémhopt _| en; /* Option Length */
/* Foll owed by variable |length Option Data in bytes */
}
Chakrabarti & Nordmark I nf or mati ona
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4.1.11. Mbility Option Data Structures
4.1.11.1. Binding Refresh Advice
struct ip6_nmh_opt_refresh_advice {

uint8 t ip6nora_type;
uint8 t ip6nora_len;

July 2006

uintl6 t ip6nmora_interval; /* Refresh interval in 4 sec */

b
4.1.11.2. Alternate Care-of Address

struct ip6_nh _opt_altcoa {

uint8 t ip6noa_type;

uint8_t ip6noa_l en;

struct in6_addr ip6noa_addr; /* Alternate CoA */
3

4.1.11.3. Nonce Indices

struct i p6_nh_opt _nonce_i ndex {
uint8_t ip6noni_type;
uint8_t ip6roni_| en;
uintl16_t ip6roni _honme_nonce;
uintl16_t ip6noni _coa_nonce;

H
4.1.11.4. Binding Authorization Data
struct ip6_nmh _opt _auth_data {
uint8 t ip6noad_type;
uint8 t ip6noad_ | en;

uint8_ t ip6noad_data[ 12];
3

4.2. Mbility Header Constants
| Pv6 Next Header Value for Mbility:

<netinet/in. h>

#def i ne | PPROTO VH 135 /* | Pv6 Mobility Header

Chakrabarti & Nordmark | nf or mat i ona
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#def i
#def i
#def i
#def i
#def i
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Mobi lity Header Message Types:

net/i pénmh. h>

ne | P6_IVH TYPE BRR 0 /* Binding Refresh Request */

ne | P6_MH TYPE_HOTI 1 /* HOTl Message */

ne |1 P6_IVH TYPE COTI 2 * COTl Message */

ne | P6_MH TYPE_HOT 3 * HOT Message  */

ne | P6_MH TYPE_COT 4 * COT Message */

ne | P6_IVH TYPE BU 5 * Bi ndi ng Update */

ne | P6_NMH TYPE BACK 6 * Bi nding ACK */

ne |1 P6_IVH TYPE BERROR 7 * Binding Error */

Mobi lity Header

Message Option Types:

<netinet/i p6nmh. h>

#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne

| P6_MHOPT _PADL 0x00
| P6_MHOPT_PADN 0x01
| P6_VHOPT_BREFRESH  0x02
| P6_NVHOPT_ALTCOA 0x03
| P6_MHOPT_NONCEID  0x04
| P6_MHOPT_BAUTH 0x05

/*
/*
/*
/*
/*
/*

PAD1 */

PADN */

Bi ndi ng Refresh */
Alternate COA */
Nonce | ndex */

Bi ndi ng Auth Data */

Status val ues acconpani ed with Mbility Binding Acknow edgenent :

<netinet/ip6mh. h>

#def i
#def i

#def i
#def i

#def i
#def i

#def i
#def i

#def i
#def i

Chakr abarti

ne
ne

ne
ne

ne

ne

ne
ne

ne
ne

& Nor dmar k

| P6_VH_BAS_ACCEPTED
| P6_MVH_BAS_PRFX_DI SCOV

| P6_VH_BAS_UNSPECI FI ED
| P6_VH_BAS_PROHI BI T

| P6_NVH_BAS_I NSUFFI Cl ENT
| P6_VH_BAS_HA NOT_SUPPORTED

| P6_VH_BAS_NOT_HOMVE_SUBNET
| P6_MH_BAS_NOT_HA

| P6_VH_BAS_DAD_FAI LED
| P6_VH_BAS_SEQNO BAD

| nf or mat i ona

]

128

129 /

130

131

132
133

134
135

~ ~

/*

/*

/*
/*

~ ~

BU accepted */
Accepted, but prefix
di scovery Required */
Reason unspecified */
Admi ni stratively
prohi bited */
I nsuf ficient
resources */
HA regi stration not
supported */
Not Home subnet
Not HA for this
nobi | e node */
DAD failed */

*/

* Sequence nunber out

of range */
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4.4.
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#define I P6_MH BAS HOVE NI _EXPIRED 136 /* Expired Hone nonce
i ndex */

#define | P6_VMH BAS COA NI _EXPI RED 137 /* Expired Care-of
nonce i ndex */

#define 1 P6_MH BAS NI _EXPI RED 138 /* Expired Nonce
I ndi ces */

#define | P6_MH BAS REG NOT_ALLOMNED 139 /* Registration type
change di sal |l owed */

Status values for the Binding Error nmobility messages:
<netinet/i p6nmh. h>

#define | P6_MH BES_ UNKNOMN_HAO 1 /* Unknown binding for HOA */
#define | P6_MH BES_ UNKNOMN_MH 2 /[* Unknown MH Type */

| Pv6 Home Address Destination Option

Due to alignnment issues in the conpiler, and the alignnent
requirenents for this option, the included | Pv6 address nust be
specified as an array of 16 octets.

<netinet/ip6. h>

/* Honme Address Destination Option */
struct ip6_opt_ hone_address {

uint8_t i p6oha_t ype;
uint8 t i p6oha_l en;
uint8_t i p6oha_addr [ 16] ; /* Home Address */
b
Option Type Definition:
#defi ne | P6OPT_HOVE ADDRESS 0xc9 /* 11 0 01001 */
Type 2 Routing Header

<netinet/ip6. h>

/* Type 2 Routing header for Mbile IPv6 */
struct ip6_rthdr2 {

uint8 t ip6r2_nxt; /* next header */

uint8 t ip6r2 |en; /* length : always 2 */
uint8_t ipb6r2_type; [* always 2 */

uint8_t ip6r2_segleft; /* segments left: always 1 */

uint32_t ip6r2_reserved; [/* reserved field */
struct in6_addr ip6r2_honeaddr; /* Hone Address */
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4.5. New | CVMP Messages for Mobile | Pv6

| CMP nessage types and definitions for Mibile |Pv6 are defined in
<netinet/icnp6. h>.

#define M P6_HA DI SCOVERY REQUEST 144

#define M P6_HA DI SCOVERY_REPLY 145
#define M P6_PREFI X SOLICI T 146
#define M P6_PREFI X_ADVERT 147

The foll owi ng data structures can be used for the | CMP nessage types
di scussed in Sections 6.5 through 6.8 in the base Mbile IPv6 [2]
speci fication.

struct m p6_dhaad_req { /* Dynamic HA Address Discovery */
struct icnp6_hdr m p6_dhreq_hdr;

3

#define m p6_dhreq_type m p6_dhreq_hdr.icnp6_type
#define m p6_dhreq_code m p6_dhreq_hdr.icnp6_code
#define m p6_dhreq_cksum m p6_dhreq_hdr.icnmp6_cksum
#define mp6_dhreq_id m p6_dhreq_hdr.icnp6_dat al6[ 0]

#define m p6_dhreq_reserved m p6_dhreq_hdr.icnp6_datal6[ 1]

struct m p6_dhaad rep { /* HA Address Discovery Reply */
struct icnp6_hdr m p6_dhrep_hdr;
/* Fol |l owed by Home Agent |Pv6 addresses */

3

#define m p6_dhrep_type m p6_dhrep_hdr.icnp6_type
#define m p6_dhrep_code m p6_dhrep_hdr.icnp6_code
#define m p6_dhrep_cksum m p6_dhrep_hdr.icnmp6_cksum
#define mp6_dhrep_id m p6_dhrep_hdr.icnp6_dat al6[ 0]

#define m p6_dhrep_reserved m p6_dhrep_hdr.icnp6_datal6[ 1]

struct mp6 prefix solicit { /* Mobile Prefix Solicitation */

struct icnmp6_hdr nm p6_ps_hdr;
3
#define m p6_ps_type m p6_ps_hdr.icnp6_type
#defi ne m p6_ps_code m p6_ps_hdr.icnp6_code
#define m p6_ps_cksum m p6_ps_hdr.icnp6_cksum
#define mp6_ps_id m p6_ps_hdr.icnp6_dat al6[ 0]
#define m p6_ps_reserved m p6_ps_hdr.icnp6_dat al6] 1]
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struct mp6_prefix advert { /* Mbile Prefix Advertisenents */
struct icnp6_hdr nm p6_pa_hdr;
/* Foll owed by one or nore Pl options */

3

#define m p6_pa_type m p6_pa_hdr.icnp6_type
#defi ne m p6_pa_code m p6_pa_hdr.icnp6_code
#define m p6_pa _cksum m p6_pa_hdr.icnp6_cksum
#define mp6_pa_id nm p6_pa_hdr.icnp6_dat al6[ 0]

#define mp6_pa_flags_reserved m p6_pa_hdr.icnp6_datal6[ 1]

/* Mobile Prefix Advertisenent Flags in network-byte order */
#define M P6_PA FLAG MANAGED 0x8000
#define M P6_PA FLAG OTHER 0x4000

Prefix options are defined in | Pv6 Advanced Socket APl [1]. The
Mobil e | Pv6 Base specification [2] describes the nodified behavior in
the 'Modifications to | Pv6 Nei ghbor Discovery’ section. Prefix
Options for Mobile IP are defined in the foll owi ng section.

4.6. |1Pv6 Neighbor Discovery Changes

| Pv6 Nei ghbor Discovery changes are also defined in
<netinet/icnp6. h>.

New ' Home Agent’ flag in router advertisenent: #define
ND_RA FLAG HOVEAGENT 0x20 /* Hone Agent flag in RA */

New Router flag with prefix information of the hone agent:
#define ND _OPT_PI_FLAG ROUTER 0x20 /* Router flag in Pl */

As per the Mdbile IPv6 specification [2], Section 7.2, a Home Agent
MUST include at | east one prefix option with the Router Address (R
bit set. Advanced Socket API [1] defines data structure for prefix
option as foll ows:

struct nd_opt_prefix_info { [* prefix information */
uint8_t nd_opt _pi _type;
uint8 t nd_opt _pi _| en;
uint8_t nd_opt _pi_prefix_len;
uint8_t nd_opt _pi _flags_reserved;
uint32 t nd_opt_pi_valid_ tine;
uint32_t nd_opt_pi_preferred_tine;
uint32_t nd_opt_pi_reserved?;
struct in6_addr nd_opt_pi_prefix;
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New adverti senent interval option and honme agent information options
are defined in Mobile IPv6 [2] base specification

struct nd_opt_adv_interval { /* Advertisement interval option */

uint8_t nd_opt _ai _type;
ui nt 8_t nd_opt _ai _| en;
ui nt 16_t nd_opt _ai _reserved;
ui nt 32_t nd_opt _ai _interval;
H
The option types for the new Mbile I Pv6 specific options:
#defi ne ND _OPT_ADV_| NTERVAL 7 /[* Adv Interval Option */
#define ND_OPT_HA | NFORVATION 8 /* HA Information option */
struct nd_opt_honeagent _info { /* Hone Agent information */
uint8 t nd_opt _hai _type;
uint8_t nd_opt hai | en;
uint16_t nd_opt hai _reserved;
uint16 t nd_opt hai _preference;
uint16_t nd_opt _hai _|ifetinme;

3
5. Access to Hone Address Destination Option and Routing Headers

Applications that need to be able to access Honme Address destination
option and Type 2 Routing Header information can do so by setting the
appropriate setsockopt option and using ancillary data objects. The
order of extension headers is defined in Mbile IPv6 [2] when an |Pv6
packet with a Home Address Destination Option is sent with other
possi bl e extensi on headers. Section 5.3 el aborates on the extension
header order when all possible cases are present.

Thi s docunent does not reconmend that the user-level programset the
Hone Address destination option or Type 2 Routing Header option;
however, for clarity it defines the order of extension headers. See
Section 2 of this docunent for appropriate usage of sendi ng and
receiving of Home Address destination options and Type 2 Routing
Header extension headers.

Thi s docunent defines a new socket option, |PV6_M PDSTOPTS for
sendi ng Hone Address destination options. 1In order to receive a Hone
Addr ess destination option or Type 2 Route Header, applications nust
call setsockopt() to turn on the corresponding flag as described in

| Pv6 Advanced Socket APl [1] ( for brevity, error checking is not
performed in the exanples):
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int on = 1;

set sockopt (fd, 1 PPROTO | PV6, | PV6_RECVRTHDR, &on, sizeof (on));
set sockopt (fd, |1 PPROTO | PV6, | PV6_RECVDSTOPTS,
&on, sizeof(on));

When any of these options are enabled, the corresponding data is
returned as control information by recvnsg(), as one or nore
ancillary data objects. Receiving the above information for TCP
applications is not defined in this document (see Section 4.1 of
Advanced Sockets APl for 1Pv6 [1]).

Note that if the IP inplenmentation on the host does not inplenent the
handl i ng of Type 2 Routing Headers or Hone Address options, per RFC
2460 [3] the IP stack is required to drop the packet. Thus,

recei ving Home Address destination option and Type 2 Routing Header
at the application layer requires inplementation of respective

ext ensi on headers at the IP layer in the kernel, as defined in
RFC3775 [2] .

For receiving the Honme Address destination option header, the Mbile
| Pv6 inplementation SHOULD foll ow the initial processing rules of the
Hone Address destination option (Section 9.3.1 of Mbile IPv6 [2])
before passing the information to the APl level. This includes
initial processing of |PSec authentication data in a packet when it
exi sts. Each Destination options header is returned as one ancillary
dat a obj ect described by a cnsghdr structure with cnsg_level set to

| PPROTO | PV6 and cnsg_type set to | PV6_DSTOPTS.

For sending the Hone Address destination option, ancillary data can
be used to specify the option content for a single datagram This
applies only to datagram and raw sockets, not to TCP sockets. The
Advanced APl [1] docunent restricts one |IPV6_xxx ancillary data
object for a particul ar extension header in the control buffer.

Thus, there would be a single ancillary data object for the Home
address destination option in an ancillary data buffer. |If nmultiple
destination options are present, then the header order should be in
conpliance with Section 6.3 and 9.3.2 of the Mbile IPv6 [2] base
speci fication.

For TCP data packets with the Home Address destination option, the
"sticky" option may be used for all transmtted packets. The

application can renove the sticky Honme Destination option header by
calling setsockopt() for IPV6_M PDSTOPTS with a zero option |ength.

Note that Section 2 of this document does not encourage setting the

Hone Address destination option at the user level. A Mbile |IPv6
i npl enent ati on shoul d set and process the Hone Address destination
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option and Routing Header Type 2 at the kernel level. The setting of
Routi ng Header Type 2 and the Home Address destination option are
described in this docunment for conpleteness and flexibility to use
themin the future, if there is a need.

The foll owi ng socket option paraneters and cnsghdr fields may be used
for sending (although not a reconmended usage):

opt level/ opt name/ optval /

cnsg_| evel cneg_type cneg_dat a[ ]

| PPROTO | PV6 | PV6_M PDSTOPTS i p6_dest structure
| PPROTO | PV6 | PV6_RTHDR i p6_rthdr structure

Sone | Pv6 inpl enentati ons may support "sticky" options [1] for the
| Pv6 destination option for datagram and RAW sockets.

Behavi or of Legacy |Pv6 Socket Applications:

Legacy | Pv6 applications/inplenmentations using the Advanced Socket
APl [1] nechani snms, upon receiving Hone Address destination options
or Routing headers(Type 2), will discard the packet as per Sections
4.2 and 4.4 of 1PV6 Protocol [3] specification, respectively;

ot herwi se, they should properly handle the Home Address destination
option and the Routing Header Type 2 specified in this docunent.

.1. Routing Header Access Functions

| PV6 Protocol [3] defines a Routing header extension header for Type
0. Thus, in order to access the I Pv6 Routing header Type 2 extension
header, one MJUST use type = 2 and segnment = 1. The follow ng

exi sting functions defined in Advanced APl for |Pv6 Sockets [1] are
supported for Mbile |Pv6 applications for sending and receiving
Routi ng Header Type 2 headers:

For Sendi ng:
size t inet6_rth space(int type, int segnents);
void *inet6_rth_init(void *bp, int bp_len, int type, int segnents);
int inet6_rth_add(void *bp, const struct in6_addr *addr);

For Recei ving:

int inet6_rth_segments(const void *bp);
struct in6_addr *inet6_rth_getaddr(const void *bp, int index);

NOTE: Reversing operation is not possible using the Route Header Type
2 extension header. Thus, inet6 rth reverse() is not used.
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Detai | ed descriptions and exanpl es of accessing an | Pv6 Routing
Header are discussed in the Advanced Sockets APl for |IPv6 [1].
However, Section 7 of Advanced APl for |1Pv6 Sockets [1] indicates
that multiple types of routing headers can be received as nultiple
ancillary data objects to the application (with cnsg_type set to
|PV6_RTHDR). Currently, there are no APl functions defined to return
the routing header type. However, this docunment does not define a
hel per function, since it is easy to access the Routing Header Type
field just as easily as the ip6r_segleft field. An excerpt of a code
sample is provided for extracting the type of the received routing
header :

if (msg.nsg _controllen !'= 0 &&
cmegptr->cneg | evel == | PPROTO | PV6 &&
cmegptr->cneg_type == | PV6_RTHDR) {
struct in6_addr *in6;
char asciinane[ | NET6_ADDRSTRLEN] ;
struct ip6_rthdr *rthdr;
i nt segnments, route_type;

rthdr = (struct ip6_rthdr *)extptr;
segnents = inet6_rth_segnents(extptr);
printf("route (% segnments, % left): ",

segnents, rthdr->i pér_segleft);
route type = rthdr->i p6r_type;
if (route_type == 2) {

printf ("Routing header Type 2 present\n");

}

}
5.2. Content of Type 2 Routing Header

It is recormended that no portable applications send Type 2 Routing
Header ancillary data fromthe application |ayer, since many

i mpl enent ati ons take care of that at the kernel |ayer and may not
support the APl for sending Type 2 Routing Header

Mobile IPv6 [2] defines the Type 2 Routing Header to allow the packet
to be routed directly froma correspondent to the nobile node’s
care-of address. The nobile node’s care-of address is inserted into
the 1 Pv6 Destination Address field. Once the packet arrives at the
care-of address, the nobile node retrieves its home address fromthe
routing header, and this is used as the final destination address for
the received | Pv6 packet.
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For user-level applications that receive Type 2 Routing Header,
inet6 rth getaddr() returns the care-of address or on-the-wire
destinati on address of the received packet. This conmplies with the
exi sting Routing header Type=0 processing for I1Pv6 [1].

Thus, on the receive side, the socket application will always receive
dat a packets at its original home address. The inplenentations are
responsi bl e for processing the Type 2 Routing Header packet as per
Mobile I Pv6 RFC [2] before passing the Type 2 Routing Header
information to the Socket API.

If a pure IPv6 [3] systemreceives the Routing Header Type 2 packets,
it will follow the process described in Section 4.4 of the |Pv6 [ 3]
base specification

5.3. Order of Extension Headers for Home Address Destination Options

Section 6.3 of Mdbile IPV6 [2] defines the extension header order for
the Home address destination option

Rout i ng Header

Hone Address Destination Option
Fragment Header

AH ESP Header

I Pv6 [3] specifies that the destination header can be either before
the Routing header or after the AH ESP header if they are al
present.

Thus, when the Hone Address destination option is present along wth
ot her extension headers, the order will be:

Hop- by- Hop Opti ons header

Destinati on Options header

Rout i ng header

Destination Options [Hone Address Option]
Fragment header

Aut henti cati on header

Encapsul ati ng Security Payl oad header
Destinati on Options header

upper -1 ayer header

Any user-1level inplenmentation or application that sends the Hone
address destination option through ancillary data objects should
foll ow the order extension header defined in this document when using
| PV6_M PDSTOPTS socket options.
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5.4. Honme Address Destination Option Access Functions

The application nmust enable the | PV6_RECVYDSTOPTS socket option in
order to receive the Hone Address destination option (error checking
is not perfornmed in the exanple for brevity):

int on = 1;
set sockopt (fd, | PPROTO_|I PV6, |PV6_RECVDSTOPTS, &on, sizeof(on));

Each Destination option header is returned as one ancillary data
obj ect described by a cnsghdr structure, with cnsg | evel set to
| PPROTO | PV6 and cnsg_type set to | PV6_DSTOPTS.

The recei ved side Home Address destination option is further
processed by calling the inet6_opt_next(), inet6_opt_find(), and

i net6_opt _get _value() functions as defined in Advanced APl for |Pv6
sockets [1].

Thi s docunent assunes that portable Mbile IPv6 applications will not
send a Hone Address Destination Option fromthe application |level, as
the Mobile 1 Pv6 inplenentation underneath takes care of sending the
Hone Address option and the routing header type 2 at the kernel
However, sonme enbedded software inplenmentati ons may inplenent the

| Pv6 packet processing/sending at the user-level; those

i mpl enent ati ons may choose to provide the APl support for sending a
hone- address option at the application layer. 1In this case, the Hone
Address destination options are normally constructed by using the
inet6_opt _init(), inet6_opt_append(), inet6_opt_finish(), and
inet6_opt _set _val () functions, described in Section 10 of the
Advanced sockets APl for |IPv6 [1].

5.5. Content of Hone Address Destination Option

The received ancillary data object for the Hone Address destination
option SHOULD contain the care-of address of the nobile node. It is
assuned that the initial processing of the Home Address destination
option will verify the validity of the hone address, as described in
Sections 6.3 and 9.5 of the Mobile IPv6 Specification [2], and swap
the source address of the packet (COA) with the contents of Hone
Addr ess destination option

Not e that whether or not these new APls are used, the sender’s home
address is contained in the source address (which is passed to the
application using the socket-level functions recvfrom(), recvnsg(),
accept (), and getpeernane()). This is necessary for:
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nmai nt ai ni ng consi stency between sinple user-|evel applications
runni ng between nobile nodes and the diagnostic applications on
the hone agent or correspondent node that use this API

obt ai ni ng the COA address of the nobile node when the Hone Address
destination option is used; and

mai nt ai ni ng consi stency of existing | Pv6 Socket APlIs and
processi ng of the Home Address destination option

[f an inplenentati on supports send-side Hone Address destination API,
then it nust follow the sane rule for data content as specified in
Mobile IPv6 RFC [2] for sending a hone-address option. Thus, the
hone- address option will contain the hone address, and the

i mpl enentation will use the care-of address as the source address of
the outgoi ng packet. |If the inplenentation uses |PSec, then it
shoul d use the content of Home Address destination option as the
source address of the packet for security association. Note that
regul ar user applications nust not set the home address destination
option.

6. Mbility Protocol Headers

Mobile IPv6 [2] defines a new | Pv6 protocol header to carry nobility
nessages between Mobil e Nodes, Hone Agents and Correspondent Nodes.
These protocol headers carry Mbile | Pv6 Bi nding nessages as well as
Return Routability [2] nessages. Currently the specification [2]
does not allow transport packets (piggybacking) along with the
nmobility messages. Thus the nobility protocol header can be accessed
through an 1 Pv6 RAWsocket. An |IPv6 RAWsocket that is opened for
protocol | PPROTO MH shoul d al ways be able to see all the MH (Mbility

Header) packets. It is possible that future applications may
i mpl enent part of Mbile |Pv6 signal processing at the application
| evel . Having a RAWsocket interface may al so enable an application

to execute the Return Routability protocol or other future
aut hentication protocol involving the nobility header at the user-
| evel .

6.1. Receiving and Sending Mbility Header Messages

Thi s specification recommends that the | Pv6 RAW sockets nechani sm
send and receive Mbility Header (M) packets. The behavior is
simlar to | CMPV6 processing, where the kernel passes a copy of the
nobi lity header packet to the receiving socket. Depending on the

i mpl enentati on, the kernel may process the nobility header in
addition to passing the nmobility header to the application. In order
to conply with the restriction in the Advanced Sockets APl for |Pv6
[1], applications should set the | PV6_CHECKSUM socket option with
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| PPROTO WH pr ot ocol RAW Sockets. A Mobile IPv6 inplenentation that
supports the Mbile IPv6 APl nust inplenment Mbility Header API
checksum cal cul ati ons by default at the kernel for both incom ng and
out bound paths. A Mbile IPv6 inplenentati on nust not return error
on the | PV6_CHECKSUM socket option setting, even if the socket option
is a NOOP function for that inplenentation because it verifies the
checksum at the kernel level. The Mbility Header checksum procedure
is described in the Mobile IPv6 Protocol [2] specification. Again
for application portability it is recomended that the applications
set the | PV6_CHECKSUM socket option along with the RAW sockets for

| PPROTO_IVH pr ot ocol

As an exanple, a programthat wants to send or receive a mohility
header protocol (Md) could open a socket as follows (for brevity, the
error checking is not performed in the exanple bel ow):

fd = socket (AF_I NET6, SCOCK_RAW | PPROTO _MH);

int offset = 4;
set sockopt (fd, | PPROTO | PV6, |PV6_CHECKSUM &offset,
si zeof (of fset));

For exanple, if an inplementation |ikes to handl e HOTlI/HOT and COTIl/
COT nessage processing, it can do so by using | Pv6 RAW Sockets for

| PPROTO WH at the application |ayer. The sane application may al so
set the | PV6_RECVDSTOPTS socket option for receiving Home Address
destination option in a binding update [2] fromthe nobile node.

| Pv6 RAW sockets are described in Section 3 of the I Pv6 Advanced
Socket APl [1] specification. Al data sent and received via raw
sockets must be in network byte order. The data structures that are
defined in this docunent are in network byte order, and they are
bel i eved to be supported by nost conpilers to hold packet formats
directly for transm ssion on the wre.

The usual send/recv functions for datagram should be used for the
Mobil e | Pv6 RAW sockets in order to send and receive data
respectively.

7. Protocols File
Many hosts provide the file /etc/protocols, which contains the nanes
of the various IP protocols and their protocol nunbers. The protoco
nunbers are obtained through function getprotoXXX() functions.
The foll owi ng addition should be made to the /etc/protocols file, in

addition to what is defined in Section 2.4 of the Advanced Sockets
APl for IPv6 [1].
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8.

10.

11.

The protocol nunber for Mbility Header:
(http://ww.iana. org/assi gnment s/ pr ot ocol - nunber s)

i pv6- mh 135 # Mobility Protocol Header
| Pv4- Mapped | Pv6 Addresses

The vari ous socket options and ancillary data specifications defined
in this docunent apply only to true I Pv6 sockets. It is possible to
create an I Pv6 socket that actually sends and receives | Pv4d packets,
usi ng | Pv4-mapped | Pv6 addresses, but the mapping of the options
defined in this docunent to an | Pv4 datagramis beyond the scope of
this docunent. The above statenent is in conpliance with Section 13
of the I Pv6 Socket APl [1].

Security Consi derations

The setting of the Home Address Destination option and Route Header
Type 2 |1 PV6_RTHDR socket option nay not be allowed at the application
level in order to prevent denial-of-service attacks or man-in-the-

m ddl e attacks by hackers. Sending and receiving of nobility header
nmessages are possible by IPv6 RAWsockets. Thus, it is assuned that
this operation is only possible by privil eged users. However, this
APl does not prevent the existing security threat from a hacker
sendi ng a bogus mobility header or other |Pv6 packets using the Hone
Address option and Type 2 Routing Header extensions.

| ANA Consi der ati ons

Thi s docunent does not define a new protocol. However, it uses the
Mobi lity Header Protocol for IPv6 to define an APl for the
/etc/protocols file. (ref: http://wwmv iana.org/assignnents/protocol -
nunber s)

Acknowl edgenent s

Thanks to Brian Haley for the thorough review of this docunent and
many hel pful coments. Keiichi Shinma, Al exandru Petrescu, Ryuji

Waki kawa, Vijay Devarapal li, JimBound, Suvidh Mathur, Karen N el sen
Mark Borst, VI adislav Yasevich, and other nobile-ip working group
menbers provided valuable input. Antti Tuom nen suggested the
routing header type function for this APl docunment. During |IESG

review, Bill Fenner suggested accessing the routing header type
directly for being consistent with RFC3542. A new socket option for
Home Address Destination Option is added per Bill Fenner’s suggestion

for clarity of extension header orders. Thanks to Thomas Narten and
Jari Arkko for the review of this docunent.

Chakrabarti & Nordmark I nf or mati onal [ Page 23]



RFC 4584

Sockets for APl for Mbile | Pv6 July 2006

12. References

12.1. Normmtive References

[1]

[2]

12. 2.

[3]

[4]

[5]

[ 6]

Aut hor s’

Stevens, W, Thomas, M, Nordmark, E., and T. Jinnei, "Advanced
Sockets Application ProgramInterface (APl) for IPv6", RFC 3542
May 2003.

Johnson, D., Perkins, C., and J. Arkko, "Modbility Support in
| Pv6", RFC 3775, June 2004.

nf ormati ve Ref erences

Deering, S. and R Hinden, "Internet Protocol, Version 6 (IPv6)
Speci fication", RFC 2460, Decenber 1998.

Devarapal l'i, V., Waki kawa, R, Petrescu, A, and P. Thubert,
"Network Mobility (NEMO) Basic Support Protocol", RFC 3963,
January 2005.

Nordmark, E., "IPv6 Socket APl for source address sel ection",
Work in Progress, July 2005.

Glligan, R, Thonson, S., Bound, J., MCann, J., and W
St evens, "Basic Socket Interface Extensions for |Pv6", RFC 3493,
February 2003.

Addr esses

Sam t a Chakrabarti

EMai

Erik

. samitac2@nmail . com

Nor dmar k

Sun M crosyst ens
17 Network Circle
Menl o Park, CA 94025

USA

Phone: +1 650 786 2921

EMai

: erik.nordmark@un. com

Chakrabarti & Nordmark I nf or mati onal [ Page 24]



RFC 4584 Sockets for APl for Mbile | Pv6 July 2006

Ful | Copyright Statenent
Copyright (C The Internet Society (2006).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR | MPLI ED,

| NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
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