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Abstract

The goal of Link-Local Milticast Nane Resolution (LLMNR) is to enable
name resolution in scenarios in which conventional DNS name
resolution is not possible. LLM\R supports all current and future
DNS formats, types, and cl asses, while operating on a separate port
fromDNS, and with a distinct resolver cache. Since LLM\R only
operates on the local link, it cannot be considered a substitute for
DNS.
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1. Introduction

Thi s docunent di scusses Link-Local Milticast Name Resol ution (LLWMNR)
which is based on the DNS packet format and supports all current and
future DNS formats, types, and classes. LLM\R operates on a separate
port fromthe Domain Nane System (DNS), with a distinct resol ver
cache.

Since LLMNR only operates on the local link, it cannot be considered
a substitute for DNS. Link-scope multicast addresses are used to
prevent propagation of LLM\R traffic across routers, potentially

fl ooding the network. LLMNR queries can also be sent to a unicast
address, as described in Section 2.4.

Propagati on of LLMNR packets on the local link is considered
sufficient to enable nane resolution in snmall networks. |n such
networks, if a network has a gateway, then typically the network is
able to provide DNS server configuration. Configuration issues are
di scussed in Section 3.1.

In the future, it may be desirable to consider use of multicast nane
resolution with multicast scopes beyond the |ink-scope. This could
occur if LLMNR deployment is successful, the need arises for
nmul ti cast name resol ution beyond the |ink-scope, or nmulticast routing
becones ubi quitous. For exanple, expanded support for nulticast nane
resol ution mght be required for nobil e ad-hoc networks.

Once we have experience in LLM\R depl oynment in terns of

adm ni strative issues, usability, and inpact on the network, it wll
be possible to reeval uate which nulticast scopes are appropriate for
use with multicast nanme resolution. |Pv4 adnministratively scoped
mul ticast usage is specified in "Administratively Scoped |IP

Mil ticast" [RFC2365].

Servi ce discovery in general, as well as discovery of DNS servers
using LLMNR in particular, is outside the scope of this docunent, as
i s nane resol ution over non-nulticast capable nedia.

1.1. Requirements

In this docunment, several words are used to signify the requirenents
of the specification. The key words "MJST", "MJST NOI", "REQU RED",
"SHALL", "SHALL NOT*, "SHOULD', "SHOULD NOT", "RECOWMENDED', "NAY",
and "OPTIONAL" in this docunment are to be interpreted as described in
[ RFC2119] .
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1.2. Term nol ogy

Thi s docunent assunes familiarity with DNS terninol ogy defined in
[ RFC1035]. Oher terminology used in this docunent includes:

Rout abl e Address An address other than a link-local address. This
i ncludes globally routabl e addresses, as well as
private addresses.

Reachabl e An LLMN\R responder considers one of its addresses
reachable over a link if it will respond to an
Addr ess Resol ution Protocol (ARP) or Nei ghbor
Di scovery query for that address received on that

l'i nk.

Responder A host that listens to LLM\R queries, and responds
to those for which it is authoritative.

Sender A host that sends an LLMNR query.

UNI QUE There are sone scenarios when nultiple responders

may respond to the sanme query. There are other
scenari os when only one responder may respond to a
guery. Nanmes for which only a single responder is
anticipated are referred to as UNTQUE. Nane

uni queness is configured on the responder, and

t heref ore uni queness verification is the responder’s
responsibility.

2. Nanme Resolution Using LLMNR

LLMNR queries are sent to and received on port 5355. The |IPv4 |ink-
scope nulticast address a given responder listens to, and to which a
sender sends queries, is 224.0.0.252. The IPv6 |ink-scope multicast
address a given responder listens to, and to which a sender sends al
queries, is FF02:0:0:0:0:0:1:3.

Typically, a host is configured as both an LLM\R sender and a
responder. A host MAY be configured as a sender, but not a
responder. However, a host configured as a responder MJST act as a
sender, if only to verify the uni queness of nanmes as described in
Section 4. This docunent does not specify how nanes are chosen or
configured. This may occur via any nmechani sm i ncludi ng DHCPv4

[ RFC2131] or DHCPv6 [ RFC3315].
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A typical sequence of events for LLMNR usage is as follows:

(a) An LLMNR sender sends an LLMNR query to the |ink-scope multicast
address(es), unless a unicast query is indicated, as specified
in Section 2.4.

(b) A responder responds to this query only if it is authoritative
for the name in the query. A responder responds to a multicast
guery by sending a uni cast UDP response to the sender. Unicast
qgueries are responded to as indicated in Section 2.4.

(c) Upon reception of the response, the sender processes it.

The sections that follow provide further details on sender and
responder behavi or.

2.1. LLM\R Packet For mat

LLM\R i s based on the DNS packet format defined in [ RFCL035] Section
4 for both queries and responses. LLM\R inplenentations SHOULD send
UDP queries and responses only as large as are known to be
perm ssi bl e wi thout causing fragmentation. Wen in doubt, a maxi num
packet size of 512 octets SHOULD be used. LLM\R inpl enmentations MJST
accept UDP queries and responses as large as the smaller of the |ink
MIU or 9194 octets (Ethernet junbo frame size of 9KB (9216) mi nus 22
octets for the header, VLAN tag and Cyclic Redundancy Check (CRQ)).

2.1.1. LLWMNR Header For mat

LLMNR queries and responses utilize the DNS header format defined in
[ RFC1035] with exceptions noted bel ow
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A 16-bit identifier assigned by the programthat generates
any kind of query. This identifier is copied fromthe query
to the response and can be used by the sender to match
responses to outstanding queries. The IDfield in a query
SHOULD be set to a pseudo-random val ue. For advice on
generation of pseudo-random val ues, please consult [RFC4086].

Query/ Response. A 1-bit field, which, if set, indicates that
the message is an LLM\R response; if clear, then the nessage
is an LLMNR query.

A 4-bit field that specifies the kind of query in this
nmessage. This value is set by the originator of a query and
copied into the response. This specification defines the
behavi or of standard queries and responses (opcode val ue of
zero). Future specifications may define the use of other
opcodes with LLMNR  LLMNR senders and responders MJST
support standard queries (opcode value of zero). LLM\R
gueries with unsupported OPCODE val ues MJST be silently

di scarded by responders.

Conflict. When set within a query, the "Conflict bit

i ndicates that a sender has received nmultiple LLM\R responses
to this query. In an LLM\R response, if the nane is
considered UNTIQUE, then the 'C bit is clear; otherwise, it
is set. LLMN\R senders do not retransmt queries with the 'C
bit set. Responders MJST NOT respond to LLMNR queries with
the "C bit set, but may start the uniqueness verification
process, as described in Section 4. 2.

TrunCation. The 'TC bit specifies that this nessage was
truncated due to length greater than that pernmitted on the
transm ssion channel. The 'TC bit MJST NOT be set in an
LLMNR query and, if set, is ignored by an LLMNR responder

If the "TC bit is set in an LLM\R response, then the sender
SHOULD resend the LLMNR query over TCP using the unicast
address of the responder as the destination address. |If the
sender receives a response to the TCP query, then it SHOULD
di scard the UDP response with the TC bit set. See [RFC2181]
and Section 2.4 of this specification for further discussion
of the 'TC bit.

Tentative. The 'T entative bit is set in a response if the
responder is authoritative for the nanme, but has not yet
verified the uni queness of the name. A responder MJST ignore
the "T bit in a query, if set. A response with the 'T bit
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set is silently discarded by the sender, except if it is a
uni queness query, in which case, a conflict has been detected
and a responder MJST resolve the conflict as described in

Section 4.1.

Z Reserved for future use. Inplenentations of this
specification MUST set these bits to zero in both queries and
responses. |If these bits are set in a LLMNR query or

response, inplenentations of this specification MJST ignore
them Since reserved bits could conceivably be used for

di fferent purposes than in DNS, inplenenters are advi sed not
to enabl e processing of these bits in an LLM\R i npl emrent ati on
starting froma DNS code base.

RCODE  Response code. This 4-bit field is set as part of LLM\R
responses. In an LLM\R query, the sender MJST set RCODE to
zero; the responder ignores the RCODE and assumes it to be
zero. The response to a multicast LLMNR query MJUST have
RCODE set to zero. A sender MJST silently discard an LLM\R
response with a non-zero RCODE sent in response to a
mul ticast query.

If an LLMNR responder is authoritative for the name in a

nmul ticast query, but an error is encountered, the responder
SHOULD send an LLMNR response with an RCODE of zero, no RRs
in the answer section, and the TC bit set. This will cause
the query to be resent using TCP, and allow the inclusion of
a non-zero RCODE in the response to the TCP query.

Responding with the TC bit set is preferable to not sending a
response, since it enables errors to be diagnosed. This nmay
be required, for exanple, when an LLMNR query includes a TSIG
RR in the additional section, and the responder encounters a
problemthat requires returning a non-zero RCODE. TSIG error
conditions defined in [ RFC2845] include a TSIG RR in an
unaccept abl e position (RCODE=1) or a TSIG RR that does not

val idate (RCODE=9 with TSI G ERROR 17 ( BADKEY) or 16

(BADSI G)) .

Since LLM\R responders only respond to LLMNR queries for
nanes for which they are authoritative, LLWMNR responders MUST
NOT respond with an RCODE of 3; instead, they should not
respond at all

LLMNR i npl ement ati ons MJUST support EDNSO [ RFC2671] and
ext ended RCODE val ues.
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QDCOUNT An unsigned 16-bit integer specifying the nunber of entries
in the question section. A sender MJST place only one
qguestion into the question section of an LLWMNR query. LLM\R
responders MJST silently discard LLMNR queries w th QDCOUNT
not equal to one. LLMWMN\R senders MJST silently discard LLMNR
responses wi th QDCOUNT not equal to one.

ANCOUNT An unsi gned 16-bit integer specifying the nunber of resource
records in the answer section. LLWNR responders MUST
silently discard LLMNR queries with ANCOUNT not equal to
zero.

NSCOUNT An unsigned 16-bit integer specifying the nunber of nane
server resource records in the authority records section
Aut hority record section processing is described in Section
2.9. LLM\R responders MJST silently discard LLM\R queries
wi th NSCOUNT not equal to zero

ARCOUNT An unsigned 16-bit integer specifying the nunber of resource
records in the additional records section. Additional record
section processing is described in Section 2.9.

2.2. Sender Behavi or

A sender MAY send an LLMNR query for any |legal resource record type
(e.g., A AAAA, PTR SRV) to the |ink-scope multicast address. As
described in Section 2.4, a sender MAY al so send a uni cast query.

The sender MUST anticipate receiving no responses to some LLMNR
qgueries, in the event that no responders are available within the
link-scope. If no response is received, a resolver treats it as a
response that the nane does not exist (RCODE=3 is returned). A
sender can handl e duplicate responses by di scarding responses with a
source | P address and ID field that duplicate a response already
recei ved.

When nmultiple valid LLMNR responses are received with the 'C bit
set, they SHOULD be concatenated and treated in the same manner that
multiple RRs received fromthe same DNS server would be. However,
responses with the "C bit set SHOULD NOT be concatenated with
responses with the "C bit clear; instead, only the responses with
the "C bit set SHOULD be returned. If valid LLMNR response(s) are
received along with error response(s), then the error responses are
silently discarded.

Since the responder nay order the RRs in the response so as to

i ndi cate preference, the sender SHOULD preserve ordering in the
response to the querying application
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2.3. Responder Behavi or
An LLWMNR response MJST be sent to the sender via unicast.

Upon configuring an | P address, responders typically will synthesize
correspondi ng A, AAAA and PTR RRs so as to be able to respond to
LLMNR queries for these RRs. An SOA RR is synthesized only when a
responder has another RRin addition to the SOA RR;, the SOA RR MJST
NOT be the only RR that a responder has. However, in general

whet her RRs are nanually or automatically created is an

i mpl enent ati on deci si on.

For exanple, a host configured to have conputer name "host1l" and to
be a nenber of the "exanple.com' domain, with | Pv4 address 192.0.2.1
and | Pv6 address 2001:0DB8::1:2:3: FF: FE: 4:5: 6, might be authoritative
for the foll owi ng records:

hostl. IN A 192.0.2.1
I N AAAA 2001:0DB8: :1:2:3: FF: FE: 4:5: 6

host 1. exanpl e.com IN A 192.0.2.1
I N AAAA 2001:0DB8::1:2:3:FF.FE: 4:5:6

1.2.0.192.in-addr.arpa. IN PTR host 1.
IN PTR host 1. exanpl e. com

6.0.5.0.4.0.E.F.F.F.3.0.2.0.1.0.0.0.0.0.0.0.0.0.8.b.d.0.1.0.0. 2.
i p6.arpa IN PTR hostl. (line split for formatting reasons)
IN PTR host 1. exanpl e. com

An LLM\R responder night be further manually configured with the nane
of a local mail server with an MK RR included in the "host1." and
"host 1. exanpl e.com " records.

In responding to queries:

(a) Responders MJST listen on UDP port 5355 on the |ink-scope
nmul ticast address(es) defined in Section 2, and on TCP port 5355
on the unicast address(es) that could be set as the source
address(es) when the responder responds to the LLMNR query.

(b) Responders MJST direct responses to the port from which the
guery was sent. \Wen queries are received via TCP, this is an
i nherent part of the transport protocol. For queries received
by UDP, the responder MJST take note of the source port and use
that as the destination port in the response. Responses MJST
al ways be sent fromthe port to which they were directed.
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(c) Responders MJST respond to LLMNR queries for names and addresses
for which they are authoritative. This applies to both forward
and reverse | ookups, with the exception of queries with the 'C
bit set, which do not elicit a response.

(d) Responders MJST NOT respond to LLMNR queries for nanes for which
they are not authoritative.

(e) Responders MJST NOT respond using data fromthe LLMNR or DNS
resol ver cache.

(f) If a responder is authoritative for a name, it MJST respond with
RCODE=0 and an enpty answer section, if the type of query does
not match an RR that the responder has.

As an example, a host configured to respond to LLMNR queries for the
nane "foo.exanple.com"” is authoritative for the nane
"foo.exanple.com". On receiving an LLM\R query for an A RRwith the
nane "foo.exanple.com", the host authoritatively responds with an A
RR(s) that contain IP address(es) in the RDATA of the resource
record. |f the responder has an AAAA RR, but no A RR and an A RR
query is received, the responder would respond with RCODE=0 and an
enpty answer section.

In conventional DNS term nology, a DNS server authoritative for a
zone is authoritative for all the domain names under the zone apex
except for the branches del egated into separate zones. Contrary to
conventional DNS term nol ogy, an LLM\R responder is authoritative
only for the zone apex.

For exanple, the host "foo.exanple.com" is not authoritative for the
nane "child.foo.exanple.com" unless the host is configured with
mul ti pl e names, including "foo.exanple.com" and
"child.foo.exanple.com". As a result, "foo.exanple.com" cannot
respond to an LLMNR query for "child.foo.exanple.com"” wth RCODE=3
(authoritative nane error). The purpose of liniting the nane
authority scope of a responder is to prevent conplications that could
be caused by coexi stence of two or nore hosts with the nanes
representing child and parent (or grandparent) nodes in the DNS tree,
for exanple, "foo.exanple.com" and "child.foo.exanple.com".

Wthout the restriction on authority, an LLM\R query for an A
resource record for the nane "child.foo.exanple.com" would result in
two authoritative responses: RCODE=3 (authoritative name error)

recei ved from"foo.exanple.com", and a requested A record from
"child.foo.exanple.com". To prevent this ambiguity, LLMNR-enabl ed
hosts could performa dynam c update of the parent (or grandparent)
zone with a delegation to a child zone; for exanple, a host
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“chil d. foo.exanple.com" could send a dynanic update for the NS and
glue Arecord to "foo.exanple.com". However, this approach
significantly conplicates inplenmentation of LLMNR and woul d not be
acceptabl e for |ightweight hosts.

2.4. Unicast Queries and Responses
Uni cast queries SHOULD be sent when:

(a) A sender repeats a query after it received a response with the TC
bit set to the previous LLMNR multicast query, or

(b) The sender queries for a PTR RR of a fully formed |IP address
within the "in-addr.arpa" or "ip6.arpa" zones.

Uni cast LLMNR queries MJST be done using TCP and the responses MJST
be sent using the sane TCP connection as the query. Senders MJST
support sending TCP queries, and responders MJST support |istening
for TCP queries. |If the sender of a TCP query receives a response to
that query not using TCP, the response MJST be silently discarded.

Uni cast UDP queries MIUST be silently discarded.

A uni cast PTR RR query for an off-link address will not elicit a
response, but instead, an ICMP Tinme to Live (TTL) or Hop Limt
exceeded nessage will be received. An inplenmentation receiving an

| CMP nessage in response to a TCP connection setup attenpt can return
i Mmediately, treating this as a response that no such name exists
(RCODE=3 is returned). An inplenmentation that cannot process |ICW
nmessages MAY send nulticast UDP queries for PTR RRs. Since TCP

i npl enentations will not retransmt prior to RTOrin, a considerable
period will elapse before TCP retransmits nmultiple tinmes, resulting
inalong timeout for TCP PTR RR queries sent to an off-1link

desti nati on.

2.5. "Of-Link" Detection

A sender MJST sel ect a source address for LLM\R queries that is
assigned on the interface on which the query is sent. The
destinati on address of an LLMNR query MUST be a |ink-scope nulticast
address or a unicast address.

A responder MJST sel ect a source address for responses that is

assigned on the interface on which the query was received. The
destinati on address of an LLMNR response MJST be a uni cast address.
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2.

On receiving an LLMNR query, the responder MJST check whether it was
sent to an LLMNR nulticast addresses defined in Section 2. If it was
sent to another multicast address, then the query MJST be silently

di scar ded.

Section 2.4 discusses use of TCP for LLMNR queries and responses. In
conposi ng an LLMNR query using TCP, the sender MJST set the Hop Limt
field in the IPv6 header and the TTL field in the | Pv4 header of the
response to one (1). The responder SHOULD set the TTL or Hop Limt
settings on the TCP listen socket to one (1) so that SYN ACK packets
will have TTL (IPv4) or Hop Limt (1Pv6) set to one (1). This
prevents an incom ng connection fromoff-link since the sender wll
not receive a SYN-ACK fromthe responder

For UDP queries and responses, the Hop Limt field in the |Pv6 header
and the TTL field in the | PV4 header MAY be set to any val ue

However, it is RECOMMENDED that the val ue 255 be used for
conpatibility with early inplenentations of [RFC3927].

| npl enent ati on note:

In the sockets APl for IPv4 [PCSIX], the IP_TTL and

| P_MJLTI CAST_TTL socket options are used to set the TTL of

out goi ng uni cast and nulticast packets. The |P_RECVTITL socket
option is available on sone platfornms to retrieve the | Pv4 TTL of
recei ved packets with recvnsg(). [RFC3542] specifies simlar
options for setting and retrieving the IPv6 Hop Limt.

Responder Responsibilities

It is the responsibility of the responder to ensure that RRs returned
in LLMNR responses MJUST only include values that are valid on the
local interface, such as IPv4 or | Pv6 addresses valid on the |oca

i nk or nanes defended using the nechani sm described in Section 4.

| Pv4 Link-Local addresses are defined in [RFC3927]. |1Pv6 Link-Loca
addresses are defined in [ RFC4291]. |In particular

(a) If alink-scope |IPv6 address is returned in a AAAA RR, that
address MJST be valid on the local link over which LLM\R is used.

(b) If an IPv4 address is returned, it MJST be reachabl e through the
l'ink over which LLM\R is used.

(c) If aname is returned (for exanple in a CNAME, MX, or SRV RR),
the nanme MJST be resol vable on the local link over which LLMNR is
used.
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Where nmul tiple addresses represent valid responses to a query, the
order in which the addresses are returned is as foll ows:

(d) If the source address of the query is a |ink-scope address, then
the responder SHOULD include a |ink-scope address first in the
response, if avail able.

(e) If the source address of the query is a routable address, then
the responder MJST include a routable address first in the
response, if avail able.

2.7. Retransnmission and Jitter

An LLM\R sender uses the tinmeout interval LLMNR TI MEQUT to determn ne
when to retransnit an LLM\R query. An LLWMNR sender SHOULD eit her
estimate the LLMNR TI MEQUT for each interface or set a reasonably
high initial tineout. Suggested constants are described in Section
7.

If an LLMNR query sent over UDP is not resolved within LLVMNR_TI MEQUT,
then a sender SHOULD repeat the transm ssion of the query in order to
ensure that it was received by a host capable of responding to it.

An LLM\R query SHOULD NOT be sent nore than three tinmes.

Where LLMNR queries are sent using TCP, retransm ssion is handl ed by
the transport layer. Queries with the 'C bit set MJST be sent using
mul ticast UDP and MUST NOT be retransnitted.

An LLM\R sender cannot know in advance if a query sent using
nmulticast will receive no response, one response, or nore than one
response. An LLMNR sender MJST wait for LLMNR TIMEQUT if no response
has been received, or if it is necessary to collect all potentia
responses, such as if a uniqueness verification query is being nade.
O herwi se, an LLMNR sender SHOULD consider a multicast query answered
after the first response is received, if that response has the 'C

bit clear.

However, if the first response has the 'C bit set, then the sender
SHOULD wait for LLMNR_TIMEQUT + JI TTER_I NTERVAL in order to collect
all possible responses. Wen nmultiple valid answers are received,
they may first be concatenated, and then treated in the sane manner
that nultiple RRs received fromthe sane DNS server would. A unicast
guery sender considers the query answered after the first response is
received.
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Since it is possible for a response with the "C bit clear to be
followed by a response with the 'C bit set, an LLMNR sender SHOULD
be prepared to process additional responses for the purposes of
conflict detection, even after it has considered a query answered.

In order to avoid synchronization, the transm ssion of each LLM\R
guery and response SHOULD be del ayed by a time randomy selected from
the interval 0 to JITTER INTERVAL. This delay MAY be avoi ded by
responders responding with nanes that they have previously determ ned
to be UNIQUE (see Section 4 for details).

2.8. RRTTL

The responder should insert a pre-configured TTL value in the records
returned in an LLM\R response. A default value of 30 seconds is
RECOMVENDED. I n highly dynam ¢ environnents (such as nobil e ad-hoc
networ ks), the TTL val ue may need to be reduced.

Due to the TTL m ninalization necessary when caching an RRset, al
TTLs in an RRset MJST be set to the sane val ue.

2.9. Use of the Authority and Additional Sections

Unlike the DNS, LLMNR is a peer-to-peer protocol and does not have a
concept of delegation. In LLMNR, the NS resource record type may be
stored and queried for |ike any other type, but it has no specia

del egation semantics as it does in the DNS. Responders MAY have NS
records associated with the names for which they are authoritative,
but they SHOULD NOT include these NS records in the authority
sections of responses.

Responders SHOULD insert an SOA record into the authority section of
a negative response, to facilitate negative caching as specified in
[ RFC2308]. The TTL of this record is set fromthe mninum of the

MN MM field of the SOA record and the TTL of the SOA itsel f, and

i ndi cates how |l ong a resolver may cache the negative answer. The
owner nanme of the SOA record (MNAVE) MJUST be set to the query nane.
The RNAME, SERI AL, REFRESH, RETRY, and EXPI RE val ues MJST be i gnored
by senders. Negative responses w thout SOA records SHOULD NOT be
cached.

In LLMNR, the additional section is primarily intended for use by
EDNSO, TSIG and SIG0). As a result, unless the 'C bit is set,
senders MAY only include pseudo RR-types in the additional section of
a query; unless the 'C bit is set, responders MJST ignore the
addi ti onal section of queries containing other RR types.

Aboba, et al. I nf or mati onal [ Page 14]



RFC 4795 LLMNR January 2007

In queries where the 'C bit is set, the sender SHOULD i ncl ude the
conflicting RRs in the additional section. Since conflict
notifications are advisory, responders SHOULD | og i nformati on from
the additional section, but otherw se MJST ignore the additiona
secti on.

Senders MJUST NOT cache RRs fromthe authority or additional section
of a response as answers, though they nay be used for other purposes,
such as negative cachi ng.

3. Usage Mode

By default, an LLMNR sender SHOULD send LLMNR queries only for

singl e-1abel names. Stub resolvers supporting both DNS and LLM\R
SHOULD avoi d sendi ng DNS queries for single-label names, in order to
reduce unnecessary DNS queries. An LLMNR sender SHOULD NOT be
enabled to send a query for any name, except where security

nmechani sns (described in Section 5.3) can be utilized. An LLM\R
guery SHOULD only be sent for the originally requested nane; a
searchlist is not used to formadditional LLMNR queries.

LLMNR i s a peer-to-peer nane resol ution protocol that is not intended
as a replacenent for DNS; rather, it enables name resolution in
scenarios in which conventional DNS nane resolution is not possible.
Where LLMNR security is not enabled as described in Section 5.3, if
LLM\NR i s given higher priority than DNS anpong the enabl ed nane
resol uti on nmechani sns, this would allow the LLM\NR cache, once

poi soned, to take precedence over the DNS cache. As a result, use of
LLMNR as a primary nanme resol ution mechani smis NOT RECOVMVENDED.

Instead, it is reconmended that LLMNR be utilized as a secondary nane
resol uti on mechanism for use in situations where hosts are not
configured with the address of a DNS server, where the DNS server is
unavai | abl e or unreachabl e, where there is no DNS server
authoritative for the nane of a host, or where the authoritati ve DNS
server does not have the desired RRs.

When LLMNR is configured as a secondary name resol ution nechani sm

LLMNR queries SHOULD only be sent when all of the foll ow ng
conditions are net:
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(1) No nanual or automatic DNS configuration has been perforned. |If
DNS server address(es) have been configured, a host SHOULD
attenpt to reach DNS servers over all protocols on which DNS
server address(es) are configured, prior to sending LLM\R
qgueries. For dual -stack hosts configured with DNS server
address(es) for one protocol but not another, this inplies that
DNS queries SHOULD be sent over the protocol configured with a
DNS server, prior to sending LLMNR queries.

(2) Al attenpts to resolve the name via DNS on all interfaces have
failed after exhausting the searchlist. This can occur because
DNS servers did not respond, or because they responded to DNS
gueries with RCODE=3 (Authoritative Nane Error) or RCODE=0, and
an enpty answer section. \Were a single resolver call generates
DNS queries for A and AAAA RRs, an inplenmentati on MAY choose not
to send LLM\R queries if any of the DNS queries is successful.

Where LLMNR is used as a secondary nane resol ution nmechanism its
usage is in part determined by the behavi or of DNS resol ver

i mpl enent ati ons; robust resolver inplenentations are nore likely to
avoi d unnecessary LLMN\R queri es.

[ RFC1536] describes common DNS i mpl enentation errors and fixes. |If
the proposed fixes are inplenmented, unnecessary LLMNR queries wll be
reduced substantially, so inplenentation of [ RFC1536] is recommended.

For exanple, [RFC1536] Section 1 describes issues with retransm ssion
and recomends i npl enentation of a retransm ssion policy based on
round trip estimtes, with exponential back-off. [RFC1536] Section 4
descri bes issues with failover, and recommends that resolvers try
anot her server when they don't receive a response to a query. These
policies are likely to avoid unnecessary LLMNR queri es.

[ RFC1536] Section 3 describes zero answer bugs, which if addressed
will al so reduce unnecessary LLMNR queri es.

[ RFC1536] Section 6 describes nanme error bugs and recomended

searchli st processing that will reduce unnecessary RCODE=3
(authoritative nane) errors, thereby al so reduci ng unnecessary LLM\R
gueri es.

As noted in [DNSPerf], a significant fraction of DNS queries do not
receive a response, or result in negative responses due to m ssing
i nverse mappings or NS records that point to nonexistent or

i nappropriate hosts. Therefore, a reduction in mssing records can
prevent many unnecessary LLMNR queri es.
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3.1. LLMN\R Configuration

LLMNR usage MAY be configured manually or automatically on a per-
interface basis. By default, LLMNR responders SHOULD be enabl ed on
all interfaces, at all tines. Were this is considered undesirable,
LLMNR SHOULD be di sabl ed, so that hosts will neither listen on the

I i nk-scope multicast address, nor will they send queries to that
addr ess.

VWhere DHCPv4 or DHCPv6 is inplenmented, DHCP options can be used to
configure LLMNR on an interface. The LLM\R Enable Option, described
in [ LLMNREnabl e], can be used to explicitly enable or disable use of
LLMNR on an interface. The LLMNR Enabl e Option does not determ ne
whet her, or in which order, DNS itself is used for nane resol ution
The order in which various nane resol ution mechani snms shoul d be used
can be specified using the Name Service Search Option (NSSO for DHCP
[ RFC2937], using the LLMNR Enable Option code carried in the NSSO

dat a.

In situations where LLM\NR i s configured as a secondary nane

resol ution protocol on a dual -stack host, behavior will be governed
by both IPv4 and | Pv6 configurati on nechanisns. Since |IPv4 and | Pv6
utilize distinct configuration nechanisns, it is possible for a
dual - stack host to be configured with the address of a DNS server
over | Pv4, while remaining unconfigured with a DNS server suitable
for use over |Pv6.

In these situations, a dual-stack host will send AAAA queries to the
configured DNS server over |Pv4. However, an |Pv6-only host
unconfigured with a DNS server suitable for use over IPv6 will be

unabl e to resolve nanes using DNS. Automatic |Pv6é DNS configuration
nmechani sns (such as [ RFC3315] and [DNSDi sc]) are not yet widely

depl oyed, and not all DNS servers support |IPv6. Therefore, |ack of

| Pv6 DNS configuration may be a conmon problemin the short term and
LLMNR may prove useful in enabling Iink-1ocal name resolution over

| Pv6.

Where a DHCPv4 server is avail able but not a DHCPv6 server [RFC3315],
| Pv6-only hosts nmay not be configured with a DNS server. \Were there
is no DNS server authoritative for the name of a host or the
authoritative DNS server does not support dynamic client update over

| Pv6 or DHCPv6-based dynami c update, then an | Pv6-only host will not
be able to do DNS dynami c update, and other hosts will not be able to
resolve its nane.
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For exanple, if the configured DNS server responds to an AAAA RR
query sent over |IPv4d or IPv6 with an authoritative nanme error
(RCODE=3) or RCODE=0 and an enpty answer section, then an AAAA RR
guery sent using LLM\R over |Pv6 may be successful in resolving the
nane of an |IPv6-only host on the local |ink

Simlarly, if a DHCPv4 server is available providing DNS server
configuration, and DNS server(s) exist which are authoritative for
the A RRs of |ocal hosts and support either dynamic client update
over |Pv4 or DHCPv4-based dynam c update, then the nanmes of |oca

| Pv4 hosts can be resol ved over |1Pv4 without LLMNR  However, if no
DNS server is authoritative for the names of |ocal hosts, or the
authoritative DNS server(s) do not support dynam c update, then LLM\R
enabl es |ink-1ocal name resolution over |Pv4.

It is possible that DNS configuration mechanisms will go in and out
of service. |In these circunstances, it is possible for hosts within
an administrative domain to be inconsistent in their DNS
configurati on.

For exanple, where DHCP is used for configuring DNS servers, one or
nore DHCP servers can fail. As a result, hosts configured prior to
the outage will be configured with a DNS server, while hosts
configured after the outage will not. Alternatively, it is possible
for the DNS configurati on nechanismto continue functioning while
configured DNS servers fail

An outage in the DNS configuration mechanismmay result in hosts
continuing to use LLMNR even once the outage is repaired. Since
LLMNR only enables |link-1ocal nanme resolution, this represents a
degradation in capabilities. As a result, hosts w thout a configured
DNS server may wish to periodically attenpt to obtain DNS
configuration if permitted by the configuration mechanismin use. |In
the absence of other guidance, a default retry interval of one (1)

m nute i s RECOMVENDED.

4. Conflict Resolution

By default, a responder SHOULD be configured to behave as though its
nanme is UNIl QUE on each interface on which LLM\NR i s enabl ed. However,
it is also possible to configure multiple responders to be
authoritative for the same nane. For exanple, nultiple responders
MAY respond to a query for an A or AAAA type record for a cluster
nane (assigned to nultiple hosts in the cluster).
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To detect duplicate use of a nane, an adm nistrator can use a nane
resolution utility that enploys LLMNR and |ists both responses and
responders. This would allow an admini strator to di agnose behavi or
and potentially intervene and reconfigure LLMNR responders that
shoul d not be configured to respond to the sane nane.

4.1. Uniqueness Verification

Prior to sending an LLM\R response with the 'T bit clear, a
responder configured with a UNI QJE name MJST verify that there is no
ot her host within the scope of LLVMNR query propagation that is
authoritative for the sane name on that interface

Once a responder has verified that its nane is UNTQUE, if it receives
an LLM\R query for that nane with the 'C bit clear, it MJST respond
with the "T" bit clear. Prior to verifying that its nane is UN QUE
a responder MUST set the 'T bit in responses.

Uni queness verification is carried out when the host:
- starts up or is rebooted

- wakes fromsleep (if the network interface was inactive during
sl eep)

- is configured to respond to LLMN\R queries on an interface enabl ed
for transm ssion and reception of IP traffic

- is configured to respond to LLMNR queries using additional UN QUE
resource records

- verifies the acquisition of a new | P address and configuration on
an interface

To verify uni queness, a responder MJST send an LLMNR query with the
"C bit clear, over all protocols on which it responds to LLM\R
queries (IPv4 and/or 1Pv6). It is RECOMVENDED that responders verify
uni queness of a nane by sending a query for the name with type="ANY

If no response is received, the sender retransmits the query, as
specified in Section 2.7. |If a response is received, the sender MJST
check if the source address natches the address of any of its
interfaces; if so, then the response is not considered a conflict,
since it originates fromthe sender. To avoid triggering conflict
detection, a responder that detects that it is connected to the sane
link on multiple interfaces SHOULD set the "C bit in responses.
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If a response is received with the 'T" bit clear, the responder MJST
NOT use the nanme in response to LLMNR queries received over any
protocol (IPv4 or IPv6). |If a response is received with the 'T bit
set, the responder MUST check if the source |IP address in the
response is | exicographically smaller than the source IP address in
the query. |If so, the responder MJUST NOT use the name in response to
LLMNR queries received over any protocol (I1Pv4 or IPv6). For the

pur pose of uniqueness verification, the contents of the answer
section in a response is irrelevant.

Periodi cally carrying out uniqueness verification in an attenpt to
detect nane conflicts is not necessary, wastes network bandw dth, and
may actually be detrinental. For example, if network links are
joined only briefly, and are separated agai n before any new

conmuni cation is initiated, tenporary conflicts are benign and no
forced reconfiguration is required. LLM\R responders SHOULD NOT
peri odi cal ly attenpt uniqueness verification

4.2. Conflict Detection and Defense

Hosts on disjoint network Iinks may configure the sane nane for use
with LLMNR |If these separate network links are later joined or

bri dged together, then there may be nultiple hosts that are now on
the same link, trying to use the sane nane.

In order to enabl e ongoi ng detection of nane conflicts, when an LLMNR
sender receives nultiple LLM\R responses to a query, it MJST check if
the "C bit is clear in any of the responses. |If so, the sender

SHOULD send anot her query for the same nane, type, and class, this
time with the '"C bit set, with the potentially conflicting resource
records included in the additional section

Queries with the 'C bit set are considered advisory, and responders
MJST verify the existence of a conflict before acting onit. A
responder receiving a query with the "C bit set MUST NOT respond.

If the query is for a UNIQUE nanme, then the responder MJST send its
own query for the sane nane, type, and class, with the "C bit clear
If a response is received, the sender MJST check if the source
address matches the address of any of its interfaces; if so, then the
response is not considered a conflict, since it originates fromthe
sender. To avoid triggering conflict detection, a responder that
detects that it is connected to the sane link on nultiple interfaces
SHOULD set the 'C bit in responses.

Aboba, et al. I nf or mati onal [ Page 20]



RFC 4795 LLMNR January 2007

An LLMN\R responder MJST NOT ignore conflicts once detected, and
SHOULD | og them Upon detecting a conflict, an LLM\R responder MJST
i medi ately stop using the conflicting nane in response to LLM\R
gueries received over any supported protocol, if the source IP
address in the response is |exicographically smaller than the source
| P address in the uni queness verification query.

After stopping the use of a name, the responder MAY elect to
configure a new nanme. However, since name reconfiguration may be

di sruptive, this is not required, and a responder may have been
configured to respond to nultiple nanes so that alternative nanes may
al ready be available. A host that has stopped the use of a nane may
attenpt uni queness verification again after the expiration of the TTL
of the conflicting response.

4.3. Considerations for Miultiple Interfaces

A multi-homed host nay elect to configure LLMNR on only one of its
active interfaces. In many situations, this will be adequate.
However, should a host need to configure LLMNR on nore than one of
its active interfaces, there are sonme additional precautions it MJST
take. Inplementers who are not planning to support LLMNR on nultiple
interfaces sinultaneously may skip this section

Where a host is configured to i ssue LLM\NR queries on nore than one
interface, each interface naintains its own i ndependent LLM\R
resol ver cache, containing the responses to LLMNR queri es.

A mul ti-homed host checks the uni queness of UN QUE records as
described in Section 4. The situation is illustrated in Figure 1

I I I I
[ A] [ myhost ] [ myhost ]

Figure 1. Link-scope name conflict

In this situation, the multi-homed myhost will probe for, and defend,
its host name on both interfaces. A conflict will be detected on one
interface, but not the other. The multi-homed nyhost will not be

able to respond with a host RR for "myhost"” on the interface on the
right (see Figure 1). The nmulti-homed host nay, however, be
configured to use the "nyhost" nane on the interface on the left.
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Since nanes are only unique per link, hosts on different |inks could
be using the same nane. |If an LLM\R client sends queries over
multiple interfaces, and receives responses frommnore than one, the
result returned to the client is defined by the inplementation. The
situation is illustrated in Figure 2.

| | | |
[Al [nyhost]  [A]
Figure 2. Of-segnent nanme conflict

I f host nyhost is configured to use LLM\NR on both interfaces, it wll
send LLMNR queries on both interfaces. Wen host nyhost sends a
qguery for the host RR for nane "A", it will receive a response from
hosts on both interfaces.

Host nyhost cannot di stingui sh between the situation shown in Figure
2, and that shown in Figure 3, where no conflict exists.

|
[ myhost ]
Figure 3. Miltiple paths to sane host

This illustrates that the proposed nane conflict-resolution mechani sm
does not support detection or resolution of conflicts between hosts
on different links. This problemcan also occur with DNS when a

mul ti-honed host is connected to two different networks with
separated nanme spaces. It is not the intent of this docunent to
address the issue of uniqueness of names wi thin DNS

4.4, APl |ssues

[ RFC3493] provides an APl that can partially solve the nane anbiguity
problem for applications witten to use this APlI, since the

sockaddr _in6 structure exposes the scope wthin which each scoped
address exists, and this structure can be used for both IPv4 (using
v4- mapped | Pv6 addresses) and | Pv6 addresses.

Foll owi ng the example in Figure 2, an application on ’'nmyhost’ issues

the request getaddrinfo("A", ...) with ai_fam|y=AF | NET6 and
ai _flags=Al _ALL| Al _VAMAPPED. LLM\R queries will be sent from both
interfaces, and the resolver library will return a list containing

nmul tiple addrinfo structures, each with an associ ated sockaddr _i n6
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structure. This list will thus contain the |Pv4 and | Pv6 addresses
of both hosts responding to the name "A'. Link-local addresses will
have a sin6_scope_id val ue that di sanbi guates which interface is used
to reach the address. O course, to the application, Figures 2 and 3
are still indistinguishable, but this APl allows the application to
conmuni cate successfully with any address in the list.

5. Security Considerations

LLMNR i s a peer-to-peer nane resol ution protocol designed for use on
the local link. Wile LLMNRIimts the vulnerability of responders
to off-link senders, it is possible for an off-link responder to
reach a sender.

In scenari os such as public "hotspots", attackers can be present on
the sanme link. These threats are npst serious in wreless networks,
such as | EEE 802. 11, since attackers on a wired network will require
physi cal access to the network, while wireless attackers nmay nount
attacks froma distance. Link-layer security, such as

[ 1 EEE-802. 11i], can be of assistance against these threats if it is
avai | abl e.

This section details security neasures available to mtigate threats
fromon and off-link attackers.

5.1. Denial of Service

Attackers may take advantage of LLMNR conflict detection by

al l ocating the sane nane, denying service to other LLM\R responders,
and possibly allowing an attacker to receive packets destined for

ot her hosts. By logging conflicts, LLMNR responders can provide
forensic evidence of these attacks.

An attacker may spoof LLMN\R queries froma victims address in order
to nount a denial of service attack. Responders setting the |IPv6 Hop
Limt or IPv4 TTL field to a value larger than one in an LLMNR UDP
response may be able to reach the victimacross the Internet.

Wil e LLMNR responders only respond to queries for which they are
aut horitative, and LLM\R does not provide w | dcard query support, an
LLMNR response nmay be larger than the query, and an attacker can
generate nultiple responses to a query for a name used by nultiple
responders. A sender mmy protect itself against unsolicited
responses by silently discarding them
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5.2. Spoofing

LLMN\R i s designed to prevent reception of queries sent by an off-1link
attacker. LLMN\R requires that responders receiving UDP queries check
that they are sent to a |ink-scope multicast address. However, it is
possi bl e that some routers nmay not properly inplenent |ink-scope

nmul ticast, or that |ink-scope multicast addresses may |eak into the
mul ticast routing system To prevent successful setup of TCP
connections by an off-link sender, responders receiving a TCP SYN
reply with a TCP SYNNACK with TTL set to one (1).

Wiile it is difficult for an off-link attacker to send an LLMNR query
to a responder, it is possible for an off-link attacker to spoof a
response to a query (such as an A or AAAA query for a popul ar

Internet host), and by using a TTL or Hop Linmit field |larger than one
(1), for the forged response to reach the LLM\R sender. Since the
forged response will only be accepted if it contains a matching 1D
field, choosing a pseudo-random ID field within queries provides sone
protection against off-1ink responders.

When LLMNR is utilized as a secondary nane resol ution service,
gueries can be sent when DNS server(s) do not respond. An attacker
can execute a denial of service attack on the DNS server(s), and then
poi son the LLMNR cache by responding to an LLMNR query with incorrect
information. As noted in "Threat Analysis of the Donmain Name System
(DNS)" [RFC3833], these threats also exist with DNS, since DNS-
response spoofing tools are avail able that can allow an attacker to
respond to a query nmore quickly than a distant DNS server. However,
whil e switched networks or link-layer security may make it difficult
for an on-link attacker to snoop uni cast DNS queries, multicast LLM\R
qgueries are propagated to all hosts on the link, making it possible
for an on-link attacker to spoof LLMNR responses without having to
guess the value of the IDfield in the query.

Since LLM\R queries are sent and responded to on the local |ink, an
attacker will need to respond nore quickly to provide its own
response prior to arrival of the response froma legitimte
responder. |f an LLM\R query is sent for an off-link host, spoofing
a response in atinmely way is not difficult, since a legitinate
response will never be received.

This vulnerability can be reduced by limting use of LLMNR to
resol uti on of single-label names as described in Section 3, or by
i mpl enent ati on of authentication (see Section 5.3).
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5.3. Authentication

LLMNR i s a peer-to-peer nane resolution protocol and, as a result, is
often deployed in situations where no trust nodel can be assumed.
VWere a pre-arranged security configuration is possible, the

foll owi ng security nechani sns may be used:

(a) LLWNR inplenentations MAY support TSI G [ RFC2845] and/or Sl 0)
[ RFC2931] security nechani sns. "DNS Nane Service based on
Secure Multicast DNS for | Pv6 Mbile Ad Hoc Networks" [LLMNRSec]
describes the use of TSIGto secure LLVWNR, based on group keys.
Wil e group keys can be used to denopnstrate nmenbership in a
group, they do not protect against forgery by an attacker that
is a nenber of the group.

(b) 1Psec Encapsul ating Security Payload (ESP) with a NULL
encryption al gorithm MAY be used to authenticate unicast LLMNR
gueries and responses, or LLMNR responses to multicast queries.
In a small network without a certificate authority, this can be
nost easily acconplished through configuration of a group pre-
shared key for trusted hosts. As with TSIG this does not
protect against forgery by an attacker with access to the group
pre-shared key.

(c) LLWNR inplenentations MAY support DNSSEC [ RFC4033]. |In order to
support DNSSEC, LLM\R i npl enentations MAY be configured with
trust anchors, or they MAY nmake use of keys obtained from DNS
queries. Since LLMNR does not support "delegated trust" (CD or
AD bits), LLMNR inmpl enentations cannot make use of DNSSEC unl ess
they are DNSSEC-aware and support validation. Unlike approaches
[a] or [b], DNSSEC pernmits a responder to denobnstrate ownership
of a nane, not just nenbership within a trusted group. As a
result, it enables protection against forgery.

5.4. Cache and Port Separation

In order to prevent responses to LLMNR queries frompolluting the DNS
cache, LLMN\R inplenmentations MJST use a distinct, isolated cache for
LLMNR on each interface. LLM\R operates on a separate port from DNS
reducing the likelihood that a DNS server will unintentionally
respond to an LLMNR query.

If a DNS server is running on a host that supports LLMNR, the LLM\R
responder on that host MJUST respond to LLM\R queries only for the
RRSets relating to the host on which the server is running, but MJST
NOT respond for other records for which the DNS server is
authoritative. DNS servers MJUST NOT send LLMNR queries in order to
resol ve DNS queri es.
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6. | ANA Consi derations
Thi s specification creates a new nanespace: the LLMNR nanespace.

In order to avoid creating any new adm ni strative procedures,
adm ni stration of the LLM\NR nanespace wi || piggyback on the
admi ni stration of the DNS nanespace.

The rights to use a fully qualified domain nane (FQDN) within LLMNR
are obtained by acquiring the rights to use that nane wi thin DNS.
Those wi shing to use an FQDN within LLMNR should first acquire the
rights to use the corresponding FQDN within DNS. Using an FQDN
within LLMNR wi t hout ownership of the correspondi ng nanme in DNS
creates the possibility of conflict and therefore is discouraged.

LLMNR responders may self-allocate a nane within the single-Iabel
nanespace first defined in [RFCLO01]. Since single-Ilabel nanes are
not uni que, no registration process is required.

7. Constants

The following timng constants are used in this protocol; they are
not intended to be user configurable.

JI TTER_| NTERVAL 100 ns

LLMNR_TI MEQUT 1 second (if set statically on all interfaces)
100 ns (| EEE 802 media, including | EEE 802.11)
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