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Abst ract

Thi s docunent describes an architecture for del ay-tol erant and

di sruption-tol erant networks, and is an evolution of the architecture
originally designed for the Interplanetary Internet, a comrunication
system envi sioned to provide Internet-like services across

i nterplanetary distances in support of deep space exploration. This
docunent describes an architecture that addresses a variety of
problems with internetworks having operational and perfornance
characteristics that nmake conventional (Internet-Ilike) networking
approaches either unworkable or inpractical. W define a nessage-
oriented overlay that exists above the transport (or other) |ayers of
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the networks it interconnects. The docunent presents a notivation
for the architecture, an architectural overview, review of state
management required for its operation, and a discussion of
application design issues. This docunment represents the consensus of
the I RTF DTN research group and has been w dely revi ewed by that

gr oup.
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1. Introduction

Thi s docunent describes an architecture for delay and di sruption-
tolerant interoperable networking (DTN). The architecture enbraces
the concepts of occasionally-connected networks that may suffer from
frequent partitions and that nmay be conprised of nore than one

di vergent set of protocols or protocol fanilies. The basis for this
architecture lies with that of the Interplanetary Internet, which
focused primarily on the issue of deep space conmmuni cation in high-
del ay environments. W expect the DIN architecture described here to
be utilized in various operational environnents, including those

subj ect to disruption and di sconnection and those with high-del ay;
the case of deep space is one specialized exanple of these, and is
bei ng pursued as a specialization of this architecture (See [|PNO1]
and [ SBO3] for nore details).

O her networks to which we believe this architecture applies include
sensor - based networks using scheduled intermttent connectivity,
terrestrial wireless networks that cannot ordinarily naintain end-to-
end connectivity, satellite networks with noderate del ays and
periodi ¢ connectivity, and underwater acoustic networks with noderate
del ays and frequent interruptions due to environnmental factors. A
DTN tutorial [FW3], ained at introducing DIN and the types of
networks for which it is designed, is available to introduce new
readers to the fundanental concepts and notivation. More technica
descriptions may be found in [KFO3], [JFP04], [JDPFO5], and [ WM-05].

We define an end-to-end nessage-oriented overlay called the "bundle

| ayer” that exists at a | ayer above the transport (or other) |ayers
of the networks on which it is hosted and bel ow appli cati ons.

Devi ces inplenenting the bundle | ayer are call ed DTN nodes. The
bundl e | ayer fornms an overlay that enploys persistent storage to help

conbat network interruption. It includes a hop-by-hop transfer of
reliable delivery responsibility and optional end-to-end
acknow edgenent. It also includes a nunber of diagnostic and

managenent features. For interoperability, it uses a flexible nam ng
schene (based on Uni form Resource ldentifiers [ RFC3986]) capabl e of
encapsul ating different nam ng and addressing schemes in the sane
overall naming syntax. |t also has a basic security nodel,
optionally enabl ed, aimed at protecting infrastructure from

unaut hori zed use.

The bundl e | ayer provides functionality simlar to the internet |ayer
of gateways described in the original ARPANET/Internet designs
[CK74]. It differs from ARPANET gat eways, however, because it is

| ayer-agnostic and is focused on virtual message forwardi ng rather
than packet switching. However, both generally provide

i nteroperability between underlying protocols specific to one
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envi ronnent and those protocols specific to another, and both provide
a store-and-forward forwardi ng service (with the bundle |ayer
enpl oyi ng persistent storage for its store and forward function).

In a sense, the DIN architecture provides a common mnet hod for

i nterconnecti ng het erogeneous gateways or proxies that enpl oy store-
and-forward nessage routing to overcone conmunication di sruptions.

It provides services sinmlar to electronic mail, but wi th enhanced
nam ng, routing, and security capabilities. Nodes unable to support
the full capabilities required by this architecture may be supported
by application-layer proxies acting as DIN applications.

2. Wy an Architecture for Del ay- Tol erant Networki ng?
Qur notivation for pursuing an architecture for delay tol erant
networ ki ng stenms from several factors. These factors are sunmarized
bel ow; much nore detail on their rationale can be explored in [ SB03],
[ KFO3], and [ DFS02].
The existing Internet protocols do not work well for some
environnents, due to sone fundanmental assunptions built into the
Internet architecture:

- that an end-to-end path between source and destination exists for
the duration of a comunication session

- (for reliable comrunication) that retransm ssions based on tinely
and stable feedback fromdata receivers is an effective nmeans for
repairing errors

- that end-to-end loss is relatively snall

- that all routers and end stations support the TCP/IP protocols

- that applications need not worry about comruni cati on performance

- that endpoint-based security mechanisns are sufficient for neeting
nost security concerns

- that packet switching is the nost appropriate abstraction for
interoperability and performance

- that selecting a single route between sender and receiver is
sufficient for achieving acceptabl e conmuni cati on perfornmance

The DTN architecture is conceived to relax nobst of these assunptions,

based on a nunber of design principles that are sumrari zed here (and
further discussed in [KF03]):
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- Use variable-length (possibly long) nessages (not streans or
limted-sized packets) as the communication abstraction to help
enhance the ability of the network to make good schedul i ng/ path
sel ection deci si ons when possi bl e.

- Use a nam ng syntax that supports a wi de range of nam ng and
addr essi ng conventions to enhance interoperability.

- Use storage within the network to support store-and-forward
operation over nultiple paths, and over potentially |ong tinescales
(i.e., to support operation in environnents where many and/or no
end-to-end paths nmay ever exist); do not require end-to-end
reliability.

- Provide security mechani sms that protect the infrastructure from
unaut hori zed use by discarding traffic as quickly as possible.

- Provide coarse-grained classes of service, delivery options, and a
way to express the useful lifetine of data to allow the network to
better deliver data in serving the needs of applications.

The use of the bundle layer is guided not only by its own design
principles, but also by a few application design principles:

- Applications should mnimze the nunber of round-trip exchanges.

- Applications should cope with restarts after failure while network
transactions remai n pendi ng.

- Applications should informthe network of the useful life and
relative inportance of data to be delivered

These issues are discussed in further detail in Section 5.

3. DIN Architectural Description
The previous section sunmari zed the design principles that guide the
definition of the DIN architecture. This section presents a
description of the major features of the architecture resulting from
desi gn deci sions gui ded by the aforenenti oned design principles.

3.1. Virtual Message Switching Using Store-and-Forward Operation
A DTN enabl ed application sends nessages of arbitrary length, also
called Application Data Units or ADUs [CT90], which are subject to

any inmplenentation limtations. The relative order of ADUs m ght not
be preserved. ADUs are typically sent by and delivered to
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applications in conplete units, although a systeminterface that
behaves differently is not precluded.

ADUs are transformed by the bundle | ayer into one or nore protoco
data units called "bundl es”, which are forwarded by DTN nodes.
Bundl es have a defined fornmat containing two or nore "bl ocks" of
data. Each bl ock may contain either application data or other

i nfornmati on used to deliver the containing bundle to its
destination(s). Blocks serve the purpose of holding information
typically found in the header or payl oad portion of protocol data
units in other protocol architectures. The term "block"” is used
i nstead of "header" because bl ocks may not appear at the begi nning of
a bundl e due to particular processing requirenents (e.g., digita
si gnatures).

Bundl es may be split up ("fragmented") into nultiple constituent
bundl es (al so called "fragnents"” or "bundl e fragments”) during

transm ssion. Fragnents are thensel ves bundl es, and may be further
fragnented. Two or nore fragnents may be reassenbl ed anywhere in the
network, formng a new bundl e.

Bundl e sources and destinations are identified by (variable-Iength)
Endpoint ldentifiers (EIDs, described below), which identify the
original sender and final destination(s) of bundles, respectively.
Bundl es al so contain a "report-to" EID used when speci al operations
are requested to direct diagnostic output to an arbitrary entity
(e.g., other than the source). An EID may refer to one or nore DIN
nodes (i.e., for multicast destinations or "report-to" destinations).

While IP networks are based on "store-and-forward" operation, there

is an assunption that the "storing" will not persist for nore than a
nodest anount of time, on the order of the queuing and transni ssion
delay. In contrast, the DTN architecture does not expect that

network |inks are always available or reliable, and instead expects
that nodes may choose to store bundles for sone tine. W anticipate
that nost DTN nodes will use sone form of persistent storage for this
-- disk, flash nenory, etc. -- and that stored bundles will survive
systemrestarts.

Bundl es contain an originating timestanp, useful life indicator, a

cl ass of service designator, and a length. This information provides
bundl e-l1 ayer routing with a priori know edge of the size and
performance requirenments of requested data transfers. Wen there is
a significant anount of queuing that can occur in the network (as is
the case in the DIN version of store-and-forward), the advantage
provi ded by knowi ng this information may be significant for making
schedul i ng and path sel ection decisions [JFP04]. An alternative
abstraction (i.e., of stream based delivery based on packets) woul d
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make such scheduling much nore difficult. Although packets provide
some of the sane benefits as bundl es, |arger aggregates provide a way
for the network to apply scheduling and buffer managenent to units of
data that are nore useful to applications.

An essential el enent of the bundl e-based style of forwarding is that
bundl es have a place to wait in a queue until a comrunication
opportunity ("contact") is available. This highlights the follow ng
assunpti ons:

1. that storage is available and well-distributed throughout the
net wor k,

2. that storage is sufficiently persistent and robust to store
bundl es until forwarding can occur, and

3. (implicitly) that this "store-and-forward" nodel is a better
choice than attenpting to effect continuous connectivity or other
alternatives.

For a network to effectively support the DTN architecture, these
assunptions nust be considered and nust be found to hold. Even so,
the inclusion of |long-termstorage as a fundanental aspect of the DTN
architecture poses new problens, especially with respect to
congesti on managenent and deni al -of -service mtigation. Node storage
in essence represents a new resource that nust be managed and
protected. Mich of the research in DIN revol ves around expl oring
these issues. Congestion is discussed in Section 3.13, and security
mechani sns, including nmethods for DTN nodes to protect thenselves
from handl i ng unauthorized traffic fromother nodes, are discussed in
[ DTNSEC] and [ DTNSOV] .

3.2. Nodes and Endpoints

A DTN node (or simply "node" in this docunent) is an engine for
sendi ng and receiving bundles -- an inplenentation of the bundle

| ayer. Applications utilize DIN nodes to send or receive ADUs
carried in bundles (applications al so use DTN nodes when acting as
report-to destinations for diagnostic information carried in

bundl es). Nodes may be menbers of groups called "DIN endpoints". A
DTN endpoint is therefore a set of DIN nodes. A bundle is considered
to have been successfully delivered to a DTN endpoi nt when sone

m ni mum subset of the nodes in the endpoint has received the bundle
wi thout error. This subset is called the "m ninmumreception group"
(MRG of the endpoint. The MRG of an endpoint may refer to one node
(uni cast), one of a group of nodes (anycast), or all of a group of
nodes (multicast and broadcast). A single node may be in the MRG of
nmul ti pl e endpoints.
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3.3. Endpoint ldentifiers (EIDs) and Registrations

An Endpoint Identifier (EID) is a nanme, expressed using the genera
syntax of URIs (see below), that identifies a DIN endpoint. Using an
EID, a node is able to determ ne the MRG of the DTN endpoi nt nanmed by
the EID. Each node is also required to have at | east one EID that
uniquely identifies it.

Applications send ADUs destined for an EID, and nay arrange for ADUs
sent to a particular EID to be delivered to them Depending on the
construction of the EID being used (see below), there nay be a
provision for wldcarding sone portion of an EID, which is often
useful for diagnostic and routing purposes.

An application’'s desire to receive ADUs destined for a particular EID
is called a "registration", and in general is maintained persistently
by a DIN node. This allows application registration information to
survive application and operating systemrestarts.

An application's attenpt to establish a registration is not
guaranteed to succeed. For exanple, an application could request to
register itself to receive ADUs by specifying an Endpoint ID that is
uni nterpretable or unavailable to the DIN node servicing the request.
Such requests are likely to fail

3.3.1. URl Schenes

Each Endpoint ID is expressed syntactically as a Uniform Resource
Identifier (URI) [RFC3986]. The URI syntax has been designed as a
way to express nanmes or addresses for a wide range of purposes, and
is therefore useful for constructing nanes for DTN endpoints.

In URI termnol ogy, each URI begins with a scheme name. The schene
nane is an element of the set of globally-nmanaged schenme nanes

mai nt ai ned by 1 ANA [I SCHEMES]. Lexically follow ng the schene nane
inaURl is a series of characters constrained by the syntax defined
by the schenme. This portion of the URI is called the schene-specific
part (SSP), and can be quite general. (See, as one exanple, the UR
schene for SNWP [ RFC4088]). Note that schene-specific syntactica

and semantic restrictions may be nobre constraining than the basic
rules of RFC 3986. Section 3.1 of RFC 3986 provides guidance on the
syntax of schene nanes.

URI schenes are a key concept in the DTN architecture, and evol ved
froman earlier concept called regions, which were tied nore closely
to assunptions of the network topology. Using URIs, significant
flexibility is attained in the structuring of EIDs. They mght, for
exanpl e, be constructed based on DNS nanes, or might |ook |ike
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"expressions of interest" or forms of database-like queries as in a
directed diffusion-routed network [I1GEOO] or in intentional nam ng
[WSBL99]. As nanmes, EIDs are not required to be related to routing
or topol ogi cal organization. Such a relationship is not prohibited,
however, and in sone environnents using EIDs this way may be

advant ageous.

A single EID may refer to an endpoi nt containing nore than one DTN
node, as suggested above. It is the responsibility of a schene
designer to define howto interpret the SSP of an EID so as to
determ ne whether it refers to a unicast, multicast, or anycast set
of nodes. See Section 3.4 for nore details.

URI's are constructed based on rules specified in RFC 3986, using the
US- ASClI | character set. However, note this excerpt from RFC 3986,
Section 1.2.1, on dealing with characters that cannot be represented
by US-ASCII: "Percent-encoded octets (Section 2.1) may be used
within a URI to represent characters outside the range of the US-
ASCI | coded character set if this representation is allowed by the
schene or by the protocol elenment in which the URI is referenced.
Such a definition should specify the character encodi ng used to nap
those characters to octets prior to being percent-encoded for the
URI".

3.3.2. Late Binding

Bi nding neans interpreting the SSP of an EID for the purpose of
carrying an associ ated nessage towards a destination. For exanple,
bi ndi ng m ght require mapping an EID to a next-hop EID or to a | ower-
| ayer address for transm ssion. "Late binding" neans that the

bi nding of a bundle's destination to a particular set of destination
identifiers or addresses does not necessarily happen at the bundle
source. Because the destination EIDis potentially re-interpreted at
each hop, the binding my occur at the source, during transit, or
possi bly at the destination(s). This contrasts with the nane-to-
address hinding of Internet comruni cati ons where a DNS | ookup at the
source fixes the I P address of the destination node before data is
sent. Such a circumnmstance woul d be considered "early binding"
because the name-to-address translation is perforned prior to data
bei ng sent into the network.

In a frequently-di sconnected network, |ate binding may be

advant ageous because the transit tinme of a nessage nmay exceed the
validity tine of a binding, making binding at the source inpossible
or invalid. Furthernmore, use of nane-based routing with | ate binding
may reduce the ampunt of administrative (mapping) information that
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nust propagate through the network, and may also limt the scope of
mappi ng synchroni zation requirenents to a | ocal topologica
nei ghbor hood where changes are nade.

3.4. Anycast and Multicast

As nentioned above, an EID may refer to an endpoint containing one or
nore DTN nodes. When referring to a group of size greater than one,
the delivery semantics may be of either the anycast or nulticast
variety (broadcast is considered to be of the multicast variety).

For anycast group delivery, a bundle is delivered to one node anmpbng a
group of potentially many nodes, and for nulticast delivery it is

i ntended to be delivered to all of them subject to the normal DTN
class of service and maxi nrumuseful lifetinme semantics.

Mul ticast group delivery in a DIN presents an unfamliar issue with

respect to group nmenbership. |In relatively | ow delay networks, such
as the Internet, nodes may be considered to be part of the group if
they have expressed interest to join it "recently". 1In a DIN

however, nodes nmay w sh to receive data sent to a group during an
interval of time earlier than when they are actually able to receive
it [ZAZ0O5]. More precisely, an application expresses its desire to
receive data sent to EIDe at timet. Prior to this, during the
interval [t0, t1], t > t1l, data nmay have been generated for group e.
For the application to receive any of this data, the data nust be
avail able a potentially long time after senders have ceased sending
to the group. Thus, the data may need to be stored within the
network in order to support tenporal group semantics of this kind.
How to design and inmplenent this remains a research issue, as it is
likely to be at |east as hard as problens related to reliable

mul ticast.

3.5. Priority O asses

The DTN architecture offers *relative* measures of priority (Ilow,
medi um high) for delivering ADUs. These priorities differentiate
traffic based upon an application’s desire to affect the delivery
urgency for ADUs, and are carried in bundl e bl ocks generated by the
bundl e | ayer based on infornmation specified by the application

The (U.S. or simlar) Postal Service provides a strong metaphor for
the priority classes offered by the forwardi ng abstraction offered by
the DTN architecture. Traffic is generally not interactive and is
often one-way. There are generally no strong guarantees of tinely
delivery, yet there are some forms of class of service, reliability,
and security.
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We have defined three relative priority classes to date. These
priority classes typically inply sonme relative scheduling
prioritization anmong bundl es in queue at a sender

- Bulk - Bulk bundles are shipped on a "least effort” basis. No
bundl es of this class will be shipped until all bundl es of other
cl asses bound for the same destination and originating fromthe
sane source have been shi pped.

- Normal - Normal-class bundles are shipped prior to any bul k-cl ass
bundl es and are otherw se the sane as bul k bundl es.

- Expedited - Expedited bundles, in general, are shipped prior to
bundl es of other classes and are otherw se the sane.

Applications specify their requested priority class and data lifetinme
(see below) for each ADU they send. This information, coupled with
policy applied at DIN nodes that select how nessages are forwarded
and which routing algorithns are in use, affects the overal

l'i kel'i hood and timeliness of ADU delivery.

The priority class of a bundle is only required to relate to other
bundl es fromthe same source. This neans that a high priority bundle
fromone source may not be delivered faster (or with sone other
superior quality of service) than a nediumopriority bundle froma
different source. It does nean that a high priority bundl e from one
source will be handled preferentially to a lower priority bundle sent
fromthe sane source

Dependi ng on a particular DIN node’s forwarding/scheduling policy,
priority may or may not be enforced across different sources. That
is, in some DIN nodes, expedited bundl es m ght always be sent prior
to any bul k bundl es, irrespective of source. Many variations are
possi bl e.

3.6. Postal-Style Delivery Options and Admi nistrative Records

Continuing with the postal anal ogy, the DTN architecture supports
several delivery options that nmay be sel ected by an application when

it requests the transmission of an ADU. In addition, the
architecture defines two types of administrative records: "status
reports” and "signals". These records are bundles that provide

i nfornmati on about the delivery of other bundles, and are used in
conjunction with the delivery options.
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3. 6.

1. Delivery Options

We have defined eight delivery options. Applications sending an ADU
(the "subject ADU') nmay request any conbi nation of the follow ng,
which are carried in each of the bundles produced ("sent bundles") by

t

he bundl e | ayer resulting fromthe application’s request to send the

subj ect ADU:

Cerf,

Custody Transfer Requested - requests sent bundl es be delivered

wi th enhanced reliability using custody transfer procedures. Sent
bundles will be transmitted by the bundle |ayer using reliable
transfer protocols (if available), and the responsibility for
reliable delivery of the bundle to its destination(s) may nove
anong one or nore "custodians" in the network. This capability is
described in nore detail in Section 3.10.

Sour ce Node Custody Acceptance Required - requires the source DIN
node to provide custody transfer for the sent bundles. [|f custody
transfer is not available at the source when this delivery option
is requested, the requested transmission fails. This provides a
nmeans for applications to insist that the source DTN node take
custody of the sent bundles (e.g., by storing themin persistent
storage).

Report When Bundl e Delivered - requests a (single) Bundle Delivery
Status Report be generated when the subject ADU is delivered to its
i ntended recipient(s). This request is also known as "return-

recei pt"”.

Report When Bundl e Acknow edged by Application - requests an
Acknowl edgenent Status Report be generated when the subject ADU is
acknow edged by a receiving application. This only happens by
action of the receiving application, and differs fromthe Bundle
Delivery Status Report. It is intended for cases where the
application may be acting as a formof application |ayer gateway
and wi shes to indicate the status of a protocol operation externa
to DIN back to the requesting source. See Section 11 for nore
details.

Report When Bundl e Received - requests a Bundl e Reception Status
Report be generated when each sent bundle arrives at a DIN node.
This is designed primarily for diagnostic purposes.

Report When Bundl e Custody Accepted - requests a Custody
Acceptance Status Report be generated when each sent bundl e has
been accepted using custody transfer. This is designed primarily
for diagnostic purposes.
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- Report When Bundl e Forwarded - requests a Bundl e Forwardi ng Status
Report be generated when each sent bundl e departs a DTN node after
forwarding. This is designed primarily for diagnostic purposes.

- Report When Bundl e Deleted - requests a Bundle Del etion Status
Report be generated when each sent bundle is deleted at a DTN node.
This is designed primarily for diagnostic purposes.

The first four delivery options are designed for ordinary use by
applications. The last four are designed primarily for diagnostic
purposes and their use may be restricted or limted in environnents
subj ect to congestion or attack

If the security procedures defined in [DTNSEC] are al so enabl ed, then
three additional delivery options becone avail abl e:

- Confidentiality Required - requires the subject ADU be nade secret
fromparties other than the source and the nenbers of the
destination EID.

- Authentication Required - requires all non-rmutable fields in the
bundl e bl ocks of the sent bundles (i.e., those which do not change
as the bundle is forwarded) be made strongly verifiable (i.e.
cryptographically strong). This protects several fields, including
the source and destination EIDs and the bundle’'s data. See Section
3.7 and [BSPEC] for nore details.

- Error Detection Required - requires nodifications to the non-
mut abl e fiel ds of each sent bundl e be nmade detectable with high
probability at each destination

3.6.2. Adnministrative Records: Bundle Status Reports and Custody
Si gnal s

Admi ni strative records are used to report status information or error
conditions related to the bundle |ayer. There are two types of

adm ni strative records defined: bundle status reports (BSRs) and
custody signals. Administrative records correspond (approxi mately)
to nessages in the ICVWP protocol in I[P [RFC792]. In |ICWP, however,
nmessages are returned to the source. |In DIN, they are instead
directed to the report-to EID for BSRs and the EID of the current
custodi an for custody signals, which mght differ fromthe source’s
EID. Admnistrative records are sent as bundles with a source EID
set to one of the EIDs associated with the DTN node generating the
admi ni strative record. |In sonme cases, arrival of a single bundle or
bundl e fragment may elicit multiple admnistrative records (e.g., in
the case where a bundle is replicated for nulticast forwarding).
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The following BSRs are currently defined (also see [BSPEC] for nore
details):

- Bundl e Reception - sent when a bundle arrives at a DTN node.
Generation of this nmessage may be linmted by |ocal policy.

- Custody Acceptance - sent when a node has accepted custody of a
bundle with the Custody Transfer Requested option set. GCeneration
of this message may be linted by |ocal policy.

- Bundl e Forwarded - sent when a bundle containing a Report Wen
Bundl e Forwarded option departs froma DIN node after having been
forwarded. Generation of this nessage nay be linmted by |oca

policy.

- Bundl e Deletion - sent froma DIN node when a bundl e containing a
Report When Bundl e Del eted option is discarded. This can happen
for several reasons, such as expiration. Generation of this
nessage may be limted by local policy but is required in cases
where the deletion is performed by a bundle’ s current custodian

- Bundle Delivery - sent froma final recipient’s (destination) node
when a compl ete ADU conpri sing sent bundl es contai ning Report When
Bundl e Delivered options is consuned by an application

- Acknowl edged by application - sent froma final recipient’s
(destination) node when a conpl ete ADU conpri sing sent bundl es
cont ai ni ng Application Acknow edgnent options has been processed by
an application. This generally involves specific action on the
receiving application’s part.

In addition to the status reports, the custody signal is currently
defined to indicate the status of a custody transfer. These are sent
to the current-custodian EID contained in an arriving bundl e:

- Custody Signal - indicates that custody has been successfully
transferred. This signal appears as a Bool ean indicator, and may
therefore indicate either a successful or a failed custody transfer
attenpt.

Adm ni strative records nust reference a received bundle. This is

acconpl i shed by a method for uniquely identifying bundles based on a
transm ssion tinmestanp and sequence nunber di scussed in Section 3.12.
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3.7. Primary Bundl e Fields

The bundl es carri ed between and anong DTN nodes obey a standard
bundl e protocol specified in [BSPEC]. Here we provide an overvi ew of
nost of the fields carried with every bundle. The protocol is
designed with a mandatory prinmary bl ock, an optional payload bl ock
(which contains the ADU data itself), and a set of optional extension
bl ocks. Bl ocks nmay be cascaded in a way similar to extensi on headers
in IPv6. The followi ng selected fields are all present in the
primary bl ock, and therefore are present for every bundle and
fragment:

- Creation Tinmestanp - a concatenation of the bundle' s creation tine
and a nonotonically increasing sequence nunber such that the
creation timestanp is guaranteed to be unique for each ADU
originating fromthe same source. The creation timestanp is based
on the tine-of-day an application requested an ADU to be sent (not
when the correspondi ng bundl e(s) are sent into the network). DIN
nodes are assuned to have a basic tine synchronization capability
(see Section 3.12).

- Lifespan - the time-of-day at which the nmessage is no | onger
useful. If a bundle is stored in the network (including the
source’s DIN node) when its |lifespan is reached, it may be
di scarded. The lifespan of a bundle is expressed as an of fset
relative to its creation tine.

- Class of Service Flags - indicates the delivery options and
priority class for the bundle. Priority classes may be one of
bul k, normal, or expedited. See Section 3.6.1.

- Source EID - EID of the source (the first sender).

- Destination EID - EID of the destination (the final intended
recipient(s)).

- Report-To Endpoint ID - an EID identifying where reports (return-
recei pt, route-tracing functions) should be sent. This may or may
not identify the same endpoint as the Source ElD

- Custodian EID - EID of the current custodian of a bundle (if any).

The payl oad bl ock indicates informati on about the contai ned payl oad
(e.g., its length) and the payload itself. |In addition to the fields
found in the primary and payl oad bl ocks, each bundle may have fiel ds
in additional blocks carried with each bundle. See [BSPEC] for
addi ti onal details.
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3.8. Routing and Forwardi ng

The DTN architecture provides a framework for routing and forwarding
at the bundle layer for unicast, anycast, and nulticast nmessages.
Because nodes in a DTN network m ght be interconnected using nore
than one type of underlying network technol ogy, a DIN network is best
descri bed abstractly using a *nultigraph* (a graph where vertices my
be interconnected with nore than one edge). Edges in this graph are,
in general, time-varying with respect to their delay and capacity and
di rectional because of the possibility of one-way connectivity. Wen
an edge has zero capacity, it is considered to not be connected.

Because edges in a DTN graph nay have significant delay, it is

i mportant to distinguish where time is neasured when expressing an
edge’ s capacity or delay. W adopt the convention of expressing
capacity and delay as functions of time where tine is neasured at the
poi nt where data is inserted into a network edge. For example,

consi der an edge having capacity C(t) and delay D(t) at timet. |If B
bits are placed in this edge at tinme t, they conpletely arrive by
timet + D(t) + (1/C(t))*B. W assunme C(t) and D(t) do not change
significantly during the interval [t, t+D(t)+(1/C(t))*B].

Because edges may vary between positive and zero capacity, it is
possible to describe a period of tinme (interval) during which the
capacity is strictly positive, and the delay and capacity can be
considered to be constant [AF03]. This period of tinme is called a
“contact". In addition, the product of the capacity and the interva
is known as a contact’s "volume". |If contacts and their volunes are
known ahead of time, intelligent routing and forwarding decisions can
be made (optinally for small networks) [JFP04]. Optimally using a
contact’s volunme, however, requires the ability to divide |arge ADUs
and bundles into smaller routable units. This is provided by DIN
fragmentation (see Section 3.9).

VWen delivery paths through a DTN graph are | ossy or contact
intervals and vol unes are not known precisely ahead of tine, routing
conput ati ons becone especially challenging. Howto handl e these
situations is an active area of work in the (emerging) research area
of delay tol erant networking.

3.8.1. Types of Contacts
Contacts typically fall into one of several categories, based |argely
on the predictability of their performance characteristics and

whet her some action is required to bring theminto existence. To
date, the followi ng nmajor types of contacts have been defined:
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Persi stent Contacts

Persi stent contacts are always available (i.e., no connection-
initiation action is required to instantiate a persistent

contact). An ’always-on’ Internet connection such as a DSL or
Cabl e Modem connection woul d be a representative of this class.

On- Demand Cont act s

On-Demand contacts require some action in order to instantiate,
but then function as persistent contacts until term nated. A
di al -up connection is an exanple of an On-Demand contact (at

| east, fromthe viewpoint of the dialer; it nay be viewed as an
Qpportuni stic Contact, below, fromthe viewpoint of the dial-up
service provider).

Intermttent - Schedul ed Contacts

A schedul ed contact is an agreenent to establish a contact at a
particular tine, for a particular duration. An exanple of a
schedul ed contact is a link with a lowearth orbiting satellite.
A node’s list of contacts with the satellite can be constructed
fromthe satellite’s schedule of viewtines, capacities, and

| atencies. Note that for networks with substantial delays, the
notion of the "particular tinme" is delay-dependent. For exanpl e,
a single schedul ed contact between Earth and Mars woul d not be at
the sane instant in each |location, but would instead be offset by
the (non-negligible) propagation del ay.

Intermttent - Qpportunistic Contacts

Qpportuni stic contacts are not schedul ed, but rather present
thensel ves unexpectedly. For exanple, an unschedul ed aircraft
flying overhead and beaconing, advertising its availability for
conmuni cati on, woul d present an opportunistic contact. Another
type of opportunistic contact mght be via an infrared or

Bl uet oot h comuni cation |ink between a personal digital assistant
(PDA) and a kiosk in an airport concourse. The opportunistic
contact begins as the PDA is brought near the kiosk, lasting an
undet erm ned anmount of time (i.e., until the link is lost or
term nated) .

Intermttent - Predicted Contacts
Predi cted contacts are based on no fixed schedule, but rather are
predictions of likely contact times and durations based on a

hi story of previously observed contacts or some other information
G ven a great enough confidence in a predicted contact, routes may
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3.9.

be chosen based on this information. This is an active research
area, and a few approaches having been proposed [LFC05].

Fragment ati on and Reassenbly

DTN fragnmentati on and reassenbly are designed to inprove the
efficiency of bundle transfers by ensuring that contact volunes are
fully utilized and by avoiding retransm ssion of partially-forwarded
bundles. There are two forns of DTN fragmentation/reassenbly:

Proactive Fragmentation

A DTN node nay divide a bl ock of application data into nultiple
smal | er blocks and transnit each such bl ock as an independent
bundle. In this case, the *final destination(s)* are responsible
for extracting the smaller blocks fromincom ng bundl es and
reassenbling theminto the original |arger bundle and, ultimtely,
ADU. This approach is called proactive fragnentation because it
is used primarily when contact volunmes are known (or predicted) in
advance.

Reacti ve Fragnentation

Cerf,

DTN nodes sharing an edge in the DIN graph may fragnment a bundl e
cooperatively when a bundle is only partially transferred. In
this case, the receiving bundle | ayer nodifies the i ncom ng bundl e
to indicate it is a fragnment, and forwards it normally. The
previ ous- hop sender may |learn (via convergence-layer protocols,
see Section 6) that only a portion of the bundle was delivered to
the next hop, and send the renaining portion(s) when subsequent
contacts becone available (possibly to different next-hops if
routing changes). This is called reactive fragnentati on because
the fragnentation process occurs after an attenpted transm ssion
has taken pl ace.

As an exanple, consider a ground station G and two store-and-
forward satellites S1 and S2, in opposite lowearth orbit. Wile
Gis transnmitting a large bundle to S1, a reliable transport |ayer
protocol bel ow the bundl e | ayer at each indicates the transm ssion
has term nated, but that half the transfer has conpleted

successfully. In this case, Gcan forma snaller bundle fragnent
consi sting of the second half of the original bundle and forward
it to S2 when available. 1In addition, S1 (now out of range of Q

can forma new bundle consisting of the first half of the origina
bundl e and forward it to whatever next hop(s) it deens
appropri ate.
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The reactive fragnentation capability is not required to be avail able
in every DIN inplenentation, as it requires a certain |evel of
support fromunderlying protocols that may not be present, and
presents significant challenges with respect to handling digita
signatures and aut hentication codes on nessages. Wen a signed
nessage is only partially received, nbst nessage authentication codes
will fail. Wen DTN security is present and enabled, it may
therefore be necessary to proactively fragnent |arge bundles into
smal ler units that are nore convenient for digital signatures.

Even if reactive fragnentation is not present in an inplenentation,
the ability to reassenble fragnments at a destination is required in
order to support DTN fragnentation. Furthernore, for contacts with
vol unes that are small conpared to typical bundle sizes, sone

i ncrenental delivery approach nmust be used (e.g., checkpoint/restart)
to prevent data delivery livelock. Reactive fragmentation is one
such approach, but other protocol |ayers could potentially handle
this issue as well.

3.10. Reliability and Custody Transfer

The npst basic service provided by the bundle |ayer is

unacknow edged, prioritized (but not guaranteed) unicast nessage
delivery. It also provides two options for enhancing delivery
reliability: end-to-end acknow edgnents and custody transfer.
Applications wi shing to inplenent their own end-to-end nmessage
reliability nechanisns are free to utilize the acknow edgnment. The
custody transfer feature of the DIN architecture only specifies a
coarse-grained retransm ssion capability, described next.

Transm ssion of bundles with the Custody Transfer Requested option
specified generally involves noving the responsibility for reliable
delivery of an ADU s bundl es anpong different DTN nodes in the
network. For unicast delivery, this will typically involve noving
bundl es "closer” (in terms of some routing nmetric) to their ultimte
destination(s), and retransmtting when necessary. The nodes

recei ving these bundl es along the way (and agreeing to accept the

reliable delivery responsibility) are called "custodians". The
noverrent of a bundle (and its delivery responsibility) from one node
to another is called a "custody transfer". It is analogous to a

dat abase commt transaction [FHMD3]. The exact neani ng and design of
custody transfer for nulticast and anycast delivery remains to be
fully expl ored.

Custody transfer allows the source to del egate retransni ssion
responsibility and recover its retransm ssion-rel ated resources
relatively soon after sending a bundle (on the order of the m nimum
round-trip tine to the first bundle hop(s)). Not all nodes in a DIN

Cerf, et al. I nf or mati onal [ Page 19]



RFC 4838 Del ay- Tol erant Networking Architecture April 2007

are required by the DIN architecture to accept custody transfers, so
it is not a true 'hop-by-hop’ mechanism For exanple, sone nodes may
have sufficient storage resources to sonetinmes act as custodi ans, but
may el ect to not offer such services when congested or running | ow on
power .

The exi stence of custodians can alter the way DIN routing is
performed. In sonme circunmstances, it may be beneficial to nove a
bundl e to a custodian as quickly as possible even if the custodian is
further away (in ternms of distance, time or some routing metric) from
the bundle’s final destination(s) than sonme ot her reachabl e node.
Designing a systemwth this capability involves constructing nore
than one routing graph, and is an area of continued research.

Custody transfer in DIN not only provides a nethod for tracking
bundl es that require special handling and identifying DIN nodes t hat
participate in custody transfer, it also provides a (weak) mechani sm
for enhancing the reliability of nessage delivery. GCenerally
speaki ng, custody transfer relies on underlying reliable delivery
protocols of the networks that it operates over to provide the
primary neans of reliable transfer fromone bundle node to the next
(set). However, when custody transfer is requested, the bundle | ayer
provi des an additional coarse-grained timeout and retransm ssion
nmechani sm and an acconpanyi ng (bundl e-1ayer) custodi an-to-custodi an
acknow edgnent signaling nechanism Wen an application does *not*
request custody transfer, this bundle |layer timeout and
retransm ssi on nechanismis typically not enployed, and successfu
bundl e | ayer delivery depends solely on the reliability mechani snms of
the underlying protocols.

When a node accepts custody for a bundle that contains the Custody
Transfer Requested option, a Custody Transfer Accepted Signal is sent
by the bundle layer to the Current Custodian EID contained in the
primary bundl e block. In addition, the Current Custodian EID is
updated to contain one of the forwarding node’s (unicast) ElIDs before
the bundle is forwarded.

When an application requests an ADU to be delivered with custody

transfer, the request is advisory. |In some circunmstances, a source
of a bundle for which custody transfer has been requested may not be
able to provide this service. In such circunstances, the subject

bundl e may traverse nmultiple DIN nodes before it obtains a custodian
Bundles in this condition are specially marked with their Current
Custodian EID field set to a null endpoint. |n cases where
applications wish to require the source to take custody of the
bundl e, they may supply the Source Node Custody Acceptance Required
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delivery option. This may be useful to applications that desire a
conti nuous "chain" of custody or that wish to exit after being
ensured their data is safely held in a custodi an

In a DTN network where one or nore custodi an-to-custodi an hops are
strictly one directional (and cannot be reversed), the DTN custody
transfer mechanismw || be affected over such hops due to the |ack of
any way to receive a custody signal (or any other information) back
across the path, resulting in the expiration of the bundle at the
ingress to the one-way hop. This situation does not necessarily nean
the bundl e has been | ost; nodes on the other side of the hop may
continue to transfer custody, and the bundle may be delivered
successfully to its destination(s). However, in this circunstance a
source that has requested to receive expiration BSRs for this bundle
will receive an expiration report for the bundl e, and possibly
conclude (incorrectly) that the bundl e has been di scarded and not
delivered. Although this problemcannot be fully solved in this
situation, a mechanismis provided to help aneliorate the seenm ngly
incorrect information that nmay be reported when the bundl e expires
after having been transferred over a one-way hop. This is
acconpl i shed by the node at the ingress to the one-way hop reporting
the existence of a known one-way path using a variant of a bundle
status report. These types of reports are provided if the subject
bundl e requests the report using the 'Report Wen Bundl e Forwarded
delivery option.

3.11. DTN Support for Proxies and Application Layer Gateways

One of the ainms of DINis to provide a conmon nethod for

i nterconnecting application |ayer gateways and proxies. In cases
where existing Internet applications can be made to tol erate del ays,
| ocal proxies can be constructed to benefit fromthe existing
comuni cation capabilities provided by DIN [ SO5, T02]. Making such
proxi es conpatible with DTN reduces the burden on the proxy author
from being concerned with howto inplement routing and reliability
managenent and al |l ows existing TCP/|P-based applications to operate
unnodi fi ed over a DTN based networ k.

When DTN is used to provide a formof tunnel encapsul ation for other
protocols, it can be used in constructing overlay networks conprised
of application |ayer gateways. The application acknow edgnent
capability is designed for such circunstances. This provides a
conmon way for renote application |ayer gateways to signal the
success or failure of non-DTN protocol operations initiated as a
result of receiving DIN ADUs. Wthout this capability, such

i ndi cators woul d have to be inplemented by applications thenmselves in
non- st andard ways.
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3.12. Tinestanps and Tinme Synchronization

The DTN architecture depends on time synchronizati on anong DTN nodes
(supported by external, non-DTN protocols) for four primary purposes:
bundl e and fragnent identification, routing with schedul ed or

predi cted contacts, bundle expiration tinme conputations, and
application registration expiration

Bundl e identification and expiration are supported by placing a
creation timestanp and an explicit expiration field (expressed in
seconds after the source tinestanp) in each bundle. The origination
ti mestanps on arriving bundl es are nade avail able to consum ng
applications in ADUs they receive by sonme systeminterface function
Each set of bundles corresponding to an ADUis required to contain a
ti mestanp unique to the sender’s EID. The EID, timestanp, and data
of fset/length informati on together uniquely identify a bundle.

Uni que bundl e identification is used for a number of purposes,

i ncludi ng custody transfer and reassenbly of bundle fragnents.

Time is also used in conjunction with application registrations.

When an application expresses its desire to receive ADUs destined for
a particular EID, this registration is only maintained for a finite
period of time, and may be specified by the application. For

nmul ticast registrations, an application may al so specify a tinme range
or "interest interval" for its registration. |In this case, traffic
sent to the specified EID any tinme during the specified interval wll
eventual ly be delivered to the application (unless such traffic has
expired due to the expiration time provided by the application at the
source or sonme other reason prevents such delivery).

3.13. Congestion and Flow Control at the Bundle Layer

The subject of congestion control and flow control at the bundle

| ayer is one on which the authors of this document have not yet
reached conpl ete consensus. W have unresol ved concerns about the
efficiency and efficacy of congestion and flow control schenes

i mpl enented across | ong and/ or highly variabl e delay environnents,
especially with the custody transfer nmechani smthat nmay require nodes
to retain bundles for |ong periods of tine.

For the purposes of this docunment, we define "flow control” as a
nmeans of assuring that the average rate at which a sendi ng node
transmts data to a receiving node does not exceed the average rate
at which the receiving node is prepared to receive data fromthat
sender. (Note that this is a generalized notion of flow control

rather than one that applies only to end-to-end comruni cation.) W
define "congestion control”™ as a neans of assuring that the aggregate
rate at which all traffic sources inject data into a network does not
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exceed the maxi num aggregate rate at which the network can deliver
data to destination nodes over tine. |If flow control is propagated
backward from congested nodes toward traffic sources, then the flow
control mechani smcan be used as at | east a partial solution to the
probl em of congestion as well.

DTN fl ow control decisions nust be nade within the bundle |ayer
itself based on information about resources (in this case, primarily
persi stent storage) available within the bundl e node. Wen storage
resources become scarce, a DTN node has only a certain degree of
freedomin handling the situation. It can always discard bundles
whi ch have expired -- an activity DIN nodes should performregularly
in any case. |If it ordinarily is willing to accept custody for

bundl es, it can cease doing so. |If storage resources are avail able
el sewhere in the network, it may be able to make use of themin sone
way for bundle storage. It can also discard bundl es which have not
expired but for which it has not accepted custody. A node nust avoid
di scardi ng bundles for which it has accepted custody, and do so only
as a last resort. Determ ning when a node should engage in or cease
to engage in custody transfers is a resource allocation and
schedul i ng probl em of current research interest.

In addition to the bundl e | ayer nechani sns descri bed above, a DTN
node nay be able to avail itself of support from | ower-|ayer
protocols in affecting its own resource utilization. For exanple, a
DTN node receiving a bundle using TCP/IP mght intentionally slow
down its receiving rate by perform ng read operations |less frequently
in order to reduce its offered load. This is possible because TCP
provides its own flow control, so reducing the application data
consunption rate could effectively inplement a form of hop-by-hop
flow control. Unfortunately, it nmay also | ead to head-of-1Iine

bl ocki ng i ssues, depending on the nature of bundle multiplexing
within a TCP connection. A protocol with nmore rel axed ordering
constraints (e.g. SCTP [ RFC2960]) mi ght be preferable in such

ci r cumst ances.

Congestion control is an ongoing research topic.
3.14. Security

The possibility of severe resource scarcity in some del ay-tol erant
networ ks dictates that some form of authentication and access contro
to the network itself is required in nmany circunstances. It is not
acceptabl e for an unauthorized user to flood the network with traffic
easily, possibly denying service to authorized users. |n many cases
it is also not acceptable for unauthorized traffic to be forwarded
over certain network links at all. This is especially true for
exotic, mssion-critical links. In light of these considerations,
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several goals are established for the security conponent of the DTN
architecture:

- Promptly prevent unauthorized applications fromhaving their data
carried through or stored in the DIN

- Prevent unauthorized applications fromasserting control over the
DTN i nfrastructure

- Prevent otherw se authorized applications fromsending bundles at a
rate or class of service for which they |ack perm ssion

- Promptly discard bundles that are danaged or inproperly nodified in
transit.

- Promptly detect and de-authorize conpronised entities.

Many exi sting authentication and access control protocols designed
for operation in | owdelay, connected environnents nmay not perform
well in DINs. |In particular, updating access control lists and
revoking ("blacklisting") credentials may be especially difficult.

Al so, approaches that require frequent access to centralized servers
to conplete an authentication or authorization transaction are not
attractive. The consequences of these difficulties include delays in
the onset of comunication, delays in detecting and recovering from
system conprom se, and delays in conpleting transactions due to

i nappropriate access control or authentication settings.

To help satisfy these security requirenents in |light of the
chal | enges, the DTN architecture adopts a standard but optionally
depl oyed security architecture [ DTNSEC] that utilizes hop-by-hop and
end-to-end authentication and integrity mechani sms. The purpose of
usi ng both approaches is to be able to handl e access control for data
forwardi ng and storage separately from application-layer data
integrity. While the end-to-end nechani sm provi des authentication
for a principal such as a user (of which there may be nmany), the hop-
by- hop nechanismis intended to authenticate DTN nodes as legitimte
transceivers of bundles to each-other. Note that it is conceivable
to construct a DTN in which only a subset of the nodes participate in
the security nechanisns, resulting in a secure DIN overl ay existing
atop an insecure DTN overlay. This idea is relatively new and is
still being explored.

In accordance with the goals |isted above, DTN nodes discard traffic
as early as possible if authentication or access control checks fail
Thi s approach neets the goals of renoving unwanted traffic from being
forwarded over specific high-value Iinks, but also has the associated
benefit of mmking denial -of-service attacks considerably harder to
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nount nore generally, as conpared with conventional Internet routers.
However, the obvious cost for this capability is potentially |arger
conput ati on and credential storage overhead required at DTN nodes.

For nore detailed informati on on DTN security provisions, refer to
[ DTNSEC] and [ DTNSOV] .

4. State Managenent Consi derations

An inmportant aspect of any networking architecture is its managenent
of state. This section describes the state managed at the bundle
| ayer and di scusses how it is established and renoved.

4.1. Application Registration State

In long/variabl e del ay environments, an asynchronous application
interface seens nost appropriate. Such interfaces typically include
net hods for applications to register callback actions when certain
triggering events occur (e.g., when ADUs arrive). These
registrations create state information called application

regi stration state.

Application registration state is typically created by explicit
request of the application, and is renoved by a separate explicit
request, but nay al so be renpved by an application-specified tiner
(it is thus "firm' state). 1In nost cases, there nust be a provision
for retaining this state across application and operating system
term nation/restart conditions because a client/server bundl e round-
trip time may exceed the requesting application’s execution tinme (or
hosting systenis uptine). |n cases where applications are not
automatically restarted but application registration state renmains
persistent, a nmethod nust be provided to indicate to the system what
action to performwhen the triggering event occurs (e.g., restarting
some application, ignoring the event, etc.).

To initiate a registration and thereby establish application
registration state, an application specifies an Endpoint ID for which
it wishes to receive ADUs, along with an optional tine val ue

i ndi cating how long the registration should remain active. This
operation is sonewhat anal ogous to the bind() operation in the comon
sockets API.

For registrations to groups (i.e., joins), atinme interval may al so
be specified. The time interval refers to the range of origination
times of ADUs sent to the specified EID. See Section 3.4 above for
nore details.
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4.2. Custody Transfer State

Custody transfer state includes information required to keep account
of bundl es for which a node has taken custody, as well as the
protocol state related to transferring custody for one or nore of
them The accounting-related state is created when a bundle is
received. Custody transfer retransmission state is created when a
transfer of custody is initiated by forwarding a bundle with the
custody transfer requested delivery option specified. Retransnission
state and accounting state nay be rel eased upon recei pt of one or
nore Custody Transfer Succeeded signals, indicating custody has been
noved. In addition, the bundle’'s expiration tine (possibly mtigated
by | ocal policy) provides an upper bound on the tinme when this state
is purged fromthe systemin the event that it is not purged
explicitly due to receipt of a signal

4.3. Bundle Routing and Forwarding State

As with the Internet architecture, we distinguish between routing and
forwarding. Routing refers to the execution of a (possibly

di stributed) algorithmfor conmputing routing paths according to sone
obj ective function (see [JFP04], for exanple). Forwarding refers to
the act of noving a bundle fromone DIN node to another. Routing
nmakes use of routing state (the RIB, or routing information base),
whi |l e forwardi ng makes use of state derived fromrouting, and is

mai nt ai ned as forwarding state (the FIB, or forwarding infornmation
base). The structure of the FIB and the rules for maintaining it are
i mpl enentati on choices. In some DINs, exchange of information used
to update state in the RIB may take place on network paths distinct
fromthose where exchange of application data takes pl ace.

The mai ntenance of state in the RIB is dependent on the type of
routing algorithm being used. A routing algorithmmay consider
requested cl ass of service and the |ocation of potential custodians
(for custody transfer, see section 3.10), and this information wl|
tend to increase the size of the RIB. The separation between FIB and
RIBis not required by this docunent, as these are inplenentation
details to be decided by systeminplenenters. The choice of routing
algorithms is still under study.

Bundl es may occupy queues in nodes for a considerable anmount of tinme.
For unicast or anycast delivery, the ambunt of tine is likely to be
the interval between when a bundle arrives at a node and when it can
be forwarded to its next hop. For nulticast delivery of bundl es,
this could be significantly longer, up to a bundle’'s expiration tine.
This situation occurs when nulticast delivery is utilized in such a
way that nodes joining a group can obtain information previously sent
to the group. In such cases, sonme nodes may act as "archivers" that
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provi de copi es of bundles to new participants that have al ready been
delivered to other participants.

4.4. Security-Related State

The DTN security approach described in [ DTNSEC], when used, requires
mai nt enance of state in all DIN nodes that use it. All such nodes
are required to store their own private information (including their
own policy and authentication nmaterial) and a bl ock of information
used to verify credentials. Furthernore, in nmost cases, DTN nodes
wi Il cache sone public information (and possibly the credentials) of
their next-hop (bundle) neighbors. Al cached information has
expiration tinmes, and nodes are responsible for acquiring and

di stributing updates of public information and credentials prior to
the expiration of the old set (in order to avoid a disruption in
networ k service).

In addition to basic end-to-end and hop-by-hop authentication, access
control nmay be used in a DTN by one or nore nechani sns such as
capabilities or access control lists (ACLs). ACLs would represent
anot her bl ock of state present in any node that wi shes to enforce
security policy. ACLs are typically initialized at node
configuration time and may be updated dynam cally by DTN bundl es or
by sone out of band technique. Capabilities or credentials may be
revoked, requiring the nmaintenance of a revocation list ("black
list", another formof state) to check for invalid authentication
materi al that has al ready been distributed.

Sone DTNs may inpl enment security boundaries enforced by sel ected
nodes in the network, where end-to-end credentials may be checked in
addition to checking the hop-by-hop credentials. (Doing so may
require routing to be adjusted to ensure all bundl es conprising each
ADU pass through these points.) Public information used to verify
end-to-end authentication will typically be cached at these points.

4.5, Policy and Configuration State

DTN nodes will contain some anount of configuration and policy
information. Such information nay alter the behavior of bundle
forwardi ng. Exanples of policy state include the types of
cryptographic algorithms and access control procedures to use if DIN
security is enpl oyed, whether nodes nmay becone custodi ans, what types
of convergence | ayer (see Section 6) and routing protocols are in
use, how bundles of differing priorities should be schedul ed, where
and for how |l ong bundl es and other data is stored, what status
reports may be generated or at what rate, etc.
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5. Application Structuring |Issues

DTN bundl e delivery is intended to operate in a del ay-tol erant
fashi on over a broad range of network types. This does not nean
there *rmust* be | arge delays in the network; it nmeans there *may* be
very significant delays (including extended periods of disconnection
bet ween sender and intended recipient(s)). The DIN protocols are
delay tolerant, so applications using themnust al so be del ay
tolerant in order to operate effectively in environments subject to
significant delay or disruption

The communi cation primtives provided by the DIN architecture are
based on asynchronous, nessage-oriented conmuni cati on which differs
from conversational request/response comruni cation. |n general
applications should attenpt to include enough information in an ADU
so that it may be treated as an independent unit of work by the
network and receiver(s). The goal is to mnimze synchronous

i nt erchanges between applications that are separated by a network
characterized by |ong and possibly highly variable delays. A single
file transfer request nessage, for exanple, mght include

aut hentication information, file location information, and requested
file operation (thus "bundling"” this information together).

Conparing this style of operation to a classic FTP transfer, one sees
that the bundl ed nodel can conplete in one round trip, whereas an FTP
file "put" operation can take as nmany as eight round trips to get to
a point where file data can flow [ DFS02] .

Del ay-tol erant applications nust consider additional factors beyond
the conversational inplications of |ong delay paths. For example, an
application may terminate (voluntarily or not) between the tine it
sends a nessage and the tinme it expects a response. |If this

possi bility has been anticipated, the application can be "re-
instantiated" with state information saved in persistent storage.
This is an inplenmentation issue, but also an application design
consi der ati on.

Sone consi deration of delay-tolerant application design can result in
applications that work reasonably well in |owdelay environnents, and
that do not suffer extraordinarily in high or highly-variable delay
envi ronnent s.

6. Convergence Layer Considerations for Use of Underlying Protocols

| npl enent ati on experience with the DIN architecture has reveal ed an
i mportant architectural construct and interface for DTN nodes

[ DBFJHPO4]. Not all wunderlying protocols in different protoco

fam lies provide the same exact functionality, so sonme additiona
adaptation or augnentation on a per-protocol or per-protocol-famly
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basis may be required. This adaptation is acconplished by a set of
convergence | ayers placed between the bundl e |ayer and underlying
protocols. The convergence | ayers manage the protocol -specific
details of interfacing with particul ar underlying protocols and
present a consistent interface to the bundle |ayer.

The conplexity of one convergence |ayer nmay vary substantially from
anot her, depending on the type of underlying protocol it adapts. For
exanpl e, a TCP/IP convergence |ayer for use in the Internet m ght
only have to add nessage boundaries to TCP streanms, whereas a
convergence | ayer for some network where no reliable transport
protocol exists mght be considerably nmore conplex (e.g., it mght
have to inplenent reliability, fragnentation, flowcontrol, etc.) if
reliable delivery is to be offered to the bundle |ayer.

As convergence | ayers inplenment protocols above and beyond the basic
bundl e protocol specified in [BSPEC], they will be defined in their
own docunents (in a fashion simlar to the way encapsul ations for IP
dat agrans are specified on a per-underlying-protocol basis, such as
in RFC 894 [ RFC894]).

7. Summary

The DTN architecture addresses many of the problens of heterogeneous
networ ks that nust operate in environments subject to |ong del ays and

di sconti nuous end-to-end connectivity. It is based on asynchronous
nmessagi ng and uses postal nmail as a nodel of service classes and
delivery semantics. |t acconmodates many different fornms of
connectivity, including schedul ed, predicted, and opportunistically
connected delivery paths. It introduces a novel approach to end-to-
end reliability across frequently partitioned and unreliable
networks. It also proposes a nodel for securing the network

i nfrastructure agai nst unauthorized access.

It is our belief that this architecture is applicable to many
di fferent types of challenged environnents.

8. Security Considerations

Security is an integral concern for the design of the Delay Tol erant
Network Architecture, but its use is optional. Sections 3.6.1, 3.14,
and 4.4 of this docunent present sonme factors to consider for
securing the DTN architecture, but separate docunents [DINSOV] and

[ DTNSEC] define the security architecture in much nore detail
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| ANA Consi der ati ons

Thi s docunent specifies the architecture for Delay Tol erant

Net wor ki ng,
I dentifiers.

whi ch uses Internet-standard URIs for its Endpoint
URIs intended for use with DTN should be conpliant with

the guidelines given in [ RFC3986].
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