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Abst r act

Thi s docunent analyzes the transition to IPv6 in enterprise networks
focusing on I P Layer 3. These networks are characterized as having
nmultiple internal |inks and one or nore router connections to one or
nore Providers, and as bei ng managed by a network operations entity.
The anal ysis focuses on a base set of transition notational networks
and requirements expanded from a previ ous docunent on enterprise
scenarios. Discussion is provided on a focused set of transition
analysis required for the enterprise to transition to |IPv6, assum ng
a Dual-1P layer (IPv4 and | Pv6) network and node environnent within
the enterprise. Then, a set of transition nmechanisns are recomended
for each notational network.
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1. Introduction

Thi s docunent anal yzes the transition to IPv6 in enterprise networks
focusing on I P Layer 3. These networks are characterized as having
multiple internal |inks, and one or nore router connections to one or
nore Providers, and as bei ng managed by a network operations entity.
The anal ysis focuses on a base set of transition notational networks
and requirements expanded from a previ ous docunent on enterprise
scenarios. Discussion is provided on a focused set of transition
analysis required for the enterprise to transition to |IPv6, assum ng
a Dual -1P layer (IPv4 and |1 Pv6) network and node environnent within
the enterprise. Then, a set of transition nechani sns are recomended
for each notational network.

The audi ence for this docunent is the enterprise network team

consi deri ng depl oyment of |1Pv6. The docunent will be useful for
enterprise teans that have to determine the IPv6 transition strategy
for their enterprise. It is expected that those teans include

nenbers from nanagenent, network operations, and engi neering. The
anal ysis and notational networks presented provi de an exanple set of
cases the enterprise can use to build an I Pv6 transition strategy.

The enterprise analysis begins by describing a matrix as a tool to be
used to portray the different IPv4 and I Pv6 possibilities for

depl oyment. The docunent will then provide analysis to support
enterprise-wide Dual -1P |ayer deploynent strategy, to provide the
reader with a view of how that can be planned and what options are
avai |l abl e. The docunent then di scusses the depl oynment of sparse |Pv6
nodes within the enterprise and the requirenents that need to be
consi dered and i npl enented when the enterprise remains with an | Pv4-
only routing infrastructure for sonme tinme. The next discussion
focuses on the use of I Pv6 when it is deternmined to be dom nant
across or within parts of the enterprise network.

The docurent then discusses the general issues and applicability from
the previous analysis. The docunent concludes by providing a set of
current transition nechani smrecomendati ons for the notationa
network scenarios to support an enterprise that is planning to depl oy
| Pv6.

As stated, this docunment focuses only on the depl oyment cases where a
Dual -1 P Layer 3 is supported across the network and on the nodes in

the enterprise. Additional deploynent transition analysis will be
required fromthe effects of an I Pv6-only node or Provider
depl oynments, and is beyond the scope of this docunent. In addition,

this docunment does not attenpt to define or discuss any use with
networ k address translation [ NATPT] or Provider |ndependent address
space.
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The followi ng specific topics are currently out of scope for this

document :

- Multihom ng

- Application transition/porting (see [APPS]).

- IPv6 VPN, firewall, or intrusion detection depl oynent.

- 1 Pv6 network nanagenent and QoS depl oynent.

- Detailed |IT Departnment requirenents.

- Depl oynment of novel |Pv6 services, e.g., Mbile |IPv6.

- Requirenents or Transition at the Providers network.

- Transport protocol selection for applications with |Pv6.
- Application layer and configuration issues.

| Pv6 only future depl oynment scenari os.

Thi s docunent focuses on |IP Layer 3 deploynent in the sane way as the
ot her | Pv6 depl oynent anal ysis works have done [UMAN] [ SPA] [ 3GPA]
Thi s docunent covers depl oynent of IPv6 "on the wire", including
address nmanagenent and DNS servi ces.

We are al so assuming that the enterprise deploynment is being
undertaken by the network administration team i.e., this docunent
does not discuss the case of an individual user gaining |Pv6
connectivity (to some external |1Pv6 provider) fromw thin an
enterprise network. Mich of the analysis is applicable to wireless
networ ks, but there are additional considerations for wreless

net wor ks not contained within this docunent.

In Section 2, we introduce the term nology used in this docunent. In
Section 3, we introduce and define a tools matrix and define the IP
Layer 3 connectivity requirenents. In Section 4, we discuss w de
scal e Dual -1 P layer use within an enterprise. In Section 5, we

di scuss sparse Dual -1 P | ayer deployment within an enterprise. In
Section 6, we discuss |Pv6-doni nant network deployment within the
enterprise. In Section 7, we discuss general issues and
applicability. 1In Section 8 a set of transition mechanisns that can
support the depl oynent of IPv6 with an enterprise are recomended.

Thi s docunent then provi des Appendix A for readers depicting a Crisis
Management enterprise network to denonstrate an enterprise network
exanpl e that requires all the properties as analyzed in Sections 3,

4, 5, 6, and 7. In addition, we recomend that readers of this
docunent al so read anot her use-case docunent to support an |Pv6
Transition for a Canpus Network [ CAMP].

Readers should al so be aware that a parallel effort for an enterprise

to transition to IPv6 is training, but out of scope for this
docunent .
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2.

Ter m nol ogy

Enterprise Network - A network that has nultiple internal |inks, and
one or nore router connections to one or nore
Providers, and is actively managed by a network

operations entity.

Provi der - An entity that provides services and
connectivity to the Internet or other private
external networks for the enterprise network.

| Pv6- capabl e - A node or network capabl e of supporting both
| Pv6 and | Pv4.

| Pv4-only - A node or network capable of supporting only
| Pv4.

| Pv6-only - A node or network capabl e of supporting only

| Pv6. This does not inply an IPv6 only stack in
this docunent.

Dual -1 P - A network or node that supports both |IPv4 and
| Pv6.
| P-capability - The ability to support IPv6 only, IPv4 only, or

Dual -1 P Layer

| Pv6- domi nant - A network running I Pv6 routing and control plane
services that provides transport for both |Pv4
and | Pv6 protocol services

Transition - The network strategy the enterprise uses to
| mpl ement ati on transition to | Pv6.

Enterprise Matrix Analysis for Transition

In order to identify the best-suited transition nmechanisns for an
enterprise, it is recomended that the enterprise have an in-depth
up-to-date understanding of its current I T environnent. This
understanding will help choose the best-suited transition mechani smns.
It is inmportant to note that one size does not fit all. Selection of
nmechani sns that reduce the inpact on the existing environnent is
suggested. When selecting a transition nechani sm one rmust consider
the functionality required, its scalability characteristic, and the
security inplications of each nechani sm

To provide context for an analysis of the transitioning enterprise at
Layer 3, we have provided a matri x that describes vari ous scenarios

Bound, et al. I nf or mati onal [ Page 5]



RFC 4852 | Pv6 Enterprise Network Analysis April 2007

whi ch m ght be encountered during an IPv6 transition. The notiona
enterprise network is conprised of hosts attached to an enterprise-
owned intranet(s) at two different global |ocations separated by the
Internet. The enterprise owns, operates, and maintains its own

i ntranetworks, but relies on an external provider organization that
offers Internet Service. Both local and destination intranetworks
are operated by different organi zations within the same enterprise
and consequently coul d have different |P-capability than other
intranetworks at certain tinmes in the transition period.

Addr essi ng every possi bl e conbination of network | P-capability in
this notional enterprise network is inpractical; therefore, trivia
noti onal networks (i.e., pure |Pv4, pure |Pv6, and ubiquitous Dual -

| P) are not considered. In addition, the authors could not conceive
of any scenarios involving |IPv6-only |SPs or |Pv6-only nodes in the
near term and consequently have not addressed scenarios with | Pv6-
only 1SPs or IPv6-only nodes. W assune all nodes that host |Pv6
applications are Dual-IP. The matrix does not assune or suggest that
networ k address translation is used. The authors reconmend that

net wor k address transl ation not be used in these notional cases.

Future enterprise transitions that support |Pv6-only nodes and | Pv6-
only 1SPs will require separate analysis, which is beyond the scope
of this docunent.

Table 1 belowis a matrix of ten possible Transition Inplenentations
that, being encountered in an enterprise, nmay require analysis and
the selection of an I Pv6 transition mechanismfor that notiona
networ k. Each possible inplenmentation is represented by the rows of
the matrix. The matrix describes a set of notional networks as
fol |l ows:

- The first colum represents the protocol used by the application
and, below, the |IP-capability of the node originating the IP
packets.

(Application/Host 1 OS)

- The second colum represents the | P-capability of the host
networ k wherein the node originated the packet.
(Host 1 Net wor k)

- The third colum represents the I P-capability of the service

provi der networKk.
(Service Provider)
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- The fourth colum represents the I P-capability of the
destinati on network wherein the originating |IP packets are
recei ved.

(Host 2 Net wor k)

- The fifth colum represents the protocol used by the application
and, below, the IP-capability of the destination node receiving
the originating I P packets.

(Application/Host 2 OS)

As an example, notional network 1 is an IPv6 application residing on
a Dual -1 P layer host trying to establish a comunications exchange
with a destination IPv6 application. To conplete the information
exchange, the packets nust first traverse the host’s originating | Pv4d
network (intranet), then the service provider’s and destination
host’ s Dual -1 P net worKk.

Qovi ously, Table 1 does not describe every possible scenario.
Trivial notional networks (such as pure |Pv4, pure |Pv6, and

ubi qui tous Dual -1P) are not addressed. However, the authors fee
these ten scenarios represent the vast majority of transitiona
situations likely to be encountered in today' s enterprise.
Therefore, we will use these ten to address the analysis for
enterprise depl oynent.
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Table 1 - Enterprise Scenario Depl oynent Matrix

[----------- | Net wor k| Provi der | Network|---------- |
| Host 1 CS | | | | Host 2 O |
el e
| | Pv6 | | Dual 1P | | | Pv6 |
A | | IPv4 | or | Dual 1P| |
| Dual 1P | | IPv4 | | Dual 1P |
| | Pv6 | | | | | Pv6 |
B | | IPv6 | IPv4 | IPv4 | |
| Dual IP | | | | Dual IP |
| | Pv4 | | | | | Pv4 |
C | | IPv4 |Dual IP| IPv6 | |
| Dual 1P | | | | Dual 1P |
| | Pv4 | Dual 1P| | | | Pv4 |
D | | or | IPv4 | IPv6 | |
| Dual 1P| IPv6 | | | Dual 1P |
| | Pv6 | Dual | P | Dual | P | Pv4 |
E | | or | Dual 1P| or | |
| Dual IP | IPv6 | | IPv6 | Dual |P |
| | Pv6 | | | | | Pv4 |
F | | IPv6 | IPv4 | IPv4 | |
| Dual 1P | | | | Dual 1P |
| | Pv4 | | | | Pv6 |
G| | IPv6 | Dual 1P 1Pv6 | |
| Dual 1P | | | | Dual 1P |
| | Pv4 | | | | Pv6 |
H | | IPv6 |Dual IP| IPv4 | |
| | Pv4 | | | | Dual P |
| | Pv4 | | | | | Pv6 |
[ | IPv6 | [IPv4d | IPv6 | |
| | Pv4 | | | | Dual 1P |
| | Pv6 | | | | | Pv4 |
J | | IPv4 | IPv4d | IPv6 | |
| Dual 1P | | | | Dual 1P |
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The reader should note that Scenarios A-Cin Table 1 are variations
of conpati bl e hosts comruni cating across largely (but not entirely)
honbgenous networks. | n each of the first three scenarios, the
packet must traverse at | east one inconpatible network conponent.
For exanple, Scenario B represents an enterprise that w shes to use
| Pv6 applications, but has yet to transition its internal networks;
its Service Provider also lags, offering only a v4 | P-service.
Conversely, Scenario C represents an enterprise that has conpl eted
transition to IPv6 in its core networks (as has its Service
Provider), but continues to require a | egacy |Pv4-based application.

Scenario D represents the unusual situation where the enterprise has
transitioned its core intranetworks to I Pv6, but (like Scenario B)
it’s ISP provider has yet to transition. |In addition, this
enterprise continues to retain critical |egacy |Pv4-based
applications that must conmuni cate over this heterogeneous network
envi ronnent .

Scenarios E-J represent transitional situations wherein the
enterprise has both IPv4 and | Pv6 based instantiations of the same

application that nust continue to interoperate. |In addition, these
scenari os show that the enterprise has not conpleted transition to
IPv6 in all its organic and/or Service Provider networks. |nstead,

it maintains a variety of heterogeneous network segments between the
conmuni cati ng applications. Scenarios E and J represent distinctly
di fferent extrenes on either end of the spectrum In Scenario E, the
enterprise has largely transitioned to IPv6 in both its applications
and networks. However, Scenario E shows that a few | egacy | Pv4-based
applications may still be found in the enterprise. On the other

hand, Scenario J shows an enterprise that has begun its transition in
a very disjointed manner and, in which | Pv6-based applications and
network segments are relatively rare
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4.

4.

W de- Scal e Dual - St ack Depl oyment Anal ysi s

In this section, we address Scenario 1 as described in Section 3.1 of
[BSCN]. The scenario, assunptions, and requirenents are driven from
the [BSCN] text. This analysis further corresponds to Scenario A in
Section 3 above (although Scenario A shows a transitional situation
wherein the enterprise has one network segnent still |agging on
transition to Dual -1P).

Wthin these | Pv6 depl oynent scenarios the enterprise network

adm ni strator would introduce | Pv6 by enabling I1Pv6 on the wire
(i.e., within the network infrastructure) in a structured fashion
with the existing IPv4 infrastructure. |In such scenarios, a nunber
of the existing |IPv4d routers (and thus subnets) will be nade Dual - 1| P,
such that conmmunications can run over either protocol

Nodes on the Dual -1 P Iinks may thensel ves be I Pv4-only or |Pv6-
capable. The driver for deploying IPv6 on the wire may not be for

i medi ate wi de-scal e usage of |Pv6, but rather to prepare an existing
| Pv4 infrastructure to support |Pv6-capable nodes. Thus, while |IPv6
is not used, Dual-1P nodes exist, and the enterprise can be
transitioned to I Pv6 on demand.

Anal yzing this scenario agai nst existing transition nechanisns for
their applicability suggests a staged approach for |Pv6 deploynent in
the enterprise.

1. Staged Dual - St ack Depl oynent

Under these scenarios (as well as nobst others), the site

adm ni strator should forrmul ate a staged plan for the introduction of
a Dual -1P I Pv6 network. W suggest that Section 7 of this docunent
provi des a good basis for such a plan

In an enterprise network, the admnistrator will generally seek to
deploy IPv6 in a structured, controlled manner, such that | Pv6 can be
enabl ed on specific |inks at various stages of deployment. There may
be a requirenent that sone links remain |IPv4 only, or sone that
specifically should not have IPv6 connectivity (e.g., Scenario A of
Table 1). There may al so be a requirenment that aggregatabl e gl oba

| Pv6 addresses, assigned by the enterprise’s upstream provider from
the address space allocated to them by the Regi onal Internet

Regi stries (RIRs), be assigned.

In this docunment, we do not discuss the depl oynment of Unique Loca
| Pv6 Uni cast Addresses [ULA] because the address type and scope
sel ected is orthogonal to the Layer 3 analysis of this document.
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A typical deploynent would initially involve the establishnment of a
single "testbed" Dual -1 P subnet at the enterprise site prior to w der
depl oyment. Such a testbed not only allows the |Pv6 capability of
specific platforms and applications to be evaluated and verified, but
also permts the steps in Sections 7.3 and 7.4 of this docunent to be
undertaken wi t hout (potential) adverse inpact on the production

el ements of the enterprise

Section 7.5 describes the stages for the w despread deployment in the
enterprise, which could be undertaken after the basic building bl ocks
for 1Pv6 depl oynment are in place.

4.2. Routing Capability Analysis for Dual -1P Depl oynent

A critical part of Dual-1P deploynment is the selection of the |Pv6-
capabl e routing infrastructure to be inplemented. The path taken
wi |l depend on whether the enterprise has existing Layer 2/3

swi tch/router equipnent that has an I Pv6 (routing) capability, or
that can be upgraded to have such capability.

In Section 4, we are not considering sparse |Pv6 depl oynent; the goa
of Dual -1P deploynent is wi despread use in the enterprise.

4.2.1. |1Pv6 Routing Capability

Where 1 Pv6 routing capability exists within the infrastructure, the
networ k adm ni strator can enable |IPv6 on the sane physical hardware
as the existing | Pv4d service. Enabling both is the end-goal of any
enterprise to support Dual -1P depl oynent, when the capability,
performance, and robustness of the Dual -1P operational deploynment has
been verifi ed.

Ideally, the IPv6 capability will span the entire enterprise,
al I owi ng depl oynent on any link or subnet. |If not, techniques from
Section 4.4 may be required.

4.2.2. |1Pv6 Routing Non-Capability

If the enterprise cannot provide IPv6 routing initially, there are
alternative nethods for transition. |In this case, the enterprise

adm ni strator faces two basic choices, either to tunnel [Pv6 over
sone or all of the existing IPvd infrastructure, or to deploy a
parallel 1Pv6 routing infrastructure providing |IPv6 connectivity into
exi sting | Pv4 subnets.

It may thus be the case that a node’s I Pv4d and | Pv6 default routes to
reach other links (subnets) are through different routing platforns.
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4.2.2.1. Tunnel 1Pv6 over the IPv4 infrastructure

Consi der the situation where there exists |Pv6 edge routers that are
| Pv6- capabl e, while others, and perhaps the enterprise backbone
itself, are not |Pv6-capable (Scenario B of Table 1). Tunneling, as
described in [BCNF], would be established between the Dual -1 P capabl e
routers on the enterprise, thus "bypassing" existing non | Pv6-capable
routers and pl atforns.

In the wi despread Dual -1 P scenario, a nore structured, nanageabl e
method is required, where the adm nistrator has control of the

depl oyment per-link and (ideally) |long-term aggregatable global |Pv6
addressing is obtained, planned, and used fromthe outset.

4.2.2.2. Deploy a Parallel IPv6 Infrastructure

Al ternatively, the adm nistrator may deploy a new, separate |Pv6-
capabl e router (or set of routers). It is quite possible that such a
paral l el infrastructure would be |Pv6-doni nant.

Such an approach would likely require additional hardware, but it has
the advantage that the existing IPv4 routing platforns are not
di sturbed by the introduction of |Pv6.

To distribute IPv6 to existing |Pvd enterprise subnets, either

dedi cat ed physical infrastructure can be enployed or, if available,

| EEE 802. 1qg VLANs coul d be used, as described in [VLAN]. The latter
has the significant advantage of not requiring any additiona

physi cal cabling/wiring and also offers all the advantages of VLANs
for the new Dual -1 P environment. Many router platforns can tag
multiple VLAN I Ds on a single physical interface based on the
subnet/1ink the packet is destined for; thus, nultiple IPv6 |inks can
be coll apsed for delivery on a single (or small nunber of) physica

| Pv6 router interface(s) in the early stages of depl oynment.

The parallel infrastructure should only be seen as an interimstep
towards full Dual -IP deploynment on a unified infrastructure. The
parall el infrastructure however allows all other aspects of the |IPv6
enterprise services to be deployed, including | Pv6 addressing, thus
maki ng the enterprise ready for that unifying step at a |l ater date.

4.3. Renpte |Pv6 Access to the Enterprise

When the enterprise’'s users are off-site, and using an | SP that does
not support any native |IPv6 service or IPv6 transition aids, the
enterprise may consider deploying it’'s own renote | Pv6 access
support. Such renpte support might for exanple be offered by

depl oyment of an I Pv6é Tunnel Broker [TBRK].

Bound, et al. I nf or mati onal [ Page 12]



RFC 4852 | Pv6 Enterprise Network Analysis April 2007

4.4. O her Considerations

There are sone i ssues associated with turning I Pv6 on by default,
i ncl udi ng application connection del ays, poor connectivity, and
network insecurity, as discussed in [V6DEF]. The issues can be
wor ked around or mitigated by follow ng the advice in [V6DEF].

5. Sparse Dual - Stack Depl oynent Anal ysis

This section covers Scenario 2 as described in Section 3.1 of [BSCN.
Thi s scenario assunmes the requirements defined within the [ BSCN]
text.

| Pv6 deploynent within the enterprise network, with an existing | Pv4d
infrastructure, could be notivated by mssion-critical or business
applications or services that require IPv6. |In this case, the
prerequisite is that only the nodes using those | Pv6 applications
need to be upgraded to be | Pv6-capable. The routing infrastructure
wi Il not be upgraded to support |IPv6, nor does the enterprise wish to
deploy a parallel 1Pv6 routing infrastructure at this point, since
this is an option in Section 4.

There is a need for end-to-end conmunication with | Pv6, but the
infrastructure only supports IPv4 routing. Thus, the only viable
net hod for end-to-end comrunication with IPv6 is to tunnel the
traffic over the existing IPv4 infrastructure as defined in this
anal ysi s docunent.

The network team needs to deci de which of the available transition
tunnel i ng mechani snms are the nost efficient to deploy, so they can be
used wi thout disrupting the existing IPv4 infrastructure. Severa
conditions require analysis, as introduced in the follow ng sub-

secti ons.

5.1. Internal versus External Tunnel Endpoi nt

Let’s assune the upstream provi der has depl oyed sonme | Pv6 services,
either native IPv6 in its backbone or in the access network, or sone
conbi nati on of both (Scenario B of Table 1). |In this case, the
provider will likely also deploy one or nore transition mechanisms to
support their I Pv6 subscribers. Obviously, the enterprise could

deci de to take advantage of those transition services offered from
the Provider. However, this will usually nean that individual nodes
in the network require their own |IPv6-in-1Pv4 tunnel. The end result
is somewhat inefficient |IPv6 intranetworks comruni cati on, because al

I Pv6 traffic nust be forwarded by the enterprise’ s |Pv4
infrastructure to the Tunnel Endpoint offered by the Provider
Nevert hel ess, this nmay be acceptable, particularly if the IPv6
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applications do not require intranetworks comrunication at all -- for
exanpl e, when an application’s server is |ocated outside of the
enterprise network, or on other intranetworks of the same enterprise.

Alternatively, the enterprise could decide to deploy its own
transition nechani sm node, possibly collocating it adjacent to the

border router that connects to the upstream Provider. 1In this case,
i ntranet networ ks conmuni cati on using this tunnel endpoint is also
possi bl e.

5.2. Manual versus Autoconfigured

If the nunber of nodes to be using IPv6 is low, the first option is
to use statically configured tunnels. However, automatically
configured tunnels may be preferable, especially if the nunmber is
hi gher.

6. | Pv6-Dom nant Network Depl oyment Anal ysis

In this section we are covering Scenario 3 as described in Section
3.1 of [BSCN]. The scenario, assunptions, and requirenents are
driven fromthe [BSCN] text. Wthin this docunent, this situation is
captured in Scenario C of Table 1.

Sone enterprise networks nmay wi sh to enploy an | Pv6-doni nant network
depl oyment strategy. What this nmeans essentially is that the network
or specific sites within the enterprise network will transition to

| Pv6 using only IPv6 routing to transfer both I Pv4 and | Pv6 packets
over the network, even though the network may be Dual -1 P capabl e.

| Pv4 routing would not be turned on within an | Pv6-doni nant network,
except if required to support edge |Pv4 networks.

Under this scenario, comruni cati ons between | Pv6 nodes will use |Pv6.
When | Pv6- capabl e nodes in the | Pv6-dom nant network need to
communi cate with | Pv4 nodes, the | Pv6 nodes will use their Dual -IP

i npl enentation to tunnel |Pv4 packets in IPv6 [V6TUN]. An edge
router within the | Pv6-dom nant network will decapsul ate the | Pv4
packet and route to the path of the IPv4 node on the network. This
pernmits Dual -1 P | ayer nodes to comunicate with | egacy |Pv4 nodes
wi thin an | Pv6-dom nant networKk.

Scenarios E and F from Tabl e 1 depict additional cases where an

| Pv6- dom nant depl oynent strategy could be in place. |In Scenario E

the entire network could be | Pv6-dom nant, but the Host OS 2 system
is running an | Pv4 application. |In Scenario F, the Host OS 1 system
network could be | Pv6-dom nant, but the rest of the networks are al

| Pv4.
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In each case, communicating with an | Pv4 end host or over an |Pv4
network requires that a transition point exist within the network to
support that operation. Furthernore, the node in the |Pv6-doni nant
networ k must acquire an | Pv4 address (to interoperate with the |IPv4
end host), and locate a tunnel endpoint on their network which
permts the | Pv4 packet to be tunneled to the next-hop |IPv6 router
and eventually to a destination Dual-IP router.

While retaining interoperability with IPv4 is a noble goal for
enterprise architects, it is an unfortunate fact that naintaining

| Pv4 services in an | Pv6-dom nant network sl ows and may even i npede
your ability to reap the maxi num benefits of |Pv6.

The deci si on whether or not to use an |Pv6-doni nant network

depl oyrment strategy is conpletely driven by the enterprise’ s business
and operational objectives and guided by the enterprise’s transition
pl an.

7. GCeneral Issues from Analysis

In this section, we describe generic enterprise |Pv6 depl oynment
i ssues, applicable to the analysis in Sections 4-6 of this document.

7.1. Staged Plan for |Pv6 Depl oynent

The enterprise network administrator will need to follow a staged
plan for 1 Pv6 deploynent. What this nmeans is that a strategic
identification of the enterprise network nust be perfornmed for al
poi nts and conponents of the transition

7.2. Network Infrastructure Requirenents
The considerations for the enterprise conponents are detailed in
Section 3.2 of [BSCN]. W do not go into detail on all aspects of
such components in this document. In this docunment, we focus on
Layer 3 issues.

7.3. Stage 1: Initial Connectivity Steps
The first steps for 1Pv6 depl oynent do not invol ve technical aspects

per se; the enterprise needs to select an external |Pv6 provider and
obtain globally routable | Pv6 address space fromthat provider
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7.3.1. otaining External Connectivity

The enterprise service provider would typically be a topographically
close I Pv6 provider that is able to provide an I Pv6 upstreamlink.

It would be expected that the enterprise would use either native |Pv6
upstream connectivity or, in its absence, a manually configured
tunnel [BCNF] to the upstream provider

7.3.2. Ontaining dobal |Pv6 Address Space

The enterprise will obtain global |Pv6 address space fromits
sel ected upstream provi der, as provider-assigned (PA) address space.

The enterprise should receive at least a /48 allocation fromits
provi der, as described in [ALLOC] .

Shoul d an enterprise change their provider, a procedure for
enterprise renunbering between providers is described in [ RENUM.

7.4. Stage 2: Deploying Generic Basic Service Conponents

Most of these are discussed in Section 4 of [BSCN]. Here we conment
on those aspects that we believe are in scope for this analysis
docunent. Thus, we have not included network nanagenent,

mul ti homing, nulticast, or application transition analysis here;
however, these aspects should be addressed in Stage 2.

7.4.1. Developing an | Pv6 Addressing Pl an

A site will need to forrmulate an | Pv6 addressing plan, utilizing the
gl obal |y aggregatable public IPv6 prefix allocated to it by its
upstream connectivity provider

In a Dual -1 P deploynent, the site will need to decide whether it

wi shes to deploy IPv6 links to be congruent with existing |IPv4
subnets. In this case, nodes will fall into the same Iinks or
subnets for both protocols. Such a schene could be followed, with

| Pv6 prefix allocations being made such that room for topol ogica
gromh is provisioned (reducing the potential requirenment for future
renunmbering due to restructuring).

A beneficial property of IPv6 is that an admnistrator will not need
to invest as nuch effort in address conservation. Wth IPv4, a site
will likely allocate | Pv4 subnets to be as small as possible for the

nunber of hosts currently in the subnet (e.g., a /26 for 50 nodes)
because |1 Pv4 address conservation is required. This creates problens
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when the nunber of nodes on a subnet grows, larger |Pv4 prefixes are
then required, and potentially tinme-consum ng and di sruptive
renunmbering events will follow

Wth IPv6, a link can in effect have any number of nodes, allow ng
link growth without the need to adjust prefix allocations with the
associ ated renunbering requirenent. The size of the initial site
allocation (currently recomrended to be a /48) also is likely to
allow roomfor site growth without a need to return to the
connectivity provider to obtain nore, potentially non-sequenti al
address space (as is the case for 1 Pv4 today, with the associ ated
paperwor k and probabl e del ays).

At the tine of witing, best practice in |IPv6 site address planning
is restricted due to Iimted w de-scal e depl oynments. Administrators
shoul d all ocate /64 size prefixes for subnets, and do so in a way
that has scope for growh within a site. The site should utilize a
pl an that reserves space for topological growh in the site, given
that its initial 1Pv6e prefix allocation (currently recomended to be
a /48) is likely to include such roomfor gromh. Al so see "IPv6
Uni cast Address Assignment"” [ UNAD .

7.4.2. 1Pv6 DNS
The enterprise site should deploy a DNS service that is capabl e of
both serving I Pv6 DNS records using the AAAA format [ DNSV6R] and
conmuni cati ng over |Pv6 transport.
Specific IPv6 DNS i ssues are reported in [ DNSOP6] .

7.4.3. |1Pv6 Routing

The enterprise network will need to support methods for internal and
ext ernal routing.

For a single-honed single-site network, a static route to a single
upstream provi der nay be sufficient, although the site may choose to
use an exterior routing protocol, especially where it has nmultiple
upstream provi ders.

For internal routing, an appropriate interior routing protocol may be

depl oyed. [|Pv6 routing protocols that can be used are as foll ows:
BGP4+ [BGP4], IS-IS[ISIS], OSPFv3 [OSPF], and RIPng [RIPng].

Bound, et al. I nf or mati onal [ Page 17]



RFC 4852 | Pv6 Enterprise Network Analysis April 2007

7.4.4. Configuration of Hosts

An enterprise network will have a nunber of tools available for the
del egati on and management of |Pv4 addresses and ot her configuration

i nformati on. These include manual configuration, NIS [NIS], and DHCP
[ DHCPv4] .

In an I Pv6 enterprise, Stateless Address Autoconfiguration [ CONF] may
be used to configure a host with a global |1Pv6 address, a default
router, and on-link prefix information.

Where support for secure autoconfiguration is required, SEND [ SEND
can be used. Readers should see the applicability statenents to
| Psec [I PSEC] within the SEND docunent.

A statel ess configured node wi shing to gain other configuration
information (e.g., DNS, NTP servers) will likely need a Statefu
DHCPv6 [ DHCPv6] service avail abl e.

For nodes configuring usi ng DHCPv6, where DHCPv6 servers are of flink,
a DHCPv6 Rel ay Agent function will be required. Were DHCPv4 and
DHCPv6 service are depl oyed together, dual-stack considerations need
to be made, as discussed within current work on DHCP dual - st ack

i ssues [ DHDS] .

Hosts may al so generate or request |Pv6 Privacy Addresses [PRI W6];
there is support for DHCPv6 to assign privacy addresses to nodes in
managed environnents.

7.4.5. Security

When deploying IPv6 within a Dual -1 P network, a site will need to
implenent its site security policy for |IPv6-capable nodes as it does
for | Pv4-capabl e nodes. For exanple, a border firewall should be
capable of filtering and controlling IPv6 traffic by enforcing the
sanme policy as it already does for |Pv4.

However, a site will also need to review its security policy in |ight
of I Pve-specific functionality that will be deployed in the site,
e.g., Mbile IPv6, statel ess autoconfiguration (and SEND), |Pv6
Privacy Extensions, and end-to-end IPsec. |In addition, a site wll
need to review the use of globally aggregatabl e public address space
where, for |1Pv4, private addressing and NAT may have been used.

An overvi ew of how Network Architecture Protection (NAP) using |Pv6
can provide the same or nore benefits without the need for NAT can be
found in [NAP]. This describes how the perceived security with |IPv4
NAT can be achi eved and surpassed with IPv6, i.e., how | Pv6
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technol ogy can be used to provide the narket-perceived benefits of
| Pv4 NAT.

VWer e depl oyed, intrusion detection systens will need to be enhanced
to check I Pv6 transport both for known application |ayer attack
patterns and for new potential |IPv6 threats, e.g., excessive hop-by-
hop headers or errant | Pv6 header options.

The depl oynent of specific transition nechani snms may al so introduce
threats, e.g., carrying IPv6 data tunneled in |IPv4. The site
security policy should enbrace the transition nmechani snms that are
depl oyed.

An overview of |Pv6 security issues can be found in [V6SEC]. This
i ncl udes discussion of issues specific to the |Pv6 protocol, to
transition nechani sns, and to | Pv6 depl oynent itself.

In addition, an enterprise should review all current host-based
security requirenents for their networks and verify support for |Pv6.

7.5. Stage 3: Wdespread Dual - St ack Depl oynent On-Site

Wth the basic building blocks of external connectivity, interior

| Pv6 routing, an I Pv6 DNS service, and address allocati on nanagenent
in place, the I Pv6 capability can be rolled out to the w der
enterprise. This involves putting IPv6 on the wire in the desired

i nks, and enabling applications and other services to begin using an
| Pv6 transport.

In the Dual -1P depl oynent case, this neans enabling |Pv6 on existing
| Pv4 subnets. As described in Section 7.4.4, above, it is likely
that IPv6 links will be congruent with | Pv4 subnets because |Pv4
subnets tend to be created for geographic, policy, or admnistrative
reasons that would be IP version-independent.

Wil e the use of I Pv6 by sonme applications can be adm nistratively
controlled (e.g., in the case of open source software by conpiling
the application without | Pv6 support enabled), the use of |Pv6
transport, and preference over |Pv4 transport, will vary per
applicati on based on the devel oper/author’s inpl enentation.

A Dual -1 P depl oynent will often be nmade by sites w shing to support
use of IPv6 within a site, even if I Pv6 transport is not preferred by
all applications. Putting support for IPv6 in all site
infrastructure (DNS, email transport, etc.) allows |Pv6 usage to be
phased in over time. As nodes beconme | Pv6 capabl e, and applications
and services |Pv6 enabled, the I Pv6 capable infrastructure can be

| everaged. For npbst networks, Dual-IP will be at the very least a
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mediumtermtransition towards an | Pv6-dom nant future. However, the
i ntroduction of |IPv6 support, with the potential benefits of globally
aggregat abl e public address usage (with [NAP]) and other new | Pv6
capabilities, can bring nore imredi ate benefits for the site.

8. Applicable Transition Mechani sns

This section will provide general guidance for the use of specific
transition nechani sns which in turn can be used by the enterprise to
support the enterprise matrix notional networks (rows) in Section 3,
and within the context of the anal ysis discussed in Sections 4, 5,
and 6.

Table 1 provides a nunmber of common scenarios that an enterprise
architect mght encounter as they consider how and where they shoul d
consi der deploying transition nechanisns to support the network
transition to IPv6. Selecting the nost appropriate nechanismfor
each scenario is nore of an art than a science and consequently
nmaki ng recomrendati ons agai nst each of the ten scenari os woul d be
sinmply fodder for sharpshooters touting their favored product.
However we can provi de some high-1evel guidance that shoul d benefit
the architect’s decision-maki ng process.

8.1. Recognizing Inconpatible Network Touchpoints

Mappi ng your specific situation into one of the ten scenarios of
Table 1 is far less inportant than recognizing the critica
touchpoints within the enterprise networks where inconpatible
networks interface. Unless a transition nechanismis being offered
by the enterprise as a service, it is at these touchpoints that a
mechani sm nust be consi dered.

A quick review of Table 1 reveals that the ten scenarios can be
boil ed down to variations of four major themes. The sinplest, but
al so nost favored (due to its flexibility), is w despread Dual -1P

with conpatible hosts at either end. This situation is illustrated
in Scenario A, and transition mechani sm considerations have al ready
been described in sone detail in Section 4.

In the second conmon thene (depicted in Scenarios B-D of Table 1),
the enterprise is conprised of conpatible hosts, with one or nore

i nconmpati bl e network touchpoints in between. As described in Section
4.2.2.1, tunneling can be used to "bypass" the inconpatible network
segnents. One tunneling option, manually configured tunnels [ BCNF]
could be used by the enterprise, but as the nane inplies, this
mechani sm provi des no aut omated tunnel configuration.
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"Connection of I Pv6 Domains via | Pv4 O ouds" [6TO4] can be used to
support enterprises that do not have an assigned | Pv6 prefix address.

I dentifying the responsible device to performthe tunneling is driven
by the position of the inconpatible touchpoint. |If a |local network
is inconpatible, then host tunneling is appropriate. |[|f the backbone
(provider) network is inconpatible, then gateway-to-gateway tunneling
m ght be a better choice. By working to ensure tunnel endpoints are
al ways configured at Dual -1 P devices, end-to-end conmunication or
services (I Pv4 or |1 Pv6) can be preserved.

Readers should review the current work regardi ng tunnels within the
| ETF Softwire working group and probl em statenent [ SOFTW.

Havi ng | Pv6 applications on a Dual-IP host on a v4-only network
requires some formof tunneling. Were configured tunnels are not
sufficient, a nore automatic solution nmay be appropriate. Available
solutions include the Intra-Site Automati c Tunnel Addressing Protoco
(I SATAP) [ISTP] or Teredo [TRDQ to tunnel to a v6 end service

| SATAP [I STP] can be used to provide end-node | Pv6 connectivity from
nodes on an isolated |IPv4 network, through the use of automatic
tunneling of IPv6 in IPv4. Teredo [ TRDOQ can be used when the
enterprise network is behind a NAT.

Enterprise architects should consider providing a Tunnel Broker
[TBRK] [TSPB] as a cost-effective service to | ocal users or
applications. Tunnel Brokers can be used to provide tunnel setup for
an enterprise using manually configured tunnels and 6TO4 [ 6TO4].
Tunnel Brokers can automate the use of tunnels across an enterprise
depl oyi ng | Pv6.

Later in the transition process, after the enterprise has
transitioned to a predominately IPv6 infrastructure, the architect
will need to determine a network transition strategy to tunnel |Pv4
within I Pv6 [V6TUN across |Pv6-dom nant |inks, or the enterprise
Intranet. O in the case of early deploynment of I|Pv6-don nant
networks, the architect will need to address this fromthe begi nning
of the required transition planning.

8.2. Recognizing Application Inconmpatibilities

Havi ng recogni zed i nconpati bl e network touchpoints, it is also

i ncurbent on the architect to identify application inconpatibilities.
During the transition period, particularly for large enterprises, it
is to be expected that an application hosted at one |ocation may | ead
(or lag) the I Pv6-conpatibility of its peer (or server) at sone other
| ocati on.
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8. 3.

10.

10.

This leads us to the third thene (represented by Scenarios E and §:
i nconpati bl e applications comruni cati ng across a honmbgenous network.
Transl ation is an obvi ous solution, but not recommended except for

| egacy devices that are at the network edge and cannot or never wll
be upgraded to IPv6. A nore scal able solution would be to use an
Application Layer Gateway (ALG between the inconpatible hosts.

Using Multiple Mechanisns to Support |Pv6 Transition

Inevitably, during the course of transitioning a large enterprise to
| Pv6, the architect will be faced with both inconpatible hosts and
simul taneously (at different parts of the enterprise) inconpatible
networks. These highly conplex situations represent the fourth
conmon theme in Table 1 (specifically depicted by Scenarios F, H, |
and J). Mintaining IP interoperability in these situations requires
addi ti onal planning and may require nultiple or even nested use of

di verse transition mechani sms. For exanple, an ALG collocated with
the application server may be required to service both I Pv4 and | Pv6
data streans that are sinmultaneously tunnel ed through inconpatible
networ k segment (s).

Security Consi derations
Security considerations for |1Pv6 deploynment in a Dual -1P environnent
are di scussed above in Section 7.4.5, where external references to
overvi ew docunents [ V6SEC] [ NAP] are al so included.
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Appendi x A.  Crisis Managenent Network Scenari os
A 1. Introduction

Thi s appendi x first describes different scenarios for the
introduction of IPv6 into a crisis managenent network for energency
services, defense, or security forces that are currently running |Pv4
service. Then, the scenarios for introducing |IPv6 are anal yzed, and
the rel evance of already defined transition mechani snms are eval uat ed.
Known chal | enges are al so identified.

When a crisis managenent enterprise deploys IPv6, its goal is to
provide I Pv6 connectivity on its institutional fixed networks and on
the nobile wireless services that are deployed to a crisis area. The
new | Pv6 service rmust be added to an already existing | Pv4d service,
the introduction of IPv6 must not interrupt this |IPv4 service, and
the 1 Pv6 services nmust be interoperable with existing | Pv4d services.

Crisis nanagenent enterprises accessing |Pv4d service across nobile
ground networks, airborne networks, and satellites will find
different ways to add IPv6 to this service based on their network
architecture, funding, and institutional goals. This docunent

di scusses a smal|l set of scenarios representing the architectures for
| Pv6 expected to be dom nant in crisis managenent networks during the
next decade. This docunent eval uates the rel evance of the existing
transition nechanisns in the context of these deploynent scenarios,
and points out the lack of essential functionality w thin these

nmet hods for a provider to support |IPv6 services for these scenarios.

The docunent focuses on services that include both |Pv6 and | Pv4 and
does cover issues surroundi ng accessing | Pv4 services across | Pv6-
only networks. It is outside the scope of this document to describe
detail ed i npl ementation plans for 1 Pv6 in defense networks.

A. 2. Scenarios for |1 Pve Deploynment in Crisis Managenment Networks
Scenario 1. Linmted | Pv6 Depl oynent Network

Sparse | Pv6 dual -stack depl oynment in an existing |Pv4d network
infrastructure. Enterprise with an existing |IPv4 network wants to
depl oy a set of particular IPv6 "applications" and have sonme ability
to interoperate with other institutions that are using |Pv6 services.
The 1 Pv6 deploynent is limted to the mnimumrequired to operate
this set of applications.

Assunmptions: | Pv6 software/ hardware conponents for the application
are available, and platfornms for the application are | Pv6 capabl e.
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Requi renents: Do not disrupt |IPv4 infrastructure.
Scenario 2: Dual - St ack Net wor k

W de-scal e/total dual -stack depl oynent of |1Pv4 and | Pv6 capabl e hosts
and network infrastructure. Enterprise with an existing |Pv4 network
wants to deploy IPv6 in conjunction with their |Pv4 network in order
to take advantage of emerging |Pv6 network-centric capabilities and
to be interoperable with other agencies, international partners, and
conmercial enterprises that are deploying an | Pv6 architecture.

Assunptions: The IPv4 network infrastructure used has an equi val ent
capability in | Pv6.

Requi rements: Do not disrupt existing | Pv4 network infrastructure
with Pv6. |Pv6 should be equivalent or "better" than the network
infrastructure in IPv4. It may not be feasible to deploy IPv6 on al
parts of the network i mediately. Dual-stacked defense enterprise
networ k nmust be interoperable with both | Pv4 and | Pv6 networks and
applications.

Scenari o 3: | Pv6-Dom nant Network

Enterprise has sonme limted | Pv4-capabl e/ only nodes/applications
needi ng to conmuni cate over the IPv6 infrastructure. Crisis
managenent enterprise re-structuring an existing network, decides to
pursue aggressive IPv6 transition as an enabler for network-centric
services and wants to run some native |IPv6-only networks to elimnate
cost/conplexity of supporting a dual stack. Some |egacy |Pv4 capable
nodes/ applications within the enterprise will have slow technica
refresh/repl acenent paths and will need to conmmuni cate over the | Pv6
domi nant infrastructure for years until they are replaced. The

| Pv6- doni nant enterprise network will need to be interoperable with
its own | egacy networks, commercial networks, and the | egacy networks
of simlar organizations that will remain | Pv4-donm nant during a | ong
transition period. Reserve units, contractors, other agencies, and

i nternational partners nmay need | Pv4 service across this enterprise’'s
| Pv6- domi nant backbone.

Assunptions: Required IPv6 network infrastructure is available, or
avai |l abl e over sone defined tineline, supporting the aggressive
transition plan.

Requi renents: Reduce operati on and nai nt enance requirenments and

i ncrease net-centricity through aggressive |Pv6 transition

I nteroperation and coexi stence with | egacy |Pv4 networks and
applications is required. Legacy |Pv4 nodes/applications/networks
will need to be able to operate across the | Pv6 backbone and need to
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be

able to interoperate with the | Pv6-dom nant network’s

nodes/ appl i cati ons.

A 3.

A generic network topol ogy for crisis managenent

Description of a Generic Crisis Managenment Network

refl ects the various

ways a crisis managenent network can connect custoners through their
network infrastructure. Because the institution’s existing

fixed-site wireless infrastructure can be destroyed or

a crisis, the crisis managenment network rmust be able to dep

own nobile wreless network or connect through externa

wirel ess networks provided by | SPs or partner organizations.
infrastructure lets us divide the basic areas for |Pv4/|IPv6

interoperability into three main areas:

the | ocal network, and the network backbone.

wi red and

unavai l able in

oy its

w red and

Thi s

the customer applications,

The basic components in a crisis managenent network are depicted in

Figure 1.
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Figure 1: Crisis Managenent Network Topol ogy.
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A 4. Stages of | Pv6 Depl oynent

The stages are derived fromthe generic description of scenarios for
crisis management networks in Section 2. Conbinations of different
bui I di ng bl ocks that constitute a crisis network environnment lead to
a nunber of scenarios fromwhich the network engi neers can choose.
The scenarios nost relevant to this docunment are those that maxinze
the network’s ability to offer IPv6 to its customers in the nost

efficient and feasible way. |In the first three stages, the goal is
to offer both I1Pv4 and IPv6 to the custoner, and it is assumed that
in the distant future, all 1Pv4 services will be eventually sw tched

to IPv6. This docunent will cover engineering the first four stages.

The four npbst probabl e stages are:

o Stage 1 Li mted Launch

o Stage 2 Dual - St ack Doni nance

o Stage 3 | Pv6 Domi nance

o Stage 4 | Pv6 Transition Conplete

CGenerally, a crisis nanagenment network is able to entirely upgrade a
current 1 Pv4d network to provide | Pv6 services via a dual -stack
network in Stage 2 and then slowly progress to Stages 3 and 4 as
indicated in Figure 2. During Stage 2, when nost applications are

| Pv6 domi nant, operational and mai ntenance costs can be reduced on
sonme networks by noving to Stage 3 and runni ng backbone networks
entirely on I Pv6, while adding |IPv4 backwards compatibility via v4 in
v6 tunneling or translation mechanisnms to the existing configuration
from Stage 2. When designing a new network, if a new | Pv6-only
service is required, it can be inplenented at a | ower cost by junping
directly to Stage 3/4 if there are only linmted or no | egacy
concerns.

Stage 1: Limited Launch

The first stage begins with an | Pv4-only network and | Pv4 customners.
This is the nbst common case today and the natural starting point for
the introduction of IPv6. During this stage, the enterprise begins
to connect individual 1Pv6 applications run on dual -stacked hosts

t hrough host - based tunneling using Tunnel Broker, |SATAP, or Teredo.
Sone early adopter networks are created for pilot studies and

net wor ked together through configured tunnels and 6t o4.

The i mediate first step consists of obtaining a prefix allocation

(typically a /32) fromthe appropriate RIR (e.g., AfriNIC, APNI C
ARIN, LACNIC, RIPE) according to allocation procedures.
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The crisis managenent enterprise will also need to establish |IPv6
connectivity between its hone base networks and nobile wireless
networ ks over its backbone. It will need to negotiate |IPv6 service
with its service providers and with peer organizations; it is of
utnost inportance to require I Pv6 capability or an upgrade plan when
negoti ati ng purchases of network applications and infrastructure. In
the short term network connections, especially | egacy wireless
networ ks that cannot provide |IPv6 services, can provide |Pv6 services
through the use of tunnels. However, the |onger-term goal nust be
requiring and obtaining | Pv6 native connectivity fromthe transit
networks. O herwise, the quality of I1Pv6 connectivity will |ikely be
poor and the transition to Stage 2 will be del ayed.

Stage 2: Dual - Stack Dom nance

Stage 2 occurs when nost applications, |ocal networks, and network
backbones become dual -stacked so that native |IPv6 connections are
enabled. At this point there is a mx of IPv4d and | Pv6 applications
and services in use across the enterprise. The enterprise may be
nmade | Pv6-capabl e t hrough either software upgrades, hardware
upgrades, or a conbination of both. Generally IPv6 is added during
normal technical refresh as the enterprise buys new equi pnent that is
| Pv6 ready.

Specialty | egacy applications and wirel ess/satellite networks may be
especially slowto transition to | Pv6 capability due to upgrade
costs, so plans nmust be nmade for backwards conpatibility for these
systens. Since some new | Pv6 services cannot be provided through

| Pv4, and some | egacy network connections may not yet be upgraded,
tunnel i ng mechani sns have to be provided on the backbone to provide

| Pv6 connectivity through to custoner |Pv6 applications still relying
on | egacy I Pv4-only networks. The tunnels may provide host-based
tunneling for individual customers or site-to-site tunnels to connect

smal |l | Pv6 domai ns through | Pv4-only networks. [|f any new
applications are I Pv6-only rather than dual -stacked, and need to
interact with IPvd-only | egacy applications, translators will be used

as a transition nmechanismof |last resort during this stage.
Stage 3: | Pv6 Domi nance
Applications are deployed specifically to use |IPv6 as benefit; thus,

net wor k backbone and nodes use | Pv6 and not |Pv4, except where |Pv4d
is | egacy.

Bound, et al. I nf or mati onal [ Page 30]



RFC 4852 | Pv6 Enterprise Network Analysis April 2007

Aut hors’ Addr esses

Ji m Bound

HP

110 Spitbrook Road
Nashua, NH 03062

USA
Phone: 603. 465. 3130
EMai | : jimbound@op.com

Yani ck Pouffary

HP Conpetency Center

950, Route des Col | es, BP027,

06901 Sophia Antipolis CEDEX

FRANCE

Phone: + 33492956285

EMai | : Yani ck. pouf fary@p. com

Ti m Chown

School of Electronics and Conputer Science
Uni versity of Sout hanpton

Sout hanmpt on SO17 1BJ

United Ki ngdom

EMai | : tjc@cs. soton. ac. uk

David Green

Command | nf ormati on

13655 Dul | es Technol ogy Drive

Suite 500

Her ndon, VA 20171

USA

Phone: 703.561. 5937

EMai | : green@omuandi nf or mati on. com

Steve Kl ynsma

The M TRE Cor poration
7515 Col shire Drive
McLean, VA 22102-5708
USA

Phone: 703-883-6469
EMai |l : sklynsma@ritre.org

Bound, et al. I nf or mati onal [ Page 31]



RFC 4852 | Pv6 Enterprise Network Analysis April 2007

Ful | Copyright Statenent
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Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.
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Intell ectual Property
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pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the infornation to the |IETF at
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