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Abst r act

Thi s docunent describes nethods for transporting the Protocol Data
Units (PDUs) of layer 2 protocols such as Frame Rel ay, Asynchronous
Transfer Mde (ATM Adaption Layer 5 (AAL5), and Ethernet, and for
providing a Synchroni zed Optical Network (SONET) circuit emul ation
service across an MPLS network. This docunment describes the so-
called "draft-martini" protocol, which has since been superseded by
the Pseudowi re Enul ati on Edge to Edge Working Group specifications
described in RFC 4447 and rel ated docunents.
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1

| ntroducti on

In an MPLS network, it is possible to carry the Protocol Data Units
(PDUs) of layer 2 protocols by prepending an MPLS | abel stack to
these PDUs. This document specifies the necessary |abel distribution
procedures for acconplishing this using the encapsul ation nmethods in
[ RFC4905]. W restrict discussion to the case of point-to-point
transport. Quality of service (QS)-related issues are not discussed
in this docunment. This docunent describes methods for transporting a
nunber of protocols; in sone cases, transporting a particular

protocol may have several nopdes of operation. Each of these
protocol s and/or nodes may be inpl enented i ndependently.

An acconpanyi ng docurment [CEM al so describes a nethod for
transporting tinme division nultiplexed (TDM digital signals (TDM
circuit emul ation) over a packet-oriented MPLS network. The
transm ssion systemfor circuit-oriented TDMsignals is the
Synchronous Optical Network (SONET) [ANSI.T1.105] / Synchronous
Digital Hierarchy (SDH) [ITU. G 707]. To support TDMtraffic, which
i ncl udes voi ce, data, and private |eased |line service, the MPLS
network nust enulate the circuit characteristics of SONET/ SDH

payl oads. MPLS | abels and a new circuit emnul ati on header are used to
encapsul ate TDM signals and provide the Circuit Enulation Service
over MPLS (CEM.

Speci fication of Requirements

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Speci al Note

Thi s docunent describes the so-called "draft-martini" protocol, which
is used in many depl oyed inplenmentations. This docunent and its
contents have since been superseded by the Pseudow re Emul ati on Edge
to Edge Working Group specifications: [RFC4447], [RFC4385],

[ RFC4448], [RFCA717], [RFC4618], [RFC4619], [RFC4553], [RFC4842], and
rel ated docunents. This document serves as a docunentation of
current inplementations, and MJST NOT be used for new

i mpl enentati ons. The PWE3 Label Distribution Protocol (LDP) contro
docunent [ RFC4447], which is backward conpatible with this docunent,
MUST be used for all new inplenmentations of this protocol
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4.

Tunnel Labels and Virtual Crcuit (VC) Labels

Suppose it is desired to transport layer 2 PDUs fromingress Labe
Switching Router (LSR) R1 to egress LSR R2, across an intervening
MPLS network. We assunme that there is a Label Switched Path (LSP)
fromRlL to R2. That is, we assune that Rl can cause a packet to be
delivered to R2 by pushing sone | abel onto the packet and sending the
result to one of its adjacencies. Call this |abel the "tunne

| abel ", and the corresponding LSP the "tunnel LSP"

The tunnel LSP merely gets packets fromRl to R2; the correspondi ng

| abel doesn't tell R2 what to do with the payload. In fact, if
penul ti mate hop popping is used, R2 may never even see the
corresponding label. (If RL itself is the penultimte hop, a tunne

| abel may not even get pushed on.) Thus, if the payload is not an IP
packet, there nmust be a | abel, which becones visible to R2, that
tells R2 howto treat the received packet. Call this |abel the "VC

| abel ".

So when R1 sends a layer 2 PDUto R2, it first pushes a VC | abel on
its label stack, and then (if RL is not adjacent to R2) pushes on a
tunnel label. The tunnel |abel gets the MPLS packet fromRl to R2;
the VC | abel is not visible until the MPLS packet reaches R2. R2’'s
di sposition of the packet is based on the VC | abel

Note that the tunnel could be a Generic Routing Encapsul ati on (GRE)-
encapsul ated MPLS tunnel between R1 and R2. In this case, Rl would
be adjacent to R2, and only the VC | abel would be used, and the

i ntervening network need only carry | P packets.

If the payload of the MPLS packet is, for exanple, an ATM AAL5 PDU
the VC label will generally correspond to a particular ATM VC at R2.
That is, R2 needs to be able to infer fromthe VC | abel the outgoing
interface and the VPI/VCl (Virtual Path ldentifier / Virtual Crcuit
Identifier) value for the AALS5 PDU. If the payload is a Franme Rel ay
PDU, then R2 needs to be able to infer fromthe VC | abel the outgoing
interface and the DLCI (Data Link Connection ldentifier) value. |If
the payload is an Ethernet frame, then R2 needs to be able to infer
fromthe VC | abel the outgoing interface, and perhaps the VLAN
identifier. This process is unidirectional, and will be repeated

i ndependently for bidirectional operation. It is REQURED to assign
the same VC ID, and VC type for a given circuit in both directions.
The group I D (see bel ow) MJST NOT be required to match in both
directions. The transported frame MAY be nodified when it reaches
the egress router. |f the header of the transported layer 2 frame is
nodi fied, this MJIST be done at the egress LSR only.
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5.

5.

Note that the VC | abel nust always be at the bottom of the |abe
stack, and the tunnel label, if present, nust be inmediately above
the VC label. O course, as the packet is transported across the
MPLS network, additional |abels may be pushed on (and then popped
of f) as needed. Even Rl itself may push on additional |abels above
the tunnel label. |If RlL and R2 are directly adjacent LSRs, then it
may not be necessary to use a tunnel |abel at all

Thi s docunent does not specify a nmethod for distributing the tunne
| abel or any other |abels that nay appear above the VC | abel on the
stack. Any acceptabl e method of MPLS | abel distribution will do.

Thi s docunent does specify a nmethod for assigning and distributing
the VC label. Static |abel assignnent MAY be used, and

i mpl enent ati ons SHOULD provi de support for this. Wen signaling is
used, the VC | abel MJST be distributed fromR2 to R1L using LDP in the
downstream unsolicited node; this requires that an LDP session be
created between R1 and R2. It should be noted that this LDP session
is not necessarily transported al ong the sane path as the Layer 2
PDUs [ RFC3036]. In addition, when using LDP to distribute the VC
 abel, liberal |abel retention node SHOULD be used. However, as
required in [ RFC3036], the |abel request operation (mainly used by
conservative | abel retention node) MJUST be inplenented. VC |abels
MUST be allocated fromthe per-platformlabel space.

Note that this technique allows an unbounded nunber of |ayer 2 "VCs"
to be carried together in a single "tunnel". Thus, it scales quite
well in the network backbone.

Wil e this docurment currently defines the enmulation of Frane Rel ay
and ATM Perrmanent Virtual Circuit (PVC) services, it specifically
does not preclude future enhancenments to support sw tched service
(Switched Virtual Crcuit (SVC) and Switched Permanent Virtua
Crcuit (SPVC)) emnul ation.

Prot ocol - Specific Details
1. Franme Rel ay

The Frame Relay PDUs are encapsul ated according to the procedures
defined in [ RFC4905]. The MPLS edge LSR MUST provi de Frane Relay PVC
status signaling to the Frane Relay network. |If the MPLS edge LSR
detects a service affecting condition, as defined in [Q 933] Annex
A5 cited in Inplementation Agreenent FRF. 1.1, it MJST w thdraw the

| abel that corresponds to the frane relay DLCl. The egress LSR
SHOULD generate the corresponding errors and al arns as defined in
[Q933] on the egress Frane relay VC
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5.2. ATM
5.2.1. ATM AALS5 VCC Transport

ATM AAL5 Conmon Part Convergence Subl ayer - Service Data Units

(CPCS- SDUs) are encapsul ated according to [ RFC4905] ATM AAL5 CPCS- SDU
node. This node allows the transport of ATM AAL5 CSPS-SDUs traveling
on a particular ATM PVC across the MPLS network to anot her ATM PVC.

5.2.2. ATM Transparent Cell Transport

This node is simlar to the Ethernet port node. Every cell that is
received at the ingress ATM port on the ingress LSR Ril, is

encapsul ated according to [ RFC4905], ATMcell npbde, and sent across
the LSP to the egress LSR, R2. This node allows an ATM port to be
connected to only one other ATM port. [RFC4905] allows for grouping
of multiple cells into a single MPLS frame. Gouping of ATMcells is
OPTIONAL for transm ssion at the ingress LSR, Rl. |If the Egress LSR
R2 supports cell concatenation, the ingress LSR Rl1l, should only
concatenate cells up to the "Maxi num Nunber of concatenated ATM
cells" paraneter received as part of the FEC el ement.

5.2.3. ATM VCC and VPC Cell Transport

This node is simlar to the ATM AAL5 Virtual Channel Connection (VCO)
transport except that cells are transported. Every cell that is
received on a pre-defined ATM PVC or ATM Pernmanent Virtual Path
(PVP), at the ingress ATM port on the ingress LSR, Rl, is

encapsul ated according to [ RFC4905], ATM cell nobde, and sent across
the LSP to the egress LSR R2. Gouping of ATMcells is OPTIONAL for
transm ssion at the ingress LSR, RL. |f the egress LSR R2 supports
cell concatenation, the ingress LSR, Rl, MJST only concatenate cells
up to the "Maxi mum Nunber of concatenated ATMcells in a frane"

par anmet er received as part of the FEC el enent.

5.2.4. QOAM Cel | Support

Operations and Managenent (OAM cells MAY be transported on the VC
LSP. Wen the LSR is operating in AAL5 CPCS-SDU transport node, if
it does not support transport of ATMcells, the LSR MJST di scard

i ncomi ng MPLS frames on an ATM VC LSP that contain a VC | abel with
the T bit set [RFC4905]. When operating in AALS5 SDU transport node,
an LSR that supports transport of OAMcells using the T bit defined
in [ RFC4905], or an LSR operating in any of the three cell transport
nodes, MJST follow the procedures outlined in [ FAST] Section 8 for
node O only, in addition to the applicable procedures specified in
[1TU G 707].
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5.2.4.1. OAM Cell Enul ati on Mde

AN LSR that does not support transport of OAM cells across an LSP MAY
provi de OAM support on ATM PVCs using the foll owi ng procedures:

A pair of LSRs MAY enul ate a bidirectional ATM VC by two
unidirectional LSPs. |f an F5 end-to-end OAM cell is received froma
ATM VC, by either LSR that is transporting this ATMVC, with a

| oopback i ndication value of 1, and the LSR has a | abel napping for
the ATM VC, then the LSR MJST decrenent the | oopback indication value
and | oop back the cell on the ATM VC. O herw se, the | oopback cell
MUST be di scarded by the LSR

The ingress LSR, Rl, may al so optionally be configured to

periodi cally generate F5 end-to-end | oopback OAM cells on a VC. |If
the LSR fails to receive a response to an F5 end-to-end | oopback OAM
cell for a pre-defined period of tine it MJIST withdraw the | abel
mappi ng for the VC

If an ingress LSR, Rl, receives an AIS (Alarm I ndication Signhal) F5
OAM cell, or R1L fails to receive a pre-defined nunber of the End-to-
End |l oop OAM cell's, or a physical interface goes down, it MJST

wi thdraw the | abel mappings for all VCs associated with the failure.
When a VC | abel napping is withdrawn, the egress LSR, R2, MJST
generate AIS F5 OAM cells on the VC associated with the withdrawn

| abel mapping. 1In this nmode it is very useful to apply a unique
group IDto each interface. |In the case where a physical interface
goes down, a wild card | abel wthdraw can be sent to all LDP

nei ghbors, greatly reducing the signaling response tinmne.

5.2.5. ILM Support

An MPLS edge LSR MAY provide an ATM Integrated Local Managenent
Interface (ILM) to the ATM edge switch. |If an ingress LSR receives
an | LM nmessage indicating that the ATM edge switch has deleted a VC,
or if the physical interface goes down, it MJST withdraw the | abel
mappi ngs for all VCs associated with the failure. Wen a VC | abel
mappi ng i s withdrawn, the egress LSR SHOULD notify its client of this
failure by deleting the VC using ILM.

5.3. Ethernet VLAN

The Ethernet franme will be encapsul ated according to the procedures
in [RFC4905]. It should be noted that if the VLAN identifier is
nodi fi ed by the egress LSR according to the procedures outlined
above, the Ethernet spanning tree protocol mght fail to work
properly. If the LSR detects a failure on the Ethernet physical
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port, or the port is admnistratively disabled, it MJST withdraw the
| abel mappings for all VCs associated with the port.

5.4. Ethernet

The Ethernet frame will be encapsul ated according to the procedures
in [RFC4905]. |If the LSR detects a failure on the Ethernet physica
port, or the port is adm nistratively disabled, the correspondi ng VC
| abel mappi ng MJST be withdrawn.

5.5. HDLC
HDLC (H gh-Level Data Link Control) franes are encapsul ated according
to the procedures in [ RFC4905]. |If the MPLS edge LSR detects that
the physical link has failed, or the port is adninistratively

di sabled, it MJST withdraw the | abel mapping that corresponds to the
HDLC 1i nk.

5.6. PPP

PPP franmes are encapsul ated according to the procedures in [ RFC4905].
If the MPLS edge LSR detects that the physical |ink has failed, or
the port is admnistratively disabled, it MJST wi thdraw the | abe
mappi ng that corresponds to the PPP |ink

6. LDP

The VC | abel bindings are distributed using the LDP downstream
unsolicited nmode described in [RFC3036]. The LSRs will establish an
LDP session using the Extended Di scovery nmechani sm described in
sections 2.4.2 and 2.5 of [RFC3036]; for this purpose, a new type of
FEC el enment is defined. The FEC elenent type is 128. Only a single
VC FEC el ement MJUST be advertised per LDP VC | abel. The Virtua
Circuit FEC el enent is defined as follows:

0 1 2 3
01234567890123456789012345678901
T S T s i S i i S S S S ok

| VC tlv | C VC Type | VC info Length
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Goup ID |
B T s i I S e i S i i S S e S
| VC I D |
i I S i i e
| Interface paraneters

| "

I
+-

i T el m T S S i S SRR
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- VC Type

A 15-bit quantity containing a value that represents the type of
VC. Assigned val ues are:

VC Type Description

0x0001 Frame Relay DLC

0x0002 ATM AALS5 VCC transport

0x0003 ATM transparent cell transport
0x0004 Et her net VLAN

0x0005 Et her net

0x0006 HDLC

0x0007 PPP

0x8008 CEM [ CEM

0x0009 ATM VCC cel | transport

Ox000A ATM VPC cel | transport

- Control word bit (C

The hi ghest order bit (C) of the VC type is used to flag the
presence of a control word (defined in [ RFC4905]) as foll ows:

bit 15
bit 15

1 control word present on this VC
0 no control word present on this VC

Pl ease see Section 6.2, "C Bit Handling Procedures", for further
expl anat i on.

- VC information | ength

Length of the VC ID field and the interface paraneters field in
octets. If this value is O, then it references all VCs using
the specified group ID, and there is no VC ID present, nor any
i nterface paraneters.

- Goup ID

An arbitrary 32-bit value, which represents a group of VCs that
is used to create groups in the VC space. The group IDis
intended to be used as a port index, or a virtual tunnel index.
To sinmplify configuration, a particular VC ID at ingress could
be part of the virtual tunnel for transport to the egress
router. The group IDis very useful to send wild card | abel
withdrawal s to rempte LSRs upon physical port failure.
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- VCID

A non-zero 32-bit connection ID that, together with the VC type,
identifies a particular VC

- Interface paraneters

This variable length field is used to provide interface-specific
parameters, such as interface MIU

6. 1. Interface Parameters Field

This field specifies interface-specific paraneters. Wen applicable,
it MIUST be used to validate that the LSRs, and the ingress and egress
ports at the edges of the circuit, have the necessary capabilities to
interoperate with each other. The field structure is defined as
fol | ows:

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| Parameter ID | Length | Vari abl e Length Val ue

B s i S i I i S S S i i
| Vari abl e Length Val ue

|+_ I

T S S S T S S el

The paranmeter IDis defined as follows:

Par anet er I D Length Descri ption
0x01 4 Interface MIU in octets.
0x02 4 Maxi mum Nunber of concatenated ATM cells.
0x03 up to 82 Optional Interface Description string.
0x04 4 CEM [ CEM Payl oad Bytes.
0x05 4 CEM opt i ons.

The Length field is defined as the |l ength of the interface paraneter
i ncluding the Paraneter ID and Length field itself. Processing of
the interface paraneters should conti nue when encountering unknown
interface paranmeters, and they MJST be silently ignored.

- Interface MU
A 2-octet value indicating the MIU in octets. This is the
Maxi mum Transmi ssion Unit, excluding encapsul ati on overhead, of

the egress packet interface that will be transmitting the
decapsul ated PDU that is received fromthe MPLS network. This
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paranmeter is applicable only to VC types 1, 2, 4, 5 6, and 7,

and is REQU RED for these VC types. |f this paraneter does not
match in both directions of a specific VC, that VC MJST NOT be
enabl ed.

- Maxi mum Nunmber of concatenated ATM cel |l s

A 2-octet val ue specifying the maxi num nunber of concatenated
ATM cel I s that can be processed as a single PDU by the egress
LSR. An ingress LSR transnmitting concatenated cells on this VC
can concatenate a nunber of cells up to the value of this
paraneter, but MJUST NOT exceed it. This parameter is applicable
only to VC types 3, 9, and Ox0a, and is REQU RED for these VC
types. This paranmeter does not need to match in both directions
of a specific VC

- Optional Interface Description string

This arbitrary, OPTIONAL interface description string can be
used to send an administrative description text string to the
renote LSR. This paranmeter is OPTIONAL, and is applicable to
all VC types. The interface description paranmeter string |length
is variable, and can be fromO to 80 octets.

- Payl oad Bytes

A 2-octet value indicating the nunmber of TDM payl oad octets
contained in all packets on the CEM streamfrom48 to 1, 023
octets. Al of the packets in a given CEM stream have the sane
nunber of payload bytes. Note that there is a possibility that
the packet size nay exceed the Synchronous Payl oad Envel ope
(SPE) size in the case of an STS-1 SPE, which could cause two
pointers to be needed in the CEM header, since the payload may
contain two J1 bytes for consecutive SPEs. For this reason, the
nunber of payl oad bytes must be |l ess than or equal to 783 for
STS-1 SPEs.

- CEM Options

An optional 16-bit value of CEM flags. See [CEM for the
definition of the bit val ues.
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6.2. C Bit Handling Procedures
6.2.1. VC Types for Wiich the Control Wrd is REQU RED

The Label Mapping nessages which are sent in order to set up these
VCs MJST have c=1. Wien a Label Mapping nessage for a VC of one of
these types is received, and c=0, a Label Release MJST be sent, with
an "lllegal Cbit" status code. |In this case, the VCwll not cone

up.
6.2.2. VC Types for Wiich the Control Wrd is NOT Mandatory

If a systemis capable of sending and receiving the control word on
VC types for which the control word is not mandatory, then each such
VC endpoi nt MJST be configurable with a paranmeter that specifies
whet her the use of the control word is PREFERRED or NOT PREFERRED
For each VC, there MJST be a default value of this paraneter. This
specification does NOT state what the default val ue shoul d be.

If a systemis NOT capabl e of sending and receiving the control word
on VC types for which the control word is not nandatory, then it
behaves exactly as if it were configured for the use of the contro
word to be NOT PREFERRED

If a Label Mapping nessage for the VC has al ready been received, but
no Label Mapping message for the VC has yet been sent, then the
procedure is the foll ow ng:

-i. If the received Label Mapping message has c=0, send a Labe
Mappi ng nmessage with c¢=0, and the control word is not used.

-ii. If the received Label Mpping nessage has c=1, and the VCis
locally configured such that the use of the control word is
preferred, then send a Label Mapping nmessage with c=1, and the
control word is used.

-iii. If the received Label Mapping nessage has c=1, and the VCis
locally configured such that the use of the control word is not
preferred or the control word is not supported, then act as if
no Label Mapping nmessage for the VC had been received (i.e.
proceed to the next paragraph).

If a Label Mapping nessage for the VC has not already been received
(or if the received Label Mapping nessage had c=1, and either |oca
configuration says that the use of the control word is not preferred
or the control word is not supported), then send a Label Mapping
nmessage in which the ¢ bit is set to correspond to the locally
configured preference for use of the control word. (That is, set c=1
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if locally configured to prefer the control word, set ¢c=0 if locally
configured to prefer not to use the control word or if the contro
word is not supported).

The next action depends on what control nessage is next received for
that VC. The possibilities are:

-i. A Label Mapping message with the sane ¢ bit value as specified
in the Label Mapping message that was sent. VC setup is now
conplete, and the control word is used if c=1 but not used if
c=0.

-ii. A Label Mapping nessage with c=1, but the Label Mppi ng nessage
that was sent has ¢=0. In this case, ignore the received Labe
Mappi ng nessage, and continue to wait for the next contro
nmessage for the VC

-iii. A Label Mapping nessage with ¢c=0, but the Label Mappi ng nessage
that was sent has c=1. |In this case, send a Label Wthdraw
nessage with a "Wong CGbit" status code, followed by a Labe
Mappi ng nessage that has c¢c=0. VC setup is now conplete, and
the control word is not used.

-iv. A Label Wthdraw nessage with the "Wong C-bit" status code
Treat as a nornal Label Wthdraw, but do not respond. Continue
to wait for the next control nessage for the VC

If, at any tinme after a Label Mappi ng message has been received, a
correspondi ng Label Wthdraw or Rel ease is received, the action taken
is the same as for any Label Wthdraw or Rel ease that m ght be
received at any tine.

I f both endpoints prefer the use of the control word, this procedure

will cause it to be used. |If either endpoint prefers not to use the
control word, or does not support the control word, this procedure
will cause it not to be used. |If one endpoint prefers to use the

control word but the other does not, the one that prefers not to use
it is has no extra protocol to execute; it just waits for a Labe
Mappi ng nessage that has c=0.

The following diagramillustrates the above procedures:
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| VC setup is conplete. |If not:

| Recei ve | | Receive
| Cc=1 | ] C=0
] |
Wait for the Send
next nessage Wong CBit

|
Send Label Mapping
Message with C=0
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6.2.3. Status Codes

RFC 3036 has a range of Status Code val ues, which are assigned by
| ANA on a First Cone, First Served basis. These are in the range
0x20000000- Ox3effffff. The foll owi ng new status codes are defined

0x20000001 "Il legal CBit"
0x20000002 "Wong C-Bit"

6.3. LDP Label Wthdrawal Procedures

As nentioned above, the Goup IDfield can be used to withdraw all VC
| abel s associated with a particular group ID. This procedure is
OPTIONAL, and if it is inmplemented, the LDP | abel withdraw nessage
should be as follows: the VCinformation length field is set to O,
the VCIDfield is not present, and the interface paranmeters field is
not present. For the purpose of this document, this is called the
"wild card withdraw procedure”, and all LSRs inplenenting this design
are REQUI RED to accept such a withdraw nmessage, but are not required
to send it.

The interface paraneters field MJUST NOT be present in any LDP VC
| abel wi thdrawal nmessage or rel ease nessage. A wild card rel ease
nmessage MUST include only the group ID. A Label Rel ease nessage
initiated fromthe inposition router nmust always include the VC ID.

6.4. Sequencing Considerations

In the case where the router considers the sequence nunber field in
the control word, it is inportant to note the follow ng when
advertising | abels.

6.4.1. Label Mapping Advertisenents

After a | abel has been withdrawn by the disposition router and/or

rel eased by the inmposition router, care nust be taken to not re-
advertise (reuse) the released | abel until the disposition router can
be reasonably certain that ol d packets containing the rel eased | abe
no | onger persist in the MPLS network.

This precaution is required to prevent the inmposition router from
restarting packet forwarding with sequence nunber of 1 when it
receives the sane | abel mapping if there are still ol der packets
persisting in the network with sequence nunber between 1 and 32768.
For exanple, if there is a packet with sequence nunber=n where n is
in the interval[1,32768] traveling through the network, it would be
possi bl e for the disposition router to receive that packet after it
re-advertises the label. Since the |abel has been rel eased by the
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i mposition router, the disposition router SHOULD be expecting the
next packet to arrive with sequence nunber of 1. Receipt of a packet
with sequence nunber equal to n will result in n packets potentially
being rejected by the disposition router until the inposition router

i nposes a sequence nunber of n+l into a packet. Possible methods to
avoid this are for the disposition router to always advertise a
different VC | abel, or for the disposition router to wait for a
sufficient time before attenpting to re-advertise a recently rel eased
label. This is only an i ssue when sequence nunber processing at the
di sposition router is enabl ed.

6.4.2. Label Mapping Rel ease

In situations where the inposition router wants to restart forwarding
of packets with sequence nunber 1, the router shall 1) send a | abe
mappi ng rel ease to the disposition router, and 2) send a | abe

mappi ng request to the disposition router. Wen sequencing is
supported, advertisenment of a VC |label in response to a | abel nmapping
request MJST al so consider the issues discussed in Section 6.4.1

7. | ANA Consi derations

As specified in this docunment, a Virtual Circuit FEC el ement contains
the VC Type field. VC Type value 0 is reserved. VC Type values 1
through 10 are defined in this docunment. VC Type val ues 11 through
63 are to be assigned by | ANA using the "I ETF Consensus" policy
defined in RFC 2434. VC Type val ues 64 through 127 are to be
assigned by | ANA, using the "First Come First Served" policy defined
in RFC 2434. VC Type val ues 128 through 32767 are vendor-specific,
and values in this range are not to be assigned by | ANA

As specified in this docunent, a Virtual Circuit FEC el ement contains
the Interface Parameters field, which is a list of one or nore
paranmeters, and each paranmeter is identified by the Parameter ID
field. Parameter ID value O is reserved. Paraneter ID values 1
through 5 are defined in this docunent. Paraneter |ID values 6
through 63 are to be assigned by | ANA using the "I ETF Consensus"
policy defined in RFC 2434. Parameter |D values 64 through 127 are
to be assigned by I ANA using the "First Come First Served" policy
defined in RFC 2434. Parameter |D values 128 through 255 are
vendor-specific, and values in this range are not to be assigned by
| ANA.

8. Security Considerations
Thi s docunent does not affect the underlying security issues of MPLS,

described in [RFC3032]. Mre detailed security considerations are
al so described in Section 8 of [RFC4447].
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