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Abst r act

Thi s docunent describes the Equal Cost Multipath (ECMP) behavior of
currently depl oyed MPLS networks. This docunment nakes best practice
reconmendati ons for anyone defining an application to run over an
MPLS network that wi shes to avoid the reordering that can result from
transm ssion of different packets fromthe sane flow over nultiple

di fferent equal cost paths. These recommendations rely on inspection
of the I P version nunber field in packets. Despite the heuristic
nature of the reconmendations, they provide a relatively safe way to
operate MPLS networks, even if future allocations of |P version
nunbers were nade for some purpose.
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| ntroducti on

Thi s docunent describes the Equal Cost Miltipath (ECMP) behavior of
currently depl oyed MPLS networks. W discuss cases where multiple
packets fromthe same top-level LSP m ght be transmtted over

di fferent equal cost paths, resulting in possible ms-ordering of
packets that are part of the sane top-level LSP. This docunent also
makes best practice reconmendati ons for anyone defining an
application to run over an MPLS network that wi shes to avoid the
resulting potential for ms-ordered packets. \While disabling ECW
behavior is an option open to nost operators, few (if any) have
chosen to do so, and the application designer does not have contro
over the behavior of the networks that the application may run over.
Thus, ECMP behavior is a reality that nust be reckoned with.

1. Term nol ogy

ECWVP Equal Cost Multipath
FEC Forwar di ng Equi val ence d ass
| P ECVP A forwardi ng behavior in which the selection of the

next - hop between equal cost routes is based on the
header (s) of an I P packet

Label ECVMP A forwardi ng behavior in which the selection of the
next - hop between equal cost routes is based on the |abe
stack of an MPLS packet

LSP Label Switched Path
LSR Label Switching Router
Current ECWVP Practices

The MPLS | abel stack and Forwardi ng Equi val ence Cl asses are defined
in [RFC3031]. The MPLS | abel stack does not carry a Protoco
Identifier. Instead the payload of an MPLS packet is identified by
the Forwardi ng Equi val ence C ass (FEC) of the bottom nost | abel

Thus, it is not possible to know the payl oad type if one does not
know t he | abel binding for the bottom nost |abel. Since an LSR
which is processing a | abel stack, need only know the binding for the
| abel (s) it must process, it is very often the case that LSRs al ong
an LSP are unable to determi ne the payload type of the carried
contents.

As a neans of potentially reducing delay and congestion, |P networks
have taken advantage of multiple paths through a network by splitting
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traffic fl ows across those paths. The general nanme for this practice
is Equal Cost Multipath or ECMP. 1In general, this is done by hashing
on various fields on the IP or contained headers. |In practice,
within a network core, the hashing is based mainly or exclusively on
the I P source and destination addresses. The reason for splitting
aggregated flows in this manner is to mnimze the re-ordering of
packets bel onging to individual flows contained within the aggregated
flow Wthin this docunment, we use the termIP ECWP for this type of
forwardi ng al gorithm

For packets that contain both a |abel stack and an encapsul ated | Pv4
(or 1 Pv6) packet, current inplenmentations in sone cases may hash on
any conbi nation of labels and IPv4 (or | Pv6) source and destination
addr esses.

In the early days of MPLS, the payl oad was al nbst exclusively IP
Even today the overwhelm ng majority of carried traffic remains IP.
Provi ders of MPLS equi pnent sought to continue this |IP ECVP behavi or.
As shown above, it is not possible to know whether the payl oad of an
MPLS packet is IP at every place where | P ECVMP needs to be perforned.
Thus vendors have taken the liberty of guessing the payload. By

i nspecting the first nibble beyond the | abel stack, existing

equi pment infers that a packet is not IPv4 or IPv6 if the val ue of
the ni bble (where the I P version nunber woul d be found) is not 0x4 or
0x6 respectively. Mst deployed LSRs will treat a packet whose first
nibble is equal to 0x4 as if the payload were |Pv4 for purposes of IP
ECVP

A consequence of this is that any application that defines an FEC
that does not take neasures to prevent the val ues 0x4 and 0x6 from
occurring in the first nibble of the payl oad may be subject to IP
ECMP and thus having their flows take nultiple paths and arriving
with considerable jitter and possibly out of order. Wile none of
this is in violation of the basic service offering of IP, it is
detrimental to the performance of various classes of applications.

It al so conplicates the neasurenment, nonitoring, and tracing of those
flows.

New MPLS payl oad types are energi ng, such as those specified by the
| ETF PVE3 and AVT wor ki ng groups. These payloads are not IP and, if
specified without constraint, mght be mstaken for IP

It nust also be noted that LSRs that correctly identify a payl oad as
not being IP nost often will |oad-share traffic across multiple
equal - cost paths based on the | abel stack. Any reserved |abel, no
matter where it is located in the stack, may be included in the
conput ati on for |oad balancing. Mdification of the |abel stack

bet ween packets of a single flow could result in re-ordering that
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flow That is, were an explicit null or a router-alert |abel to be
added to a packet, that packet could take a different path through
t he network.

Note that for some applications, being mstaken for |Pv4d may not be

detrimental. The trivial case being where the payl oad behind the top
| abel is a packet belonging to an MPLS IPv4 VPN. Here the rea
payload is IP and nost (if not all) deployed equipnment will |ocate

the end of the |abel stack and correctly performI| P ECVP

A |l ess obvious case is when the packets of a given flow happen to
have constant values in the fields upon which IP ECVMP woul d be
perfornmed. For exanple, if an Ethernet frame inmediately follows the
| abel and the LSR does ECMP on | Pv4, but does not do ECVMP on | Pv6,
then either the first nibble will be Ox4, or it will be something
else. If the nibble is not 0x4 then no IP ECVWP is performed, but
Label ECVMP may be performed. |If it is Ox4, then the constant val ues
of the MAC addresses overlay the fields that woul d have been occupi ed
by the source and destination addresses of an IP header. 1In this
case, the input to the ECWP al gorithm would be a constant val ue and
thus the algorithmwould al ways return the sane result.

3. Recommendations for Avoi ding ECMP Treat nent

W will use the term"Application Label" to refer to a | abel that has
been allocated with an FEC Type that is defined (or sinply used) by
an application. Such |abels necessarily appear at the bottom of the
| abel stack, that is, below | abels associated with transporting the
packet across an MPLS network. The FEC Type of the Application |abe
defines the payload that follows. Anyone defining an application to
be transported over MPLS is free to define new FEC Types and the
format of the payload that will be carried.

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S

| Label | Exp | O] TTL
s S S i I S R R e h T Tk e S S S o T S

B s i S i I i S S S i i
| Label | Exp |0 TTL

e b i T T e T S s S R S e T O i i Tk i RIS S S
| Appl i cation Label | Exp |1 TTL

R T i T e e i T S L e e e i T St R S S S S s e I S R
| 1st Nbl | |
B s i S i I i S S S i i

Swal | ow, et al. Best Current Practice [ Page 4]



RFC 4928 Avoi di ng ECVP Treatnent in MPLS Networks June 2007

In order to avoid IP ECVWP treatnment, it is necessary that an
application take precautions to not be mstaken as |P by depl oyed
equi prent that snoops on the presumed | ocation of the I P Version
field. Thus, at a mininum the chosen format nust disallow the
val ues 0x4 and 0x6 in the first nibble of their payl oad.

It is REQUI RED, however, that applications depend upon in-order
packet delivery restrict the first nibble values to 0Ox0O and Ox1.
This will ensure that their traffic flows will not be affected if
some future routing equi pnent does simlar snooping on some future
version(s) of IP.

This behavior inplies that if in the future an IP version is defined
with a version nunber of 0x0 or Ox1l, then equipnment conplying with
this BCP woul d be unable to | ook past one or nore MPLS headers, and
| oadsplit traffic froma single LSP across multiple paths based on a
hash of specific fields in the IPvO or IPvl headers. That is, IP
traffic enploying these version nunbers woul d be safe from

di sturbances caused by inappropriate |oadsplitting, but would al so
not be able to get the perfornmance benefits.

For an exanple of how ECMP is avoided in Pseudow res, see [ RFC4385].
4. Security Considerations

This menmo di scusses the conditions under which MPLS traffic
associated with a single top-level LSP either does or does not have
the possibility of being split between nultiple paths, inmplying the
possibility of m s-ordering between packets bel onging to the sane
top-level LSP. Froma security point of view, the worse that could
result froma security breach of the mechani sns descri bed here woul d
be m s-ordering of packets, and possible correspondi ng | oss of

t hroughput (for exanple, TCP connections nmay in some cases reduce the
wi ndow si ze in response to ms-ordered packets). However, in order
to create even this limted result, an attacker would need to either
change the configuration or inplenentation of a router, or change the
bits on the wire as transmitted in a packet.

Q her security issues in the deploynent of MPLS are outside the scope
of this docunent, but are discussed in other MPLS specifications,
such as [ RFC3031], [RFC3036], [RFC3107], [RFC3209], [RFC3478],

[ RFC3479], [RFC4206], [RFC4220], [RFC4221], [RFC4378], AND [ RFC4379].

5. | ANA Consi derations
| ANA has marked the value Ox1 in the I P protocol version number space

as "Reserved" and placed a reference to this docunent to both val ues
0x0 and Ox1.
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Note that this docunent does not in any way change the policies
regardi ng the allocation of version nunbers, including the possible
use of the reserved nunbers for sonme future purpose.
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Ful | Copyright Statenent
Copyright (C The IETF Trust (2007).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI' N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the infornation to the |IETF at
ietf-ipr@etf.org.
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